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#### Abstract

We discuss Poisson structures on Lie groups and propose an explicit construction of integrable models on their appropriate Poisson submanifolds. The integrals of motion for the $S L(N)$-series are computed in cluster variables via the Lax map. This construction, when generalised to co-extended loop groups, not only gives rise to several alternative descriptions of relativistic Toda systems but also allows to formulate in general terms some new class of integrable models. We discuss the subtleties of this Lax map in relation to the ambiguity in projection to the trivial co-extension and propose a way to write the spectral curve equation, which fixes this ambiguity, for the periodic Toda chain and its generalisations.
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## 1. Introduction

The relation between integrable systems and Lie groups [1] has many different faces. According to [2], an integrable model can be directly constructed on a Poisson submanifold in a Lie group. Integrability in this case follows from the existence of the Ad-invariant functions on a group manifold. Furthermore, this construction can be extended to affine Lie groups [3] and gives rise to a nontrivial wide class of integrable models [4]. It was alternatively discovered that the same class of integrable systems arises from the dimer models on bipartite graphs on a torus [5]. These results partly overlap with and are complementary to the results of [6-9] and closely related studies have also been published [10-12].

For the canonical Poisson structure on a simple Lie group G, we immediately obtain rankG mutually Poisson-commuting functions. Restricting these to a symplectic leaf of dimension $2 \cdot \operatorname{rank} G$, we obtain a completely integrable system that is in fact equivalent [2] to a relativistic non-periodic Toda chain [13]. An effective way of constructing the corresponding Poisson submanifold is based on using the cluster coordinates on Lie groups [14-17]. In particular, this allows to compute explicitly the integrals of motion for the $S L(N)$-series. The cluster language also suggests a way to generalise a previous proposal [2] to the case of loop groups and periodic Toda systems, which requires co-extension of the corresponding loop group [3]. This also provides an opportunity to go far beyond this simple relation between Lie groups and the integrable system we start with and to develop a new class of integrable models on the cluster varieties [4], which is important from the point of view of relations with geometry and physics.

In the affine case a nontrivial co-extension is essential, since only the co-extended version of the loop group admits cluster description. However, for construction of an integrable system the total co-extension must be trivial [3,4]. The spectral curve equation in this case is defined ambiguously, so we propose a way to overcome this ambiguity in which the projection on the trivial co-extension is localised to each edge of the exchange graph describing the Poisson submanifold in the loop group. This localisation can only be performed using special coordinates and we discuss their choice for several examples.

[^0]In Section 2 we describe the Poisson submanifolds in Lie groups in terms of the cluster variables. In Section 3 we construct explicitly the integrable system - a relativistic Toda chain - for both simple and co-extended loop groups. The least trivial part of the construction is formulated in Section 3.3 using a localisation procedure for the co-extended loop group. In Section 4 the construction of a relativistic Toda chain is generalised to a wider class of integrable models.

## 2. Poisson brackets and r-matrices

Let $\mathfrak{g}$ be the Lie algebra of a simple group $G, r \in \mathfrak{g} \otimes \mathfrak{g}$, the standard solution to the (modified) Yang-Baxter equation, that defines a Poisson bracket on the group $G$ according to

$$
\begin{equation*}
\{g \otimes g\}=-\frac{1}{2}[r, g \otimes g] \tag{2.1}
\end{equation*}
$$

which is compatible with the group structure (see Appendices A and B for notation and some extra formulas concerning $r$-matrices for the $S L(N)$-series).

The Poisson bracket (2.1) is degenerate on the whole group, but can be restricted on any symplectic leaf of $G$. A Lie group $G$ can be decomposed into the set of Poisson submanifolds $G^{u} \subset G[17-19]$ labeled by $u \in W \times W$, where $W$ is the Weyl group of $G$. The dimension of submanifold $G^{u}$ is $l(u)+\operatorname{rank} G$, where $l(u)$ is the length of the word $u$, which consists of the generators of the Weyl group $W$ (identified by the set $\Pi$ of the positive simple roots of $G$ ) and the generators of the second copy of $W$ (identified by the set of negative simple roots $\bar{\Pi}$ ). For our purposes it is more convenient to consider a similar decomposition of the factor $G / A d H$ over the Cartan subgroup $H \subset G$; the dimensions of the corresponding symplectic leaves in the factor are just the lengths $l(u)$ themselves.

We can construct a parameterisation of $G^{u} / A d H$ such that the Poisson bracket (2.1) becomes logarithmically constant [17]: for any reduced decomposition $u=\alpha_{i_{1}} \ldots \alpha_{i_{l}}$ consider the Lax map

$$
\begin{equation*}
z_{1}, \ldots, z_{l} \mapsto E_{i_{1}} H_{i_{1}}\left(z_{1}\right) \ldots E_{i_{l}} H_{i_{l}}\left(z_{l}\right) \tag{2.2}
\end{equation*}
$$

For the group $S L(N)$ on the right-hand side, we can substitute the matrices $(i \in \Pi=\{1, \ldots, N-1\})$

$$
H_{i}(z)=\left(\begin{array}{cccccc}
z & 0 & & \cdots & & 0  \tag{2.3}\\
0 & \ddots & & & & 0 \\
\vdots & & z & & & \\
& & & 1 & & \\
0 & & \ldots & & 0 & 1
\end{array}\right), \quad E_{i}=\left(\begin{array}{cccccc}
1 & 0 & & \cdots & & 0 \\
0 & \ddots & & & & 0 \\
& & 1 & 1 & & \\
\vdots & & & 1 & & \\
& & & & \ddots & 0 \\
0 & & \cdots & & 0 & 1
\end{array}\right)
$$

where the last line in diagonal $H_{i}(z)$ with $z \neq 1$ and the only line in $E_{i}$ containing an off-diagonal value of unity have number $i$. For negative $i$ the corresponding matrix is transposed to the matrix of the positive root, that is, $E_{\bar{i}}=E_{-i}=E_{i}^{\mathrm{tr}}$. More precisely, each matrix $H_{i}(z) \in P G L(N)$ should be normalised for the $S L(N)$ group $H_{i}(z) \rightarrow Z_{i}=H_{i}(z) /\left(\operatorname{det} H_{i}(z)\right)^{1 / N}$ and therefore will always depend on the fractional powers $z^{k / N}$ of the variable $z$.

The Poisson bracket (2.1) on the parameter $z_{I}$ is logarithmically constant, that is,

$$
\begin{equation*}
\left\{z_{I}, z_{J}\right\}=\varepsilon_{I J} z_{I} z_{J} \tag{2.4}
\end{equation*}
$$

where $\varepsilon_{I J}$ is a skew-symmetric matrix that takes integral or half-integral values and acts as the exchange matrix (if group $G$ is simply laced, e.g. $S L(N)$ ) for the corresponding cluster variety [14-16]. All formulas for symplectic leaves in $G / \operatorname{AdH}$ can be read from a graph with oriented edges (Appendix C). For the Poisson submanifolds in G/AdH we just need consider the graphs on a cylinder instead of a plane. As already pointed out, of particular interest among all $G^{u}$ are cells corresponding to the Coxeter elements of $W \times W$ with $l(u)=2 \cdot \operatorname{rank} G$.

For the loop groups $\widehat{G}$ one obtains infinitely many Ad-invariant functions, but they still posses finite-dimensional Poisson submanifolds and thus provide a general method for construction of wider classes of integrable models [3]. However, since the Cartan matrices for affine groups (e.g. (A.10)) are non-invertible, for the cluster construction we have to use the coextended version of loop group $\widehat{G}^{\sharp}[20]$ instead.

The co-extended affine $\widehat{S L(N)^{\sharp}}$ can be identified [3,4] with the group

$$
\begin{equation*}
A_{1}(\lambda) T_{z_{1}} \cdot A_{2}(\lambda) T_{z_{2}}=A_{1}(\lambda) A_{2}\left(z_{1} \lambda\right) T_{z_{1} z_{2}} \tag{2.5}
\end{equation*}
$$

of expressions $A(\lambda) T_{z}$, where

$$
\begin{equation*}
T_{z}=\exp \left(\log z \frac{\partial}{\partial \log \lambda}\right)=z^{\lambda \partial / \partial \lambda} \tag{2.6}
\end{equation*}
$$

and $A(\lambda)$ is a Laurent polynomial with values in $N \times N$ matrices. The generators of the co-extended group (labeled now by $i \in \mathbb{Z}_{N}$ ) have the form

$$
\begin{equation*}
\mathbf{H}_{i}(z)=H_{i}(z) T_{z}, \quad \mathbf{E}_{i}=E_{i}, \quad \mathbf{E}_{\bar{i}}=E_{i}^{\mathrm{tr}} \tag{2.7}
\end{equation*}
$$

for $i \neq 0$; that is, each corresponding root generator coincides with (2.3), while each Cartan generator is multiplied by the shift operator. For $i=0$ we also have

$$
\mathbf{H}_{0}(z)=T_{z}, \quad \mathbf{E}_{0}=\left(\begin{array}{ccc}
1 & \cdots & 0  \tag{2.8}\\
\vdots & \ddots & \vdots \\
\lambda & \cdots & 1
\end{array}\right), \quad \mathbf{E}_{\overline{0}}=\left(\begin{array}{ccc}
1 & \cdots & \lambda^{-1} \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1
\end{array}\right)
$$

It is also useful to introduce the element $\Lambda \in \widehat{\operatorname{SL(N)}}$ (as usual, up to normalisation):

$$
\Lambda=\left(\begin{array}{cccc}
0 & 1 & \cdots & \lambda^{-1}  \tag{2.9}\\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 \\
0 & \cdots & 0 & 0
\end{array}\right)
$$

with the property

$$
\begin{equation*}
\Lambda \mathbf{E}_{i} \Lambda^{-1}=\mathbf{E}_{i+1}, \quad \Lambda \mathbf{H}_{i}(z) \Lambda^{-1}=\mathbf{H}_{i+1}(z), \quad i \in \mathbb{Z}_{N} \tag{2.10}
\end{equation*}
$$

This operator acts as a unit shift along the Dynkin diagram. It can also be interpreted as a coextension of the affine Weyl group $\widehat{W}^{\sharp}[4]$.

We can now consider arbitrarily long words corresponding to the Poisson submanifolds in $\widehat{S L(N)^{\sharp}}$ of arbitrary large dimensions. However, the space of Ad-invariant functions is infinite only for $\widehat{S L(N)}$, and not for the co-extended group. Therefore, to obtain sufficiently many independent Ad-invariant functions, we have to consider similarly to (2.2) the Lax maps

$$
\begin{equation*}
z_{1}, \ldots, z_{l} \mapsto \mathbf{E}_{j_{1}} \mathbf{H}_{j_{1}}\left(z_{1}\right) \ldots \mathbf{E}_{j_{l}} \mathbf{H}_{j_{l}}\left(z_{l}\right) \tag{2.11}
\end{equation*}
$$

into the co-extended loop group, where the parameter $z_{I}$ must satisfy

$$
\begin{equation*}
\prod_{j} z_{j}=1, \quad \prod_{j} T_{z_{j}}=T_{j} z_{j}=\mathrm{Id} \tag{2.12}
\end{equation*}
$$

that is, the total co-extension is trivial. This means that we finally have to project $\widehat{\operatorname{SL(N)^{\sharp }} \rightarrow \widehat{\operatorname{SL(N)}} \text {. The details of this }}$ projection are discussed below.

It is easy to understand that exchange graphs for symplectic leaves in $\operatorname{SL}(N)$ and Poisson submanifolds in loop groups $\widehat{S L(N)}$ can be constructed by gluing the rhombi (Fig. 1, Appendix C) on a cylinder for the simple group and on a torus for the loop group case. The graphs for $S L(N)$ have $N-1$ vertical levels (the corresponding upper and lower rhombi are cut into triangles) and are glued in the horizontal direction, while the graphs for the Poisson submanifolds of the same dimension in $\widehat{S L(N)}$ have one extra level (for the same $N$ ) and are periodic in the vertical direction as well. This construction is illustrated by explicit examples in the next section.

## 3. Integrable system

It is easy to see directly from (2.1) that any two Ad-invariant functions on $G$ Poisson-commute with each other. For example, in the simply laced case, when the $r$-matrix is

$$
\begin{equation*}
r=\sum_{\alpha \in \Delta_{+}} e_{\alpha} \wedge e_{\bar{\alpha}}=\sum_{\alpha \in \Delta_{+}}\left(e_{\alpha} \otimes e_{\bar{\alpha}}-e_{\bar{\alpha}} \otimes e_{\alpha}\right) \tag{3.1}
\end{equation*}
$$

(the sum is taken over the set of all positive roots $\Delta_{+}$of Lie group $G$ ), the Poisson bracket is given by

$$
\begin{equation*}
\left\{\mathscr{H}_{1}, \mathscr{H}_{2}\right\}=-\frac{1}{2} \sum_{\alpha \in \Delta_{+}}\left(L_{e_{\alpha}} \mathscr{H}_{1} L_{e_{\bar{\alpha}}} \mathscr{H}_{2}-R_{e_{\alpha}} \mathscr{H}_{1} R_{e_{\bar{\alpha}}} \mathscr{H}_{2}\right) \tag{3.2}
\end{equation*}
$$

where $L_{v}\left(R_{v}\right)$ denotes the corresponding left (right) vector field for any $v \in \mathfrak{g}$. Any Ad-invariant function $\mathscr{H}$ satisfies $L_{v} \mathscr{H}=-R_{v} \mathscr{H}$ and thus the bracket (3.2) of two such functions vanishes. The bracket (3.2) obviously vanishes even if the functions are defined not on the whole $G$, but on any Poisson Ad-invariant subvariety of $G$.


Fig. 1. Graphs depicting the Poisson submanifolds in $S L(N)$ generated by the positive simple roots $E_{i}$ and negative roots $E_{i}, 1<i<N-1$, or the submanifolds in $\widehat{S L(N)}$ for $i \in \mathbb{Z}_{N}$. Gluing of two such graphs yields an element of the two-dimensional square lattice.

On a simple group there exists rank $G$ independent Ad-invariant functions. A possible basis of these functions is the set $\left\{\mathscr{H}_{i}\right\}$ for $i \in \Pi$ (the set of positive simple roots $\Pi \subset \Delta_{+}$):

$$
\begin{equation*}
\mathscr{H}_{i}=\operatorname{Tr} \pi_{\mu_{i}}(g), \tag{3.3}
\end{equation*}
$$

where $\pi_{\mu_{i}}$ is the $i$ th fundamental representation of $G$ with the highest weight $\left(\mu_{i}, \alpha_{j}\right)=\delta_{i j}$ dual to $\alpha_{i}, i \in \Pi$. These functions then define an integrable system on a symplectic leaf of dimension $2 \cdot$ rank $G$. It has been shown [2] that they form the set of integrals of motion for the open relativistic Toda chain [13], with the canonical Hamiltonian for the $\operatorname{SL}(N)$-series

$$
\begin{equation*}
\mathscr{H}=\mathscr{H}_{1}+\mathscr{H}_{N-1}=\operatorname{Tr}\left(g+g^{-1}\right)=\sum_{i=1}^{N}\left(\exp \left(p_{i}\right)+\exp \left(-p_{i}\right)\right) \sqrt{1+\exp \left(q_{i}-q_{i+1}\right)} \sqrt{1+\exp \left(q_{i-1}-q_{i}\right)} . \tag{3.4}
\end{equation*}
$$

The more well-known canonical (non-relativistic) Toda system is recovered in the limit from the Lie group to Lie algebra (Appendix D).

### 3.1. Simple group: examples

$S L(2)$. On a symplectic leaf of a two-particle relativistic Toda, corresponding to the word $u=\alpha_{1} \alpha_{1}$, we can choose the following parameterisation:

$$
g(x, y) \simeq Y^{1 / 2} E X \bar{E} Y^{1 / 2} \simeq Y E X \bar{E} \simeq E X \bar{E} Y=\frac{1}{\sqrt{x y}}\left(\begin{array}{cc}
x y+y & 1  \tag{3.5}\\
y & 1
\end{array}\right)
$$

where

$$
\begin{align*}
& Y=H(y) / \operatorname{det} H(y)^{1 / 2}=\left(\begin{array}{cc}
y^{1 / 2} & 0 \\
0 & y^{-1 / 2}
\end{array}\right), \\
& X=H(x) / \operatorname{det} H(x)^{1 / 2}=\left(\begin{array}{cc}
x^{1 / 2} & 0 \\
0 & x^{-1 / 2}
\end{array}\right)  \tag{3.6}\\
& E=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right), \quad \bar{E}=\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right) .
\end{align*}
$$

Expansion (3.5) (refinement of the Gauss decomposition) corresponds to the graph $y \rightarrow x \leftarrow y$ with three vertices and two edges. Identification of the ends leads to $y \Rightarrow x$, inducing the Poisson structure

$$
\begin{equation*}
\{y, x\}=2 y x \tag{3.7}
\end{equation*}
$$

The cluster variables are related to the Darboux coordinates by

$$
\begin{equation*}
x=e^{-q}, \quad y=\frac{e^{2 p}}{1+x} \tag{3.8}
\end{equation*}
$$

while the Hamiltonian (only in this example) is

$$
\begin{equation*}
\mathscr{H}=\operatorname{Tr} g(x, y)=\sqrt{x y}+\sqrt{\frac{y}{x}}+\frac{1}{\sqrt{x y}}=\left(e^{p}+e^{-p}\right) \sqrt{1+e^{q}}, \tag{3.9}
\end{equation*}
$$

the canonical Hamiltonian (3.4) for the two-particle open system.


Fig. 2. Construction of a graph for the word $1 \overline{1} 2 \overline{2}$ in $S L(3)$. The triangles are just cut rhombi from Fig. 1 (see also Fig. 11). Gluing of these triangles and the left and right ends for $S L(3) / \operatorname{AdH}$ yields the plot on the right with the exchange matrix constructed from the Cartan matrix (3.14).
$S L(3)$. For the group $S L(3)$, formula (2.2) gives

$$
\begin{equation*}
g(\mathbf{x}, \mathbf{y})=\underbrace{E_{1} X_{1} E_{\overline{1}} Y_{1}}_{g_{1}} \cdot \underbrace{E_{2} X_{2} E_{2} Y_{2}}_{g_{2}}, \tag{3.10}
\end{equation*}
$$

where

$$
E_{1}=E_{\overline{1}}^{\operatorname{tr}}=\left(\begin{array}{lll}
1 & 1 & 0  \tag{3.11}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad E_{2}=E_{1}^{\operatorname{tr}}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

and the normalised Cartan elements are

$$
\begin{array}{ll}
Y_{i}=H_{i}\left(y_{i}\right) / \operatorname{det} H_{i}\left(y_{i}\right)^{1 / 3}, & X_{i}=H_{i}\left(x_{i}\right) / \operatorname{det} H_{i}\left(x_{i}\right)^{1 / 3}, \quad i=1,2 \\
H_{1}(z)=\left(\begin{array}{lll}
z & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad H_{2}(z)=\left(\begin{array}{ccc}
z & 0 & 0 \\
0 & z & 0 \\
0 & 0 & 1
\end{array}\right) . \tag{3.12}
\end{array}
$$

 (Fig. 2) and satisfy the following Poisson bracket relations:

$$
\begin{equation*}
\left\{y_{i}, x_{j}\right\}=C_{i j} y_{i} x_{j}, \quad i, j=1,2 \tag{3.13}
\end{equation*}
$$

with the Cartan matrix of $\mathfrak{g}=s l_{3}$

$$
\left\|C_{i j}\right\|=\left(\begin{array}{cc}
2 & -1  \tag{3.14}\\
-1 & 2
\end{array}\right), \quad\left\|C_{i j}^{-1}\right\|=\left(\begin{array}{cc}
2 / 3 & 1 / 3 \\
1 / 3 & 2 / 3
\end{array}\right)
$$

To obtain the integrals of motion, consider the characteristic polynomial for (3.10):

$$
\begin{equation*}
\operatorname{det}(\mu+g(\mathbf{x}, \mathbf{y}))=\mu^{3}+\mathscr{H}_{2}(\mathbf{x}, \mathbf{y}) \mu^{2}+\mathscr{H}_{1}(\mathbf{x}, \mathbf{y}) \mu+1 \tag{3.15}
\end{equation*}
$$

where (with $C_{j k}^{-1}$ the inverse Cartan matrix from (3.14))

$$
\begin{align*}
& \mathscr{H}_{1}(\mathbf{x}, \mathbf{y})=\operatorname{Tr} g^{-1}=\prod_{k}\left(x_{k} y_{k}\right)^{-C_{1 k}^{-1}} \cdot\left(1+y_{1}+y_{1} x_{1}+y_{1} x_{1} y_{2}+y_{1} x_{1} y_{2} x_{2}\right) \\
& \mathscr{H}_{2}(\mathbf{x}, \mathbf{y})=\operatorname{Tr} g=\prod_{k}\left(x_{k} y_{k}\right)^{-C_{2 k}^{-1}} \cdot\left(1+y_{2}+y_{2} x_{2}+y_{2} x_{2} y_{1}+y_{2} x_{2} y_{1} x_{1}\right) \tag{3.16}
\end{align*}
$$

become two integrals of motion $\left\{\mathscr{H}_{1}, \mathscr{H}_{2}\right\}=0$ for the Poisson bracket (3.13).

### 3.2. Cluster variables and the $\operatorname{SL}(N)$ chain

Explicit formulas can easily be written for generic $G=S L(N)$. The product (2.2) becomes

$$
\begin{align*}
& g(\mathbf{x}, \mathbf{y})=\underbrace{E_{1} X_{1} E_{1} Y_{1}}_{g_{1}} \cdot \underbrace{E_{2} X_{2} E_{2} Y_{2}}_{g_{2}} \cdot \ldots \cdot \underbrace{E_{N-1} X_{N-1} E_{\overline{N-1}} Y_{N-1}}_{g_{N-1}}  \tag{3.17}\\
& Y_{i}=H_{i}\left(y_{i}\right) / \operatorname{det} H_{i}\left(y_{i}\right)^{1 / N}, \quad X_{i}=H_{i}\left(x_{i}\right) / \operatorname{det} H_{i}\left(x_{i}\right)^{1 / N}, \quad i=1, \ldots, N-1
\end{align*}
$$

with notation according to (2.3). The corresponding graph ${ }_{x_{1}}^{y_{1}} \Downarrow \rightarrow \Uparrow \underset{y_{2} \leftarrow}{x_{2} \rightarrow} \Downarrow_{x_{3} \rightarrow}^{y_{3} \leftarrow} \ldots \underset{\leftarrow}{\leftarrow} \Downarrow_{x_{N-1}}^{y_{N-1}}$ induces the Poisson bracket

$$
\begin{equation*}
\left\{y_{i}, x_{j}\right\}=C_{i j} y_{i} x_{j}, \quad i, j=1, \ldots, N-1 \tag{3.18}
\end{equation*}
$$

with the $\mathfrak{g}=s l_{N}$ Cartan matrix (A.1). Computing the product in (3.17) yields the Lax operator, and its characteristic polynomial

$$
\begin{equation*}
\operatorname{det}(\mu+g(\mathbf{x}, \mathbf{y}))=\sum_{j=0}^{N} \mu^{j} \mathscr{H}_{j}(\mathbf{x}, \mathbf{y}) \tag{3.19}
\end{equation*}
$$

generates $\operatorname{rank} S L(N)=N-1$ nontrivial $\left(\mathscr{H}_{0}=\mathscr{H}_{N}=1\right.$ in the accepted normalisation, and $\left.\mathscr{H}_{1}=\operatorname{Tr} g^{-1}, \mathscr{H}_{N-1}=\operatorname{Tr} g\right)$ Poisson-commuting (w.r.t. the bracket (3.18)) integrals of motion $\left\{\mathscr{H}_{i}, \mathscr{H}_{j}\right\}=0, i, j=1, \ldots, N-1$, which are

$$
\begin{equation*}
\mathscr{H}_{j}(\mathbf{x}, \mathbf{y})=\prod_{k}\left(x_{k} y_{k}\right)^{-C_{j k}^{-1}} \cdot Z_{j}(\mathbf{x}, \mathbf{y}) \tag{3.20}
\end{equation*}
$$

The Lax map (2.2) allows us to compute explicitly the polynomials

$$
\begin{equation*}
Z_{j}(\mathbf{x}, \mathbf{y})=\sum_{0 \leq m_{i} \leq \max (i, N-1-i)}^{m_{j} \geq m_{j \pm 1} \geq m_{j \pm 2} \geq \ldots} \sum_{m_{i}-1 \leq n_{i} \leq m_{i}} \prod_{i} y_{i}^{m_{i}} x_{i}^{n_{i}} \tag{3.21}
\end{equation*}
$$

which all have unit coefficients.
The Darboux coordinates are related to the cluster variables by

$$
\begin{equation*}
x_{i}=\exp \left(-\left(\alpha_{i} \cdot q\right)\right), \quad y_{i}=\exp \left(\left(\alpha_{i} \cdot P\right)+\left(\alpha_{i} \cdot q\right)\right), \quad i=1, \ldots, N-1 \tag{3.22}
\end{equation*}
$$

with the "long momentum" (cf. the canonical transformation used in [21])

$$
\begin{equation*}
P=p-\frac{1}{2} \sum_{k=1}^{N-1} \alpha_{k} \log \left(1+\exp \left(\alpha_{k} \cdot q\right)\right)=p+\frac{\partial}{\partial q}\left(\frac{1}{2} \sum_{k=1}^{N-1} \operatorname{Li}_{2}\left(-\exp \left(\alpha_{k} \cdot q\right)\right)\right) \tag{3.23}
\end{equation*}
$$

where the ( $N-1$ )-vectors $q$ and $p$ denote the canonical coordinate and momentum in the center-of-mass frame. Substituting (3.22) into the expression $\mathscr{H}=\mathscr{H}_{1}+\mathscr{H}_{N-1}$ yields the canonical Toda Hamiltonian (3.4), where (in the open case, in contrast to the periodic chain considered below) we have to drop off the square roots with $\alpha_{0}$ and $\alpha_{N}$, that is, replace $\sqrt{1+\exp \left(q_{0}-q_{1}\right)}$ and $\sqrt{1+\exp \left(q_{N}-q_{N+1}\right)}$ by unities.

### 3.3. Loop group $\widehat{S L(N)}$ and the $N$-periodic chain

The proposed approach does not only work for finite-dimensional Lie groups [3]. It is almost obvious that to obtain the periodic Toda chain we should consider decomposition (2.11) for loop groups containing an extra affine simple root, that is, $u=\alpha_{0} \bar{\alpha}_{0} \alpha_{1} \bar{\alpha}_{1} \ldots \alpha_{N-1} \bar{\alpha}_{N-1} \in \hat{W} \times \hat{W}$. At the level of Lie algebras (Appendix D) this obviously gives rise to the wellknown spectral-parameter-dependent Lax matrix (D.4) in the evaluation representation of the corresponding affine algebra. For relativistic Toda, instead of using the cluster formulation of the co-extended loop group $\widehat{S L(N)^{\sharp}}$, we construct a Poisson submanifold in $\widehat{S L(N)} / \mathrm{AdH}$, but fixing the spectral parameter now becomes a nontrivial issue. It depends on a particular way of locating the shift operators in (2.11): the total co-extension must be trivial because of (2.12), and all shift operators can be "annihilated", say, by moving them all to the right.

Note that when moving the shift operator (2.6) through a spectral-parameter-dependent matrix corresponding to the affine root, we multiply the spectral parameter by the dynamical variable. This results in nontrivial multiplicative renormalisation of the coefficients of the spectral curve equation. In particular, it means that the coefficients themselves are defined ambiguously and only their invariant combinations can be the Poisson-commuting quantities [3,4]. However, we propose here a localising prescription that completely overcomes this ambiguity (Section 4.1).

For the group $\widehat{S L(N)^{\sharp}}$ the (normalised to unit determinant) product (2.2) for the word $u=\prod_{j \in \mathbb{Z}_{N}} \alpha_{j} \bar{\alpha}_{j}$ can be written as

$$
\begin{align*}
g(\lambda \mid \mathbf{x}, \mathbf{y}) & =\prod_{j \in \mathbb{Z}_{N}} \mathbf{E}_{j} \mathbf{H}_{j}\left(x_{j}\right) \mathbf{E}_{j} \mathbf{H}_{j}\left(y_{j}\right)=\prod_{j \in \mathbb{Z}_{N}} \mathbf{E}_{j} X_{j} T_{x_{j}} \mathbf{E}_{j} Y_{j} T_{y_{j}} \\
& =\prod_{j \in \mathbb{Z}_{N}} \mathbf{E}_{j} X_{j} T_{x_{v_{j}}} T_{x_{v_{j+1}}}^{-1} \mathbf{E}_{j} Y_{j} T_{y_{v_{j}}} T_{y_{v_{j+1}}}^{-1} . \tag{3.24}
\end{align*}
$$

The new variables $z_{v_{j}}, j \in \mathbb{Z}_{N}$, are introduced by $z_{j}=z_{v_{j}} / z_{v_{j+1}}$ (see definition (A.4)). Instead of moving all the shift operators to the right, we choose the following prescription:

$$
\begin{equation*}
g(\lambda \mid \mathbf{x}, \mathbf{y}) \simeq \prod_{j \in \mathbb{Z}_{N}} T_{y_{v_{j}}}^{-1} \mathbf{E}_{j} X_{j} T_{x_{v_{j}}} T_{x_{v_{j}+1}}^{-1} \mathbf{E}_{j} Y_{j} T_{y_{v_{j}}} \simeq \prod_{j \in \mathbb{Z}_{N}} T_{x_{v_{j}}}^{-1} T_{y_{v_{j}}}^{-1} \mathbf{E}_{j} X_{j} T_{x_{v_{j}}} \mathbf{E}_{j}^{\prime} Y_{j} T_{y_{v_{j}}}, \tag{3.25}
\end{equation*}
$$

where $\simeq$ denotes an equality modulo cyclic permutation, and clearly

$$
\begin{align*}
& \mathbf{E}_{j}^{\prime}=\mathbf{E}_{\bar{j}}=E_{\bar{j}}, \quad \mathbf{E}_{\overline{0}}^{\prime}=\mathbf{E}_{\overline{0}}\left(\lambda / x_{v_{j+1}}\right)  \tag{3.26}\\
& Y_{j}=H_{j}\left(y_{j}\right) / \operatorname{det} H_{j}\left(y_{j}\right)^{1 / N}, \quad X_{j}=H_{j}\left(x_{j}\right) / \operatorname{det} H_{j}\left(x_{j}\right)^{1 / N}, \quad j=1, \ldots, N-1 .
\end{align*}
$$

All factors under the product on the right-hand side of (3.25) do not in fact contain shift operators, since

$$
\begin{equation*}
T_{x_{v_{j}}}^{-1} T_{y_{v_{j}}}^{-1} E_{j} X_{j} T_{x_{v_{j}}} E_{j} Y_{j} T_{y_{v_{j}}}=E_{j} X_{j} E_{j} Y_{j}, \quad j=1, \ldots, N-1 \tag{3.27}
\end{equation*}
$$



Fig. 3. Newton polygon for the $N$-periodic Toda equation (3.33). The marked boundary points correspond to the Casimir functions, which are unity in the normalised Eq. (3.33), while the internal points on the horizontal axis correspond to the integrals of motion.
and

$$
\begin{align*}
T_{x_{v_{0}}}^{-1} T_{y_{v_{0}}}^{-1} \mathbf{E}_{0} T_{x_{v_{0}}} \mathbf{E}_{\overline{0}}^{\prime} T_{y_{v_{0}}} & =\mathbf{E}_{0}\left(\frac{\lambda}{x_{\nu_{0}} y_{v_{0}}}\right) \mathbf{E}_{\bar{o}}\left(\frac{\lambda}{y_{v_{0}} x_{\nu_{1}}}\right) \\
& =\mathbf{E}_{0}\left(\lambda x_{\mu_{N-1}} y_{\mu_{N-1}}\right) \mathbf{E}_{\overline{0}}\left(\frac{\lambda y_{\mu_{N-1}}}{x_{\mu_{1}}}\right) \equiv g_{0}(\lambda) . \tag{3.28}
\end{align*}
$$

That is, on the right-hand side of (3.25) we obtain a product of matrices in the evaluation representation of $\widehat{S L(N)}$. Hence, starting initially with the co-extended loop group $\widehat{S L(N)^{\sharp}}$, which has a cluster description, we have found a way to construct explicitly the Poisson submanifold in $\widehat{S L(N)} / \operatorname{AdH}$ in terms of the product of $\widehat{S L(N)}$-valued factors only. To do this we actually have to change the coordinates. The weight variables in (3.28) can be explicitly defined as

$$
\begin{equation*}
x_{\mu_{j}}=\prod_{k} x_{k}^{c_{j k}^{-1}}, \quad y_{\mu_{j}}=\prod_{k} y_{k}^{c_{j k}^{-1}}, \quad j=1, \ldots, N-1, \tag{3.29}
\end{equation*}
$$

where $C_{j k}^{-1}$ is the inverse Cartan matrix for $\mathfrak{g}=s l_{N}$ (Appendix A). Finally, we obtain the Lax map

$$
\begin{equation*}
g(\lambda \mid \mathbf{x}, \mathbf{y}) \simeq \mathrm{g}_{0}(\lambda) \cdot g_{N}(\mathbf{x}, \mathbf{y}) \tag{3.30}
\end{equation*}
$$

where the matrix $g_{N}(\mathbf{x}, \mathbf{y})$ is constructed in (3.17) for the open chain.
By the standard rules, the Poisson brackets coming from the graph on the torus

$$
\begin{equation*}
\left\{y_{i}, x_{j}\right\}=\hat{C}_{i j} y_{i} x_{j}, \quad i, j \in \mathbb{Z}_{N} \tag{3.31}
\end{equation*}
$$

are defined by (degenerate) Cartan matrix (A.10) of the affine $\mathfrak{g}=\widehat{s l}_{N}$, with the Casimir function

$$
\begin{equation*}
\mathcal{C}=\prod_{j \in \mathbb{Z}_{N}} x_{j}=\prod_{j \in \mathbb{Z}_{N}} y_{j}^{-1} \tag{3.32}
\end{equation*}
$$

Fixing the value of the Casimir (3.32), one gets a description of the corresponding Poisson submanifold (of dimension $2(N-1)$ ) in terms of the non-degenerate Poisson structure (3.18) of the open chain.

Vanishing of the characteristic polynomial for (3.24) (Fig. 3),

$$
\begin{equation*}
\operatorname{det}(\mu+g(\lambda \mid \mathbf{x}, \mathbf{y}))=\sum_{j=0}^{N} \mu^{j} \mathscr{H}_{j}(\mathbf{x}, \mathbf{y})+\mu^{N-1} \lambda+\frac{\mu}{\lambda} \tag{3.33}
\end{equation*}
$$

can be rewritten in the standard form of the relativistic Toda spectral curve equation [22-24]:

$$
\begin{align*}
& w+\frac{1}{w}=P_{N}(z)=z^{-N / 2} \sum_{j=0}^{N} z^{j}(-)^{N-j} \mathscr{H}_{j}(\mathbf{x}, \mathbf{y})  \tag{3.34}\\
& z=-\mu, \quad w=\lambda z^{N / 2-1}
\end{align*}
$$

with the two meromorphic differentials $\frac{d z}{z}$ and $\frac{d w}{w}$ having all fixed periods on the curve (3.34). Formulas (3.33) and (3.34) define (in addition to the constant Casimirs $\mathscr{H}_{0}={ }^{w} \mathscr{H}_{N-1}=1$ ) the set of independent Poisson-commuting integrals of motion

$$
\begin{equation*}
\left\{\mathscr{H}_{j}, \mathscr{H}_{k}\right\}=0, \quad j, k=1, \ldots, N-1 \tag{3.35}
\end{equation*}
$$

with respect to the bracket (3.18). The canonical Hamiltonian of the integrable system is still given by (3.4), where the terms with $\alpha_{0}=\alpha_{N}$ are no longer dropped.

The Darboux coordinates are introduced again by the transformation

$$
\begin{equation*}
x_{i}=\exp \left(-\left(\alpha_{i} \cdot q\right)\right), \quad y_{i}=\exp \left(\alpha_{i} \cdot(P+q)\right), \quad i \in \mathbb{Z}_{N} \tag{3.36}
\end{equation*}
$$



Fig. 4. Example of a graph for the word $0 \overline{0} 1 \overline{1}$ for $\widehat{S L(2)} / A d H$. In contrast to Fig. 2, the arrows connecting two levels, two simple roots of $\widehat{S L(2)}$, are solid lines. After gluing, the image on the right shows the structure of the degenerate Cartan matrix of $\mathfrak{g}=\widehat{s l_{2}}$.
which is valid for the extended set of roots. Now, instead of (3.23) we obtain

$$
\begin{equation*}
P=p+\frac{1}{2} \sum_{k=1}^{N-1} \alpha_{k} \log \frac{1+\exp \left(\alpha_{N} \cdot q\right)}{1+\exp \left(\alpha_{k} \cdot q\right)}=p+\frac{\partial}{\partial q}\left(\frac{1}{2} \sum_{k=1}^{N} \mathrm{Li}_{2}\left(-\exp \left(\alpha_{k} \cdot q\right)\right)\right), \tag{3.37}
\end{equation*}
$$

where the canonical transformation is again generated by di-logarithm functions.
Example of $\widehat{S L(2)}$. We simply take the map (2.11) of the word $0 \overline{0} 1 \overline{1}$ into $\widehat{S L(2)} / \mathrm{AdH}$. According to Fig. 4, the parameterisation can be read from the graph $\Downarrow_{y_{0} \Rightarrow x_{0}}^{x \in y} \uparrow$ with four variables in the vertices satisfying

$$
\begin{equation*}
\{y, x\}=2 y x \tag{3.38}
\end{equation*}
$$

as in the "open" $S L(2)$ case, completed now by

$$
\begin{equation*}
\left\{y_{0}, x\right\}=-2 y_{0} x, \quad\left\{y, x_{0}\right\}=-2 y x_{0}, \quad\left\{y, y_{0}\right\}=\left\{x, x_{0}\right\}=0 \tag{3.39}
\end{equation*}
$$

The structure of the Poisson brackets (3.38) and (3.39) is encoded in the degenerate Cartan matrix (A.10) of $\mathfrak{g}=\widehat{s l_{2}}$ and the product $\mathcal{C}=x x_{0}=\frac{1}{y y_{0}}$ is the Casimir function. The only nontrivial integral of motion in this example,

$$
\begin{equation*}
\mathscr{H}=\frac{1+y+x y+\mathcal{C}^{-1} x}{\sqrt{x y}}=\left(e^{p}+e^{-p}\right) \sqrt{1+\exp (q)} \sqrt{1+\mathcal{C}^{-1} \exp (-q)} \tag{3.40}
\end{equation*}
$$

is the Hamiltonian of the periodic two-particle chain (3.4) on

$$
\begin{equation*}
x=\exp (-q), \quad y=\exp (2 p+q) \frac{1+e^{-1} e^{-q}}{1+e^{q}} \tag{3.41}
\end{equation*}
$$

Example of $\widehat{S L(3)}$. In this case the characteristic polynomial (3.33) or the spectral curve equation (3.34) gives two nontrivial integrals of motion,

$$
\begin{align*}
& \mathscr{H}_{1}=\prod_{k}\left(x_{k} y_{k}\right)^{-C_{1 k}^{-1}} \cdot\left(1+y_{1}+y_{1} x_{1}+y_{1} x_{1} y_{2}+y_{1} x_{1} y_{2} x_{2}+\mathcal{C}^{-1} x_{1} x_{2}\right)  \tag{3.42}\\
& \mathscr{H}_{2}=\prod_{k}\left(x_{k} y_{k}\right)^{-C_{2 k}^{-1}} \cdot\left(1+y_{2}+y_{2} x_{2}+y_{2} x_{2} y_{1}+y_{2} x_{2} y_{1} x_{1}+\mathcal{C}^{-1} x_{1} x_{2}\right),
\end{align*}
$$

expressed in terms of the independent variables using the Casimir relation $\mathcal{C}=x_{0} x_{1} x_{2}=\frac{1}{y_{0} y_{1} y_{2}}$. Only the last terms on the right-hand sides of (3.42) differ from the Hamiltonians of non-periodic chain (3.16).

### 3.4. Mutations and discrete flows

The discrete transformations that leave the Toda integrals of motion invariant are constructed as a sequence of mutations (see (C.6)) of the corresponding graphs. For (3.20) and (3.21) these are

$$
\begin{equation*}
\tilde{y}_{i}^{-1}=y_{i} \prod_{j}\left(1+x_{j}^{\operatorname{sgn}\left(c_{i j}\right)}\right)^{-c_{i j}}, \quad \tilde{x}_{i}=x_{i}^{-1} \prod_{j}\left(1+\tilde{y}_{j}^{-\operatorname{sgn}\left(c_{i j}\right)}\right)^{c_{i j}} \tag{3.43}
\end{equation*}
$$

from mutations of the graph $\underset{x_{1}}{y_{1}} \Downarrow \leftrightarrows \uparrow \underset{y_{2}}{y_{2} \rightarrow} \Downarrow_{x_{3} \rightarrow}^{y_{3}} \leftrightarrows \ldots \underset{\leftarrow}{\rightleftarrows} \Downarrow_{x_{N-1}}^{y_{N-1}}$. For example, the Hamiltonians (3.16) are invariant under the transformations ${ }^{1}$

$$
\begin{array}{ll}
\tilde{y}_{1}=\frac{1}{y_{1}}\left(1+x_{1}\right)^{-2}\left(1+\frac{1}{x_{2}}\right), & \tilde{y}_{2}=\frac{1}{y_{2}}\left(1+x_{2}\right)^{-2}\left(1+\frac{1}{x_{1}}\right) \\
\tilde{x}_{1}=\frac{1}{x_{1}}\left(1+\frac{1}{\tilde{y}_{1}}\right)^{2}\left(1+\tilde{y}_{2}\right)^{-1}, & \tilde{x}_{2}=\frac{1}{x_{2}}\left(1+\frac{1}{\tilde{y}_{2}}\right)^{2}\left(1+\tilde{y}_{1}\right)^{-1} \tag{3.45}
\end{array}
$$

[^1]leaving invariant the graph ${ }_{y_{2}}^{x_{1}} \downarrow \stackrel{\Leftarrow}{\Rightarrow} \uparrow{ }_{x_{2}}^{y_{1}}$. The affine Toda Hamiltonians (3.33) and (3.34) are correspondingly preserved by
\[

$$
\begin{equation*}
\tilde{y}_{i}^{-1}=y_{i} \prod_{j}\left(1+x_{j}^{\operatorname{sgn}\left(\hat{c}_{i j}\right)}\right)^{-\hat{c}_{i j}}, \quad \tilde{x}_{i}=x_{i}^{-1} \prod_{j}\left(1+\tilde{y}_{j}^{-\operatorname{sgn}\left(\hat{c}_{i j}\right)}\right)^{\hat{c}_{i j}} \tag{3.46}
\end{equation*}
$$

\]

from similar mutations of the graph with the exchange matrix constructed from $\hat{C}_{i j}$ (A.10).
These transformations can be considered as discrete flows in the spirit of Hoffman et al. [19]. For example, in the decomposition (3.5) into the product of upper-triangular and lower-triangular matrices we change the order, that is,

$$
\begin{align*}
g(x, y) \simeq g_{+}(x, y) \cdot g_{-}(x, y) & \simeq H(y) E H(x) F \\
& =H(y) H(1+x) F H\left(x^{-1}\right) E H(1+x) \simeq H\left(y(1+x)^{2}\right) F H\left(x^{-1}\right) E \\
& \simeq \tilde{g}_{-}(\tilde{x}, \tilde{y}) \cdot \tilde{g}_{+}(\tilde{x}, \tilde{y}) \tag{3.47}
\end{align*}
$$

where we use commutation relations previously described [17]. The decomposition on the right-hand side in "reverse order" corresponds to changing coordinates by the sequence of mutations

$$
\begin{equation*}
(\tilde{y}, \tilde{x})=\mu_{y(1+x)^{2}}\left(y(1+x)^{2}, x^{-1}\right) \circ \mu_{x}(y, x)=\left(y^{-1}(1+x)^{-2}, x^{-1}\left(1+y(1+x)^{2}\right)^{2}\right) \tag{3.48}
\end{equation*}
$$

for the graph $x \Leftarrow y$. Note that as usual we consider the product in (3.47) for modulo cyclic permutations and conjugation by a Cartan element, since only the Ad-invariant functions are essential for our purposes. The same is certainly true for the "reflected composition", when we first make mutation in $y$ - and then in $x$-vertices of the exchange graph.

## 4. Towards a new class of integrable models

We have already pointed out that loop groups allow us to construct a much wider class of integrable systems $[3,4]$. We demonstrate this here using just a few examples, starting from the well-known "dual" representation for the Toda chains [25].

## 4.1. $2 \times 2$ formulation for the relativistic $N$-particle Toda

 associated with another decomposition,

$$
\begin{align*}
\mathbf{H}_{0}\left(x_{0}\right) \mathbf{E}_{0} \mathbf{E}_{1} \mathbf{H}_{0}(y) \mathbf{H}_{1}(x) \mathbf{E}_{0} \mathbf{E}_{1} \mathbf{H}_{1}\left(y_{0}\right) & \simeq \mathbf{H}_{0}\left(x_{0}\right) \mathbf{E}_{0} \omega \mathbf{E}_{0} \mathbf{H}_{1}(y) \cdot \mathbf{H}_{0}(x) \mathbf{E}_{0} \omega \mathbf{E}_{0} \mathbf{H}_{1}\left(y_{0}\right) \equiv \\
& \equiv \Xi\left(x_{0}, y\right) \cdot \Xi\left(x, y_{0}\right), \tag{4.1}
\end{align*}
$$

where $\simeq$ denotes equality modulo cyclic permutation. Here

$$
\begin{align*}
\Xi(x, y) & =\mathbf{H}_{0}(x) \mathbf{E}_{0} \omega \mathbf{E}_{0} \mathbf{H}_{1}(y) \\
& =T_{x} \cdot\left(\begin{array}{ll}
1 & 0 \\
\lambda & 1
\end{array}\right)\left(\begin{array}{cc}
0 & \lambda^{-1 / 2} \\
\lambda^{1 / 2} & 0
\end{array}\right)\left(\begin{array}{cc}
1 & 1 / \lambda \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
y^{1 / 2} & 0 \\
0 & y^{-1 / 2}
\end{array}\right) \cdot T_{y} \\
& =T_{x} \cdot \Phi(\lambda) \cdot Y T_{y} \tag{4.2}
\end{align*}
$$

with

$$
\begin{align*}
& \Phi(\lambda)=\mathbf{E}_{0} \omega \mathbf{F}_{0}=\left(\begin{array}{cc}
0 & 1 / \sqrt{\lambda} \\
\sqrt{\lambda} & \sqrt{\lambda}+1 / \sqrt{\lambda}
\end{array}\right) \\
& \omega=\sqrt{\lambda} \Lambda=\left(\begin{array}{cc}
0 & 1 / \sqrt{\lambda} \\
\sqrt{\lambda} & 0
\end{array}\right), \quad \omega^{2}=\mathbf{1} . \tag{4.3}
\end{align*}
$$

 we have to consider the three-product $\Xi\left(x_{0}, y_{1}\right) \Xi\left(x_{1}, y_{2}\right) \Xi\left(x_{2}, y_{0}\right)$, which is just a particular case of the generic $\widehat{S L(N)}$ expression

$$
\begin{equation*}
\Xi\left(x_{0}, y_{1}\right) \Xi\left(x_{1}, y_{2}\right) \ldots \Xi\left(x_{N-1}, y_{N}\right) \tag{4.4}
\end{equation*}
$$

It is more convenient to rewrite (4.4) in new variables

$$
\begin{align*}
& x_{i}=\frac{\xi_{i}}{\xi_{i+1}}, \quad y_{i}=\frac{\eta_{i}}{\eta_{i+1}}, \quad i=1, \ldots, N-1  \tag{4.5}\\
& \xi_{N}=\xi_{0}, \quad \eta_{N}=\eta_{0}
\end{align*}
$$



Fig. 5. Diagrammatic representation of the product of $\Xi$-operators in (4.4).


Fig. 6. The product of $\Xi$-operators becomes the product of $L$-matrices in (4.8) after a change in the variables.
so that the Poisson brackets (3.18) are now induced by

$$
\begin{equation*}
\left\{\eta_{i}, \xi_{j}\right\}=\delta_{i j} \eta_{i} \xi_{j}, \quad i, j=1, \ldots, N \tag{4.6}
\end{equation*}
$$

and no restriction is immediately imposed on the products $\prod_{j=1}^{N} \xi_{j}$ and $\prod_{j=1}^{N} \eta_{j}$ (corresponding to the $G L(N)$ instead of the $\operatorname{SL}(N)$ group, relating dynamic variables to the basis vectors of $N$-dimensional space; see the notation in Appendix A). Similar to (3.36), the coordinates and momenta $\left\{q_{i}, p_{j}\right\}=\delta_{i j}$ for (4.6) are introduced by

$$
\begin{align*}
\xi_{i} & =\exp \left(-q_{i}\right), \quad \eta_{i}=\exp \left(P_{i}+q_{i}\right), \quad i=1, \ldots, N \\
P_{i} & =p_{i}+\frac{\partial}{\partial q_{i}}\left(\frac{1}{2} \sum_{k=1}^{N} \operatorname{Li}_{2}\left(-\exp \left(q_{k}-q_{k+1}\right)\right)\right) \tag{4.7}
\end{align*}
$$

The product of $\Xi$-operators in (4.4) (see Fig. 5), again up to cyclic permutation, can be rewritten as

$$
\begin{equation*}
\Xi\left(x_{0}, y_{1}\right) \Xi\left(x_{1}, y_{2}\right) \ldots \Xi\left(x_{N-1}, y_{N}\right) \simeq \prod_{j=1}^{N} L\left(\eta_{j}, \xi_{j} ; \lambda\right)=\mathcal{T}_{N}(\lambda) \tag{4.8}
\end{equation*}
$$

since (Fig. 6)

$$
\begin{align*}
\ldots \Xi\left(x_{i-1}, y_{i}\right) \ldots & =\ldots T_{x_{i-1}} \Phi(\lambda)\left(\begin{array}{cc}
y_{i}^{1 / 2} & 0 \\
0 & y_{i}^{-1 / 2}
\end{array}\right) T_{y_{i}} \ldots \\
& =\ldots T_{\xi_{i-1}} T_{\xi_{i}}^{-1} \Phi(\lambda)\left(\begin{array}{cc}
\eta_{i}^{1 / 2} & 0 \\
0 & \eta_{i}^{-1 / 2}
\end{array}\right)\left(\begin{array}{cc}
\eta_{i+1}^{-1 / 2} & 0 \\
0 & \eta_{i+1}^{1 / 2}
\end{array}\right) T_{\eta_{i}} T_{\eta_{i+1}}^{-1} \ldots \\
& =\ldots\left(\begin{array}{cc}
\eta_{i}^{-1 / 2} & 0 \\
0 & \eta_{i}^{1 / 2}
\end{array}\right) T_{\eta_{i}}^{-1} T_{\xi_{i}}^{-1} \Phi(\lambda)\left(\begin{array}{cc}
\eta_{i}^{1 / 2} & 0 \\
0 & \eta_{i}^{-1 / 2}
\end{array}\right) T_{\eta_{i}} T_{\xi_{i}} \ldots, \tag{4.9}
\end{align*}
$$

where the right-hand side has only the factors corresponding to the $i$ th instance. This is another example of localisation of the projection to the loop group with trivial co-extension, and we construct here a Poisson submanifold in $\widehat{\operatorname{SL}(2)^{\sharp}} \rightarrow \widehat{S L(2)}$, making this projection using the $G L(N)$ variables in (4.5).

It is clear from (4.9) that on the right-hand side of (4.8) we obtain the product of the matrices (cf. with [25,26])

$$
\begin{align*}
L_{j}(\lambda) & =\left(\mathbf{H}_{1}\left(\eta_{j}\right) \mathbf{H}_{0}\left(\xi_{j}\right)\right)^{-1} \cdot \Phi(\lambda) \cdot \mathbf{H}_{1}\left(\eta_{j}\right) \mathbf{H}_{0}\left(\xi_{j}\right) \\
& =\left(\begin{array}{cc}
0 & \sqrt{\frac{\xi_{j}}{\lambda \eta_{j}}} \\
\sqrt{\frac{\lambda \eta_{j}}{\xi_{j}}} & \sqrt{\frac{\lambda}{\eta_{j} \xi_{j}}}+\sqrt{\frac{\eta_{j} \xi_{j}}{\lambda}}
\end{array}\right)=\left(\begin{array}{cc}
0 & \frac{e^{-P_{j} / 2-q_{j}}}{\sqrt{\lambda}} \\
\sqrt{\lambda} e^{P_{j} / 2+q_{j}} & \sqrt{\lambda} e^{-P_{j} / 2}+\frac{e^{P_{j} / 2}}{\sqrt{\lambda}}
\end{array}\right) j=1, \ldots, N . \tag{4.10}
\end{align*}
$$



Fig. 7. Representation of the $L$-matrix from (4.10), which is a Cartan conjugation of (4.3) in the form of a twisted oriented plaquette.


Fig. 8. Left: Contraction of an infinite square lattice by imposing a 2-periodicity constraint in the vertical direction, resulting in the graph $\ldots \underset{\leftarrow}{ }$
 with an extra horizontal 1-step shift.

The dependence on dynamic variables arises from Cartan conjugation of the matrices (4.3) in the evaluation representation of $\widehat{S L(2)}$ (Fig. 7) and these $L$-matrices now obey the $r$-matrix Poisson relations

$$
\begin{equation*}
\left\{L_{i}(\lambda) \otimes L_{j}\left(\lambda^{\prime}\right)\right\}=-\frac{1}{2} \delta_{i j}\left[r_{\text {trig }}\left(\lambda, \lambda^{\prime}\right), L_{i}(\lambda) \otimes L_{j}\left(\lambda^{\prime}\right)\right] \tag{4.11}
\end{equation*}
$$

with the trigonometric classical $r$-matrix (B.9) (Appendix B). The same commutation relation obviously holds for the monodromy matrices (4.8),

$$
\begin{equation*}
\left\{\widetilde{T}_{N}(\lambda) \otimes \mathcal{T}_{N}\left(\lambda^{\prime}\right)\right\}=-\frac{1}{2}\left[r_{\text {trig }}\left(\lambda, \lambda^{\prime}\right), \mathcal{T}_{N}(\lambda) \otimes \mathcal{T}_{N}\left(\lambda^{\prime}\right)\right] . \tag{4.12}
\end{equation*}
$$

Therefore, their traces $\mathrm{T}_{N}(\lambda)=\operatorname{Tr} \mathcal{T}_{N}(\lambda)$, or the coefficients of the characteristic polynomial for the monodromy matrix

$$
\begin{equation*}
\operatorname{det}\left(\mathcal{T}_{N}(\lambda)+\mu\right)=\mu^{2}+\mathrm{T}_{N}(\lambda) \mu+1 \tag{4.13}
\end{equation*}
$$

Poisson-commute $\left\{\mathrm{T}_{N}(\lambda), \mathrm{T}_{N}\left(\lambda^{\prime}\right)\right\}=0$ with respect to (4.6) and generate $\lambda^{N / 2} \mathrm{~T}_{N}(\lambda)=\sum_{j=0}^{N} \lambda^{j} \tilde{R}_{j}(\boldsymbol{\xi}, \boldsymbol{\eta})$, the family of $N$ independent integrals of motion:

$$
\begin{align*}
& \tilde{R}_{0}(\boldsymbol{\xi}, \boldsymbol{\eta})=\prod_{k=1}^{N} \sqrt{\eta_{k} \xi_{k}}=\frac{1}{\tilde{R}_{N}(\boldsymbol{\xi}, \boldsymbol{\eta})}  \tag{4.14}\\
& \tilde{R}_{j}(\boldsymbol{\xi}, \boldsymbol{\eta})=\tilde{R}_{0}(\boldsymbol{\xi}, \boldsymbol{\eta})^{1-\frac{2 j}{N}} \mathscr{H}_{j}(\mathbf{x}, \mathbf{y}), \quad j=1, \ldots, N-1
\end{align*}
$$

where the right-hand side has the Hamiltonians (3.34) as functions of the cluster variables (4.5).

## 4.2. $n \otimes N$ models from a square lattice

The formalism for a relativistic Toda in the previous section is based on construction of a Poisson submanifold in $\widehat{S L(2)}$, corresponding to a word of length $2 N$. This has an obvious $n \otimes N$ generalisation (more strictly, $(n \times n)^{\otimes N}$; thus, $(2 \times 2)^{\otimes N}$ was considered in Section 4.1) to other co-extended loop groups.

A subclass of these systems can be constructed by gluing of the infinite-dimensional square lattice (Fig. 8) (V.V. Fock, unpublished data). For example, applying a 2-shift to the horizontal lines in such a lattice yields a graph consisting of two horizontal sets of vertices connected by vertical double edges (Fig. 8 left). After imposing an extra $N$-periodicity in the horizontal direction (for $N \geq 2$, with an extra twist for the odd $N$ ) we recover a construction of the monodromy matrix (4.8) for an affine Toda chain. The Poisson structure (3.31) is then induced by the Poisson structure on the lattice, determined by single arrows between neighbouring (black and white) vertices, drawn so that they follow the orientation of each plaquette of the lattice.

Some generalisations of the Toda models naturally arise for different gluings of the same lattice. For example, consider a 3-periodicity (instead of 2-periodicity) in the vertical direction, with an extra 1-step horizontal shift to be consistent with the orientation of the arrows (Fig. 8 right). Such a 3-reduced lattice can be further used for construction of the monodromy matrix in terms of the co-extended $\widehat{S L(3)^{\sharp}}$ loop group. We present this construction in the next section (of course, this is easily generalised to the loop groups $\widehat{S L(n)^{\sharp}}$ for any $n \geq 2$ ).

The Poisson structure given by the gluing shown on the right of Fig. 8 can be written as

$$
\begin{align*}
& \left\{y_{j}, x_{i}\right\}=y_{j} x_{i} \quad \text { if } j=i \text { or } j=i+3  \tag{4.15}\\
& \left\{y_{j}, x_{i}\right\}=-y_{j} x_{i} \quad \text { if } j=i+1 \text { or } j=i+2
\end{align*}
$$

for some labelling with $y$ values as the white vertices and $x$ values as the black ones, while all the other brackets vanish. Another useful representation [28] for the same Poisson structure

$$
\begin{align*}
& \left\{Y_{k}, Y_{k \pm 1}\right\}=\mp Y_{k} Y_{k \pm 1}  \tag{4.16}\\
& \left\{X_{k}, X_{k \pm 1}\right\}= \pm X_{k} X_{k \pm 1}
\end{align*}
$$

comes after the substitution

$$
\begin{equation*}
x_{i}=Y_{i} X_{i+1}, \quad y_{i}=\left(X_{i-1} Y_{i-1}\right)^{-1} \tag{4.17}
\end{equation*}
$$

The variables in (4.15) and (4.16) were already introduced in the context of an integrable system related to the pentagram map [ $6,7,27]$. We now demonstrate that this is a generalised Toda system in the sense of our approach [3,4].

### 4.3. Integrable system for $n=3$

For $n=3$, similarly to (4.2), we start with the product (V.V. Fock, unpublished data)

$$
\begin{equation*}
\Xi(y, x)=\mathbf{H}_{0}(y) \mathbf{E}_{0} \Lambda \mathbf{E}_{0} \mathbf{H}_{2}(x) \tag{4.18}
\end{equation*}
$$

of the elements of $\widehat{S L(3)^{\#}}$, where we use the notations in (2.7)-(2.9). These generators are labeled modulo 3 (e.g. $\mathbf{H}_{-1}(z)=$ $\mathbf{H}_{2}(z)$, etc.), while the coordinates are considered further as $N$-periodic, that is, $x_{i+N}=x_{i}, y_{i+N}=y_{i}$, for an arbitrary $N \geq 3$.

The product $\Xi\left(y_{i}, x_{i}\right) \cdots \Xi\left(y_{j}, x_{j}\right)$ can be transformed by taking all the automorphisms $\Lambda$ to the right:

$$
\begin{align*}
\Xi\left(y_{i}, x_{i}\right) \ldots \Xi\left(y_{j}, x_{j}\right) & =\mathbf{H}_{0}\left(y_{i}\right) \mathbf{E}_{0} \Lambda \mathbf{E}_{0} \mathbf{H}_{-1}\left(x_{i}\right) \ldots \mathbf{H}_{0}\left(y_{j}\right) \mathbf{E}_{0} \Lambda \mathbf{E}_{0} \mathbf{H}_{-1}\left(x_{j}\right) \\
& =\mathbf{H}_{0}\left(y_{i}\right) \mathbf{E}_{0} \mathbf{E}_{1} \mathbf{H}_{0}\left(x_{i}\right) \mathbf{H}_{1}\left(y_{i+1}\right) \mathbf{E}_{1} \mathbf{E}_{2} \mathbf{H}_{1}\left(x_{i+1}\right) \ldots \mathbf{H}_{j-i-1}\left(y_{j}\right) \mathbf{E}_{j-i-1} \mathbf{E}_{j-i} \mathbf{H}_{j-i-1}\left(x_{j}\right) \Lambda^{j-i+1} \tag{4.19}
\end{align*}
$$

Therefore, up to the power of $\Lambda$ at the end, this expression is for a particular case of the map (2.2) [17]. It corresponds to the word $u=\alpha_{0} \bar{\alpha}_{1} \alpha_{1} \bar{\alpha}_{2} \ldots \bar{\alpha}_{j-i}$, and the corresponding exchange graph is equivalent to Fig. 8 (right), giving rise to the Poisson bracket (4.15).

Consider now a generic factor in the product (4.18) using coordinates (4.17)

$$
\begin{align*}
\ldots \Xi\left(y_{k}, x_{k} ; \lambda\right) \ldots & =\ldots \mathbf{H}_{0}\left(y_{k}\right) \mathbf{E}_{0} \Lambda \mathbf{F}_{0} \mathbf{H}_{2}\left(x_{k}\right) \ldots \\
(= & \ldots H_{2}\left(Y_{k-1} X_{k}\right) T_{Y_{k-1} X_{k}} T_{X_{k-1} Y_{k-1}}^{-1} \Phi(\lambda) H_{2}\left(Y_{k} X_{k+1}\right) T_{Y_{k} X_{k+1}} T_{X_{k} Y_{k}}^{-1} \ldots, \tag{4.20}
\end{align*}
$$

where

$$
\Phi(\lambda)=\mathbf{E}_{0} \Lambda \mathbf{F}_{0}=\left(\begin{array}{ccc}
0 & 0 & \lambda^{-1}  \tag{4.21}\\
1 & 0 & \lambda^{-1} \\
0 & 1 & 1
\end{array}\right)
$$

and on the right-hand side or (4.20) we explicitly present all operators depending on the variables $\left\{Y_{k}, X_{k}\right\}$ at the $k$ th site. This can be further rewritten as

$$
\begin{align*}
& \cdots \underbrace{H_{2}\left(X_{k}\right) T_{X_{k}} \Phi(\lambda) T_{X_{k}}^{-1} H_{2}\left(Y_{k}\right)}_{k} \underbrace{H_{2}\left(X_{k+1}\right) \ldots}_{k} \cdots \\
& =\ldots \underbrace{H_{2}\left(X_{k}\right) \Phi\left(\lambda X_{k}\right) H_{2}\left(Y_{k}\right)}_{k+1} \underbrace{H_{2}\left(X_{k+1}\right) \ldots}_{k+1} \cdots \tag{4.22}
\end{align*}
$$

that is, as a product of the matrices (instead of the original operators (4.18) from $\widehat{P G L(3)}{ }^{\sharp}$ )

$$
L_{k}(\lambda)=L\left(\lambda ; X_{k}, Y_{k}\right)=H_{2}\left(X_{k}\right) \Phi\left(\lambda X_{k}\right) H_{2}\left(Y_{k}\right)=\left(\begin{array}{ccc}
0 & 0 & 1 / \lambda  \tag{4.23}\\
X_{k} Y_{k} & 0 & 1 / \lambda \\
0 & Y_{k} & 1
\end{array}\right)
$$



Fig. 9. Newton polygon for the curve (4.25), which leads to the genus formula (4.27).
each corresponding to a particular $k$ th site. Using (4.20) and (4.22), the initial formula (4.19), up to cyclic permutations, is equivalent to the product

$$
\begin{equation*}
\Xi\left(y_{0}, x_{0}\right) \ldots \Xi\left(y_{N-1}, x_{N-1}\right) \simeq \mathcal{T}_{N}(\lambda)=L_{0}(\lambda) \ldots L_{N-1}(\lambda) \tag{4.24}
\end{equation*}
$$

Note that on the right-hand side we again have the localised product of the matrices from $\widehat{\operatorname{PGL}(3)}$, all with trivial coextension, achieved here using the coordinates (4.16).

The characteristic polynomial for (4.24),

$$
\begin{equation*}
\lambda^{N} \operatorname{det}\left(\mathcal{T}_{N}(\lambda)+\mu\right)=\mu^{3} \lambda^{N}+\mu^{2} C_{2}(\lambda)+\mu C_{1}(\lambda)+1 \tag{4.25}
\end{equation*}
$$

gives the spectral curve equation. The determinant of (4.24),

$$
\begin{equation*}
\lambda^{N} \operatorname{det} \mathcal{T}_{N}(\lambda)=\lambda^{N} \prod_{j=0}^{N} \operatorname{det} L_{j}(\lambda)=\prod_{j=0}^{N} X_{j}\left(\prod_{j=0}^{N} Y_{j}\right)^{2}=1 \tag{4.26}
\end{equation*}
$$

is proportional to a Casimir function for (4.16) and is fixed to unity in (4.25). The coefficients of the polynomials $C_{i}(\lambda), i=$ 1,2 , in (4.25) are integrals of motion (and some of them are Casimirs in the even $n$ cases), which Poisson-commute according to our general reasoning in Section 2. The genus of the curve (4.25) is always

$$
g=2\left(\left[\frac{N+1}{2}\right]-1\right)=\left\{\begin{array}{c}
2\left[\frac{N}{2}\right], \quad N \text { odd }  \tag{4.27}\\
2\left(\left[\frac{N}{2}\right]-1\right), \quad N \text { even }
\end{array}\right.
$$

which can easily be seen from the corresponding Newton polygon in Fig. 9.
Example. For $N=3$,

$$
\begin{equation*}
C_{2}(\lambda)=\lambda^{3}+\lambda^{2} \mathscr{H}_{2}, \quad C_{1}(\lambda)=-1+\lambda \mathscr{H}_{1} \tag{4.28}
\end{equation*}
$$

with the Poisson-commuting Hamiltonians $\left(X_{0} X_{1} X_{2}=1, Y_{0} Y_{1} Y_{2}=1\right)$

$$
\begin{align*}
& \mathscr{H}_{1}=X_{1}+X_{2}+X_{1} X_{2} Y_{1}+\frac{Y_{2}}{X_{1}}+\frac{1}{X_{1} X_{2}}+\frac{1}{X_{2} Y_{1} Y_{2}} \\
& \mathscr{H}_{2}=Y_{1}+Y_{2}+X_{2} Y_{1} Y_{2}+\frac{X_{1}}{Y_{2}}+\frac{1}{Y_{1} Y_{2}}+\frac{1}{X_{1} X_{2} Y_{1}} \tag{4.29}
\end{align*}
$$

with respect to

$$
\begin{equation*}
\left\{\log X_{1}, \log X_{2}\right\}=1=\left\{\log Y_{2}, \log Y_{1}\right\} . \tag{4.30}
\end{equation*}
$$

In symmetric form, (4.25) can be rewritten as

$$
\begin{align*}
& w+\frac{1}{w}=z^{-3 / 2} P_{3}(z), \quad w=(-\mu)^{1 / 2} \lambda^{3 / 2}, z=-\mu \lambda  \tag{4.31}\\
& P_{3}(z)=z^{3}-\mathscr{H}_{2} z^{2}+\mathscr{H}_{1} z-1
\end{align*}
$$

and acquires the form of spectral curve (3.34) for the relativistic $\widehat{S L(3)}$ Toda chain. ${ }^{2}$

[^2]Rewriting (4.29) in the cluster coordinates $y_{i+3}=y_{i}$ and $x_{i+3}=x_{i}$, using

$$
\begin{align*}
& X_{1}=y_{1} \prod_{k=1,2}\left(y_{k} x_{k}\right)^{-C_{1 k}^{-1}}, \quad X_{2}=y_{1} x_{1} y_{2} \prod_{k=1,2}\left(y_{k} x_{k}\right)^{-C_{1 k}^{-1}} \\
& Y_{1}=x_{1} x_{2} \prod_{k=1,2}\left(y_{k} x_{k}\right)^{-C_{2 k}^{-1}}, \quad Y_{2}=y_{1} y_{2} x_{2} \prod_{k=1,2}\left(y_{k} x_{k}\right)^{-C_{2 k}^{-1}}, \tag{4.32}
\end{align*}
$$

we return to (3.42). For $N=4$ we obtain from (4.25)

$$
\begin{align*}
& C_{2}(\lambda)=\lambda^{4}+\lambda^{3} \mathscr{H}_{2}+\lambda^{2} K_{2}(\mathbf{Y}) \\
& C_{1}(\lambda)=1-\lambda \mathscr{H}_{1}+\lambda^{2} K_{2}(\mathbf{X}) \tag{4.33}
\end{align*}
$$

with $K_{2}(\mathbf{X})=X_{1} X_{3}+\frac{1}{X_{1} X_{3}}$ and the same for $K_{2}(\mathbf{Y})$, while

$$
\begin{align*}
\mathscr{H}_{1} & =X_{1}+X_{2}+X_{3}+X_{2} X_{1} Y_{1}+X_{3} X_{2} Y_{2}+\frac{Y_{3}}{X_{1} X_{2}}+\frac{1}{Y_{1} Y_{2} Y_{3} X_{2} X_{3}}+\frac{1}{X_{1} X_{2} X_{3}} \\
& =X_{1}+\frac{1}{X_{1}}+X_{2}+\frac{1}{X_{2}}+X_{1} X_{2} Y_{1}+\frac{1}{X_{1} X_{2} Y_{1}}+\frac{X_{2} Y_{2}}{X_{1}}+\frac{X_{1}}{Y_{2} X_{2}}  \tag{4.34}\\
\mathscr{H}_{2} & =Y_{1}+Y_{2}+Y_{3}+Y_{1} Y_{2} X_{2}+Y_{2} Y_{3} X_{3}+\frac{X_{1}}{Y_{2} Y_{3}}+\frac{1}{X_{1} X_{2} X_{3} Y_{1} Y_{2}}+\frac{1}{Y_{1} Y_{2} Y_{3}} \\
& =Y_{1}+\frac{1}{Y_{1}}+Y_{2}+\frac{1}{Y_{2}}+Y_{1} Y_{2} X_{2}+\frac{1}{Y_{1} Y_{2} X_{2}}+\frac{Y_{2}}{X_{1} Y_{1}}+\frac{X_{1} Y_{1}}{Y_{2}}
\end{align*}
$$

where the right-hand sides are obtained by fixing $K_{2}(\mathbf{X})=K_{2}(\mathbf{Y})=2$. These Hamiltonians Poisson-commute with respect to the same bracket (4.30) as in the $N=3$ case. The spectral curve (4.26) becomes

$$
\begin{equation*}
\mu^{3} \lambda^{4}+\mu^{2}\left(\lambda^{4}+\lambda^{3} \mathscr{H}_{2}+2 \lambda^{2}\right)+\mu\left(1-\lambda \mathscr{H}_{1}+2 \lambda^{2}\right)+1=0 \tag{4.35}
\end{equation*}
$$

For $N \geq 5$ these formulas give rise to an integrable system related to the pentagram map [6,7]. In fact, (4.18) is the spectral-parameter-dependent Lax matrix for this system proposed by V.V. Fock (unpublished data) by relating it to the co-extended loop group (another Lax representation has been found in [10] and [9]).

## 5. Conclusion

We have demonstrated that relativistic Toda systems [13] arise naturally on the Poisson submanifolds in Lie groups. Extension of the construction from simple Lie groups to co-extended loop groups not only gives rise to their periodic versions, but also allows us to consider a much wider class of integrable models [3]. We discussed just a few particular examples whose phase spaces can be identified with Poisson manifolds obtained by regular gluing of a two-dimensional square lattice; more examples and a general formulation are available in the literature [3,4].

The proposed construction of the Poisson submanifolds in loop groups gives rise to their spectral curve equations and explicit formulas for the coefficients, the integrals of motion (corresponding usually to the internal points of their Newton polygons) in cluster variables. These formulas have a similar structure to partition functions of the dimer models, and this is not a coincidence. There is indeed a direct relation between the class of integrable systems arising from the dimer models on bipartite graphs on a torus [5] and those constructed from affine Lie groups. For any convex Newton polygon we can construct a wiring diagram on a torus and, after cutting the torus, an element from the co-extended double Weyl group [4]. On one hand this gives a Poisson submanifold in a loop group and an integrable system by the Lax map described above; on the other hand, each wiring diagram gives a bipartite graph on a torus, so that the face dimer partition function produces the same integrals of motion as the coefficients of the spectral curve equation.

We have also left for further research the quantum versions of our integrable models, which are beyond the scope of this paper. It has already been noted [2] that quantisation of the Toda chain can easily be done using the proposed approach by passing from classical to quantum groups, since the problem is identical to deformation of the algebra of functions Fun $(G)$ on group $G[29-32]$. Note that in cluster language the quantisation appears to be especially simple, since the Poisson brackets (2.4) are always logarithmically constant.

Finally, we point out that representatives of the family of integrable systems we consider here have many applications in mathematical physics; in particular, they are responsible for the Seiberg-Witten exact solutions to theories with explicitly present compact extra dimensions [22-24]. We expect a nontrivial relation between the cluster formulation of these integrable models and recently discussed cluster mutations, arising as generating transformations for the BPS spectra and being related to the wall-crossing phenomenon [33-35]. We are going to return to these issues elsewhere.
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## Appendix A. Roots, weights, and Cartan matrices

For $\mathfrak{g}=s l_{N}$ Lie algebras the Cartan matrix is

$$
\begin{equation*}
C_{i j}=\left(\alpha_{i} \cdot \alpha_{j}\right)=2 \delta_{i j}-\delta_{i+1, j}-\delta_{i, j+1} \tag{A.1}
\end{equation*}
$$

for the positive simple roots $\alpha_{i} \in \Pi, i, j=1, \ldots, \operatorname{rank} G=N-1$. The dual vectors

$$
\begin{equation*}
\left(\mu_{i} \cdot \alpha_{j}\right)=\delta_{i j} \tag{A.2}
\end{equation*}
$$

are the highest weights of the fundamental representations $\pi_{\mu_{i}}$. Clearly,

$$
\begin{equation*}
\alpha_{i}=\sum_{j \in \Pi} C_{i j} \mu_{j}, \quad \mu_{i}=\sum_{j \in \Pi} C_{i j}^{-1} \alpha_{j} . \tag{A.3}
\end{equation*}
$$

It is convenient to use the weight vectors of the first fundamental representation

$$
\begin{equation*}
v_{i}=\mu_{i}-\mu_{i-1}, \quad i=1, \ldots, N \tag{A.4}
\end{equation*}
$$

for which $\mu_{0}=\mu_{N}=0$ is implied (i.e. $v_{1}=\mu_{1}$ and $v_{N}=-\mu_{N-1}$ ), with the scalar products

$$
\begin{equation*}
\left(v_{i} \cdot v_{j}\right)=\delta_{i j}-\frac{1}{N}, \quad i, j=1, \ldots, N \tag{A.5}
\end{equation*}
$$

Vectors (A.4) are easily presented as a projection of the Cartesian basis vectors in $N$-dimensional vector space to a hyperplane, orthogonal to the vector $\frac{1}{N} \sum_{j=1}^{N} \mathbf{e}_{j}$ :

$$
\begin{equation*}
v_{i}=\mathbf{e}_{i}-\frac{1}{N} \sum_{j=1}^{N} \mathbf{e}_{j}, \quad i=1, \ldots, N \tag{A.6}
\end{equation*}
$$

Comparing (A.3) and (A.4) and using (A.6), we find that

$$
\begin{equation*}
\alpha_{i}=v_{i}-v_{i+1}=\mathbf{e}_{i}-\mathbf{e}_{i+1}, \quad i=1, \ldots, N-1 \tag{A.7}
\end{equation*}
$$

Recall that given a Cartan matrix $C_{i j}$, the Lie algebra $\mathfrak{g}$ is generated by $\left\{h_{i} \mid i \in \Pi\right\}$ and $\left\{e_{i} \mid i \in \Pi \cup \bar{\Pi}\right\}$ subject to the relations ${ }^{3}$

$$
\begin{align*}
& {\left[h_{i}, h_{j}\right]=0, \quad\left[h_{i}, e_{j}\right]=\operatorname{sign}(j) C_{i j} e_{j}, \quad\left[e_{i}, e_{-i}\right]=\operatorname{sign}(i) h_{i},} \\
& \left(\text { Ad } e_{i}\right)^{1-c_{i j}} e_{j}=0 \quad \text { for } i+j \neq 0 \tag{A.8}
\end{align*}
$$

We can also replace the set $\left\{h_{i}\right\}$ by the dual set $\left\{h^{i}\right\}$ by $h_{i}=\sum_{j \in \Pi} C_{i j} h^{j}$, so that

$$
\begin{align*}
& {\left[h^{i}, h^{j}\right]=0, \quad\left[h^{i}, e_{j}\right]=\operatorname{sign}(j) \delta_{i}^{j} e_{j}, \quad\left[e_{i}, e_{-i}\right]=\operatorname{sign}(i) C_{i j} h^{j},}  \tag{A.9}\\
& \left(\operatorname{Ad} e_{i}\right)^{1-C_{i j}} e_{j}=0 \quad \text { for } i+j \neq 0
\end{align*}
$$

For any $i \in \Pi \cup \bar{\Pi}$ we can introduce the group element $E_{i}=\exp \left(e_{i}\right)$ and a one-parameter subgroup $H_{i}(z)=\exp \left(\log z \cdot h^{i}\right)$.
In the case of the affine Lie algebra $\mathfrak{g}=\widehat{s l}_{N}$, the set of simple roots is extended to $\alpha_{i} \in \Pi=\mathbb{Z}_{N}$ in a cyclically symmetric way and the Cartan matrix

$$
\begin{equation*}
\hat{c}_{i j}=2 \delta_{i j}-\delta_{i+1, j}-\delta_{i, j+1}, \quad i, j \in \mathbb{Z}_{N} \tag{A.10}
\end{equation*}
$$

is degenerate.

[^3]
## Appendix B. r-Matrices and Yang-Baxter equations

The classical limit of the Yang-Baxter equation

$$
\begin{equation*}
\hat{R}_{12} \hat{R}_{13} \hat{R}_{23}=\hat{R}_{23} \hat{R}_{13} \hat{R}_{12} \tag{B.1}
\end{equation*}
$$

for $\hat{R}_{i j}=\exp \left(\hbar \hat{r}_{i j}\right)$ at $\hbar \rightarrow 0$ has the form

$$
\begin{equation*}
\left[\hat{r}_{12}, \hat{r}_{13}\right]+\left[\hat{r}_{12}, \hat{r}_{23}\right]+\left[\hat{r}_{13}, \hat{r}_{23}\right]=0 \tag{B.2}
\end{equation*}
$$

This can be solved, for example, by

$$
\begin{equation*}
\hat{r}=r_{+}=\sum_{\alpha \in \Delta_{+}}\left(e_{\alpha} \otimes e_{\bar{\alpha}}+\mathbf{h} \otimes \mathbf{h}\right) \underset{s l_{2}}{=} e \otimes \bar{e}+\frac{1}{4} h \otimes h \tag{B.3}
\end{equation*}
$$

where (in the fundamental representation of $s l_{2}$ )

$$
e=\left(\begin{array}{ll}
0 & 1  \tag{B.4}\\
0 & 0
\end{array}\right), \quad \bar{e}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), \quad h=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

and by

$$
\begin{equation*}
\hat{r}=r_{-}=\sum_{\alpha \in \Delta_{+}}\left(e_{\bar{\alpha}} \otimes e_{\alpha}+\mathbf{h} \otimes \mathbf{h}\right) \underset{\overline{s l_{2}}}{\bar{e}} \otimes e+\frac{1}{4} h \otimes h \tag{B.5}
\end{equation*}
$$

obtained from (B.3) by the involution $e_{\alpha} \leftrightarrow e_{\bar{\alpha}}$ for $\alpha \in \Delta_{+}$and $\mathbf{h} \leftrightarrow-\mathbf{h}$, preserving the commutation relations. The antisymmetric $r$-matrix

$$
r=e \otimes \bar{e}-\bar{e} \otimes e=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{B.6}\\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)=r_{+}-r_{-}
$$

satisfies the modified classical Yang-Baxter equation; for example, explicit calculation for (B.6) gives

$$
\begin{equation*}
\left[r_{12}, r_{13}\right]+\left[r_{12}, r_{23}\right]+\left[r_{23}, r_{13}\right]=h \wedge e \wedge \bar{e} \tag{B.7}
\end{equation*}
$$

which is enough to guarantee the Jacobi identity for the Poisson bracket (2.1).
In the case of loop algebras the corresponding $\hat{r}$-matrices acquire spectral parameter dependence corresponding to the evaluation representations of the corresponding current algebras [36]. Direct application of the anti-symmetric formula (3.1) for $\mathfrak{g}=\widehat{l_{2}}$ gives rise to

$$
\begin{align*}
& \sum_{\alpha \in \Delta_{+}} e_{\alpha} \wedge e_{\bar{\alpha}}=\sum_{n \geq 0} e_{n} \wedge \bar{e}_{-n}+\sum_{n \geq 1}\left(\bar{e}_{n} \wedge e_{-n}+\frac{1}{2} h_{n} \wedge h_{-n}\right) \\
& =-\frac{\lambda+\lambda^{\prime}}{\lambda-\lambda^{\prime}}\left(e \otimes \bar{e}+\bar{e} \otimes e+\frac{1}{2} h \otimes h\right)+e \otimes \bar{e}-\bar{e} \otimes e \\
& =-\frac{\lambda+\lambda^{\prime}}{\lambda-\lambda^{\prime}}\left(\begin{array}{cccc}
\frac{1}{2} & 0 & 0 & 0 \\
0 & -\frac{1}{2} & 1 & 0 \\
0 & 1 & -\frac{1}{2} & 0 \\
0 & 0 & 0 & \frac{1}{2}
\end{array}\right)+\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
& =\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \frac{\lambda+\lambda^{\prime}}{\lambda-\lambda^{\prime}} & -\frac{2 \lambda^{\prime}}{\lambda-\lambda^{\prime}} & 0 \\
0 & -\frac{2 \lambda}{\lambda-\lambda^{\prime}} & \frac{\lambda+\lambda^{\prime}}{\lambda-\lambda^{\prime}} & 0 \\
0 & 0 & 0 & 0
\end{array}\right)-\frac{1}{2} \frac{\lambda+\lambda^{\prime}}{\lambda-\lambda^{\prime}} \mathbf{1} \otimes \mathbf{1} . \tag{B.8}
\end{align*}
$$

The expression on the right-hand side up to the part proportional to the unity operator, which does not contribute to any commutators, acquires the form

$$
r_{\text {trig }}\left(\lambda, \lambda^{\prime}\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{B.9}\\
0 & \frac{\lambda+\lambda^{\prime}}{\lambda-\lambda^{\prime}} & -\frac{2 \lambda^{\prime}}{\lambda-\lambda^{\prime}} & 0 \\
0 & -\frac{2 \lambda}{\lambda-\lambda^{\prime}} & \frac{\lambda+\lambda^{\prime}}{\lambda-\lambda^{\prime}} & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

in the Poisson bracket relations (4.11) in the context of $2 \times 2$ formalism. In the rational limit, with $\lambda=i \exp (\zeta / 2)$ and small $\zeta$, we obtain from (B.9)

$$
r_{\text {trig }}\left(i e^{\zeta / 2}, i e^{\zeta^{\prime} / 2}\right) \underset{\zeta, \zeta^{\prime} \rightarrow 0}{=} \frac{2}{\zeta-\zeta^{\prime}}\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{B.10}\\
0 & 1 & -1 & 0 \\
0 & -1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)+\cdots
$$

Adding to the right-hand side the "unit" term $-\frac{2}{\zeta-\zeta^{\prime}} \mathbf{1} \otimes \mathbf{1}$, we obtain in this limit $r_{\text {trig }}\left(i e^{\zeta / 2}, i e^{\zeta^{\prime} / 2}\right) \underset{\zeta, \zeta^{\prime} \rightarrow 0}{ }-2 r_{\text {rat }}\left(\zeta, \zeta^{\prime}\right)$, where

$$
r_{\mathrm{rat}}\left(\zeta, \zeta^{\prime}\right)=\frac{1}{\zeta-\zeta^{\prime}}\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{B.11}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)=\frac{1}{\zeta-\zeta^{\prime}}\left(\frac{1}{2}(\mathbf{1} \otimes \mathbf{1}+h \otimes h)+e \otimes \bar{e}+\bar{e} \otimes e\right)
$$

is the rational $r$-matrix proportional to the permutation operator in the tensor product $\mathbb{C}^{2} \otimes \mathbb{C}^{2}$.

## Appendix C. Poisson structure on group manifolds

## C.1. Graphs and Poisson brackets

Consider a graph (or a quiver) $\Gamma$ comprising a set of $|\Gamma|$ vertices connected by an arbitrary number of oriented edges. Assign to each vertex $I \in \Gamma$ a (complex or real) variable $z_{I}, I=1, \ldots,|\Gamma|$, to be thought of as coordinates on a chart in some manifold, mapped onto $\left(\mathbb{C}^{\times}\right)^{|\Gamma|}$. On such an open chart we can define the Poisson bracket (2.4) as [17]

$$
\begin{equation*}
\left\{z_{I}, z_{J}\right\}=\varepsilon_{I J} z_{I} z_{J}, \quad I, J=1, \ldots,|\Gamma| \tag{C.1}
\end{equation*}
$$

where $\varepsilon_{I J}$ for the exchange matrix is

$$
\begin{equation*}
\varepsilon_{I J}=\text { \#arrows }(I \rightarrow J) \text { - \#arrows }(J \rightarrow I) . \tag{C.2}
\end{equation*}
$$

Obviously, $\varepsilon_{I J}=-\varepsilon_{J I}$ and the Jacobi identity is satisfied for (C.1) automatically. Moreover, exchange matrix (C.2) can even be non-integer-valued (e.g. half-integer).

The Poisson manifolds thus defined (see [17] and references therein for details) allow several operations that preserve the Poisson structure:

- For any subset $\Gamma^{\prime} \subset \Gamma$ we can set

$$
\begin{equation*}
\varepsilon_{I J^{\prime}}=0 \quad \forall I \in \Gamma, \forall J^{\prime} \in \Gamma^{\prime} \tag{C.3}
\end{equation*}
$$

which corresponds to "forgetting" all vertices of $\Gamma$ with the variables $\left\{z_{J^{\prime}}\right\}, J^{\prime} \in \Gamma^{\prime}$.

- Gluing: for two graphs $\Gamma_{1}$ and $\Gamma_{2}$ identify their subsets $\Gamma_{1}^{\prime}=\Gamma_{2}^{\prime}=\Gamma^{\prime}$, getting a graph

$$
\begin{equation*}
\Gamma=\Gamma_{1} \cup \Gamma_{2}=\Gamma_{1} \backslash \Gamma_{1}^{\prime} \cup \Gamma^{\prime} \cup \Gamma_{2} \backslash \Gamma_{2}^{\prime} \tag{C.4}
\end{equation*}
$$

with the variables $z_{I_{1}}=z_{I_{1}}^{(1)}$ in all vertices $I_{1} \in \Gamma_{1} \backslash \Gamma_{1}^{\prime}, z_{I_{2}}=z_{I_{2}}^{(2)}$ for $I_{2} \in \Gamma_{2} \backslash \Gamma_{2}^{\prime}$, and $z_{I^{\prime}}=z_{I^{\prime}}^{(1)} z_{I^{\prime}}^{(2)}$ for the coinciding $I^{\prime} \in \Gamma^{\prime}$. One gets then for the exchange matrix of (C.4)

$$
\begin{align*}
& \varepsilon_{I_{k} J}=\varepsilon_{I_{k J}}^{(k)}, \quad J \in \Gamma, \quad I_{k} \in \Gamma_{k} \backslash \Gamma_{k}^{\prime}, \quad k=1,2  \tag{C.5}\\
& \varepsilon_{I^{\prime} J^{\prime}}=\varepsilon_{I^{\prime} J^{\prime}}^{(1)}+\varepsilon_{I^{\prime} J^{\prime}}^{(2)}, \quad I^{\prime}, J^{\prime} \in \Gamma^{\prime} .
\end{align*}
$$

- The Poisson structure (C.1) (for the integer-valued $\varepsilon_{I J}$ ) is preserved by mutations of the graph and corresponding transformation of the $z$-variables according to

$$
\begin{equation*}
\mu_{J}: z_{J} \rightarrow \frac{1}{z_{J}}, \quad z_{I} \rightarrow z_{I}\left(1+z_{J}^{\operatorname{sgn}\left(\varepsilon_{J J}\right)}\right)^{\varepsilon_{J J}}, I \neq J \tag{C.6}
\end{equation*}
$$

This allows us to extend the bracket from an open chart to some globally defined cluster variety [14-16].
For certain graphs the Poisson structure (C.1) becomes equivalent to the $r$-matrix Poisson structure (2.1) on Lie groups, since it becomes possible to define the group-theoretical multiplication on certain graphs [17]. We illustrate this for a few particular examples.

## C.2. Graphs and groups

1. The simplest graph $y \rightarrow x$ corresponds to the subgroup of upper-triangular matrices in $\operatorname{SL}(2)$ or $\operatorname{PGL}(2)$ (sometimes it is easier to forget about the determinant). More strictly, consider this as shorthand notation for

$$
y \underset{E}{\longrightarrow} x=Y E X=\left(\begin{array}{ll}
y & 0  \tag{C.7}\\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
x & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
y x & y \\
0 & 1
\end{array}\right)
$$

with the matrix on the right-hand side considered as an element of PGL(2). Consider a multiplication $(y \rightarrow x) \cdot(w \rightarrow$ $z)=y \rightarrow x w \rightarrow z$ according to the gluing rule. After mutation at the intermediate point, the variables according to (C.6) transform to

$$
\begin{equation*}
x w \rightarrow \frac{1}{x w}, \quad y \rightarrow y(1+x w)=\tilde{y}, \quad z \rightarrow z\left(1+\frac{1}{x w}\right)^{-1}=\tilde{z} \tag{C.8}
\end{equation*}
$$

which corresponds to the second graph in Fig. 10, with the extra arrow between $\tilde{y}$ and $\tilde{z}$ reflecting that

$$
\begin{align*}
\{\tilde{y}, \tilde{z}\} & =\left\{y(1+x w), z\left(1+\frac{1}{x w}\right)^{-1}\right\} \\
& =(1+x w) z\left\{y,\left(1+\frac{1}{x w}\right)^{-1}\right\}+y\left(1+\frac{1}{x w}\right)^{-1}\{(1+x w), z\} \\
& =y x w z=\tilde{y} \tilde{z} \tag{C.9}
\end{align*}
$$

Forgetting the intermediate vertex, as in Fig. 10, we obtain the original graph $\tilde{y} \rightarrow \tilde{z}$ but with the new variables at the vertices. The rule for obtaining them exactly is

$$
\begin{align*}
(y \underset{E}{\longrightarrow} x) \cdot(w \underset{E}{\longrightarrow} z) & =\left(\begin{array}{cc}
y x & y \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
w z & w \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
y x w z & y(1+x w) \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
\tilde{y} \tilde{z} & \tilde{y} \\
0 & 1
\end{array}\right)=\tilde{Y} E \tilde{Z}=\tilde{y} \underset{E}{\longrightarrow} \tilde{z}, \tag{C.10}
\end{align*}
$$

corresponding to multiplication of the upper-triangular matrices. Normalising (C.7) to be an element of $\operatorname{SL}(2)$ according to

$$
y \underset{E}{\longrightarrow} x=Y E X=\left(\begin{array}{cc}
\sqrt{y x} & \sqrt{\frac{y}{x}}  \tag{C.11}\\
0 & \frac{1}{\sqrt{y x}}
\end{array}\right) \in \operatorname{SL}(2)
$$

we find that the Poisson bracket $\{y, x\}=y x$ exactly coincides with the restriction of the $S L(2) r$-matrix Poisson bracket (2.1) to the triangular subgroup generated by the only positive root $E=\exp (e)$.
2. Consider now (C.7) as an upper-triangular subgroup of $S L(3)$ generated by any of the simple roots $E_{i}=\exp \left(e_{i}\right)$ and the Cartan elements $H_{i}(z)=\exp \left(\log z \cdot h^{i}\right), i=1,2$. Using (3.1) we can easily compute the corresponding Poisson brackets; for example, for the matrix elements of

$$
\begin{align*}
H_{1}(y) E_{1} H_{1}(x) H_{2}(z) & =\left(\begin{array}{ccc}
y^{2 / 3} & 0 & 0 \\
0 & y^{-1 / 3} & 0 \\
0 & 0 & y^{-1 / 3}
\end{array}\right) \cdot\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
x^{2 / 3} & 0 & 0 \\
0 & x^{-1 / 3} & 0 \\
0 & 0 & x^{-1 / 3}
\end{array}\right)\left(\begin{array}{ccc}
z^{1 / 3} & 0 & 0 \\
0 & z^{1 / 3} & 0 \\
0 & 0 & z^{-2 / 3}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
y^{2 / 3} x^{2 / 3} z^{1 / 3} & y^{2 / 3} z^{1 / 3} x^{-1 / 3} & 0 \\
0 & z^{1 / 3} y^{-1 / 3} x^{-1 / 3} & 0 \\
0 & 0 & y^{-1 / 3} x^{-1 / 3} z^{-2 / 3}
\end{array}\right) \tag{C.12}
\end{align*}
$$



Fig. 10. Simplest graph and Lie group. Gluing, mutation at the middle point and forgetting this vertex after mutation give rise to the group multiplication law for the upper-triangular subgroup of SL(2).


Fig. 11. Exchange graphs corresponding to the subgroups of $S L(3)$ generated by positive simple roots 1 (left) and 2 (right). The variables at vertices at the upper and lower levels parameterise the Cartan subgroups $H_{1}$ and $H_{2}$, respectively.


Fig. 12. Graphs depicting the subgroups of $\operatorname{SL}(N)$ generated by the simple positive root $E_{i}$ and negative root $E_{i}, 1<i<N-1$. The variables at the vertices on each level correspond to the Cartan generators $H_{i}$ and $H_{i \pm 1}$. Gluing of two such graphs yields an element of the two-dimensional square lattice corresponding to a Poisson submanifold in $\operatorname{SL}(N)$.
we obtain the Poisson relations

$$
\begin{equation*}
\{y, x\}=y x, \quad\{x, z\}=\frac{1}{2} x z, \quad\{z, y\}=\frac{1}{2} z y \tag{C.13}
\end{equation*}
$$

which can be represented by the left-hand graph in Fig. 11, with the dashed arrows connecting $z$ to $y$ and $x$.
Similarly, for the subgroup generated by the second root

$$
\begin{equation*}
H_{2}\left(y^{\prime}\right) E_{2} H_{2}\left(x^{\prime}\right) H_{1}\left(z^{\prime}\right)=H_{1}\left(z^{\prime}\right) H_{2}\left(y^{\prime}\right) E_{2} H_{2}\left(x^{\prime}\right) \tag{C.14}
\end{equation*}
$$

we obtain the right-hand graph in Fig. 11, producing the same Poisson relations (C.13) for the prime variables. Almost the same triangles correspond to the subgroups generated by the negative roots $E_{\overline{1}}$ and $E_{\overline{2}}$; we only have to change the orientation of all the arrows in the plots.

The same arguments show that for simple roots of $S L(N)$ the corresponding subgroups are generated by rhombi instead of triangles (Fig. 12). The half-arrows on these rhombi are of the same nature as in Fig. 11, coming from the half-integer coefficients in (2.1). Gluing of two such rhombi at the $i$ th level yields an element of the square lattice (Fig. 12). The symplectic leaves in $S L(N)$ can be constructed by further gluing of the elements from Fig. 12 (Fig. 1). In this way we obtain some particular gluing of the two-dimensional square lattice, among which is the Toda symplectic leaf in $\operatorname{SL}(N)$ of dimension $2 \cdot \operatorname{rank} S L(N)=2(N-1)$.

## Appendix D. Toda theory from Lie algebra

In the case of Lie algebra instead of (2.1) we have the linear Poisson bracket

$$
\begin{equation*}
\{\mathscr{L} \otimes \mathscr{L}\}=-\frac{1}{2}[r,(\mathcal{L} \otimes 1+1 \otimes \mathscr{L})] \tag{D.1}
\end{equation*}
$$

with the same constant $r$-matrix (3.1). For $G L(2)$ or $S L(2)$ it has only two non-vanishing entries (B.6), giving the following Poisson bracket relations for $\mathscr{L}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in g l_{2}$ :

$$
\begin{array}{lll}
\{a, a\}=0, & \{a, b\}=-\frac{1}{2} b, & \{a, c\}=-\frac{1}{2} c, \\
\{b, c\}=0, & \{b, d\}=-\frac{1}{2} b, & \{c, d\}=-\frac{1}{2} c,
\end{array}
$$

which reflect the structure of the dual Lie algebra ( $\operatorname{Tr} \mathscr{L}=a+d$ is now the Casimir function, the total momentum). The Darboux variables are introduced via

$$
\mathscr{L}=\left(\begin{array}{ll}
a & b  \tag{D.3}\\
c & d
\end{array}\right)=\left(\begin{array}{cc}
p & e^{q / 2} \\
e^{q / 2} & -p
\end{array}\right) \in s l_{2}, \quad\{q, p\}=1
$$

and the canonical Hamiltonian is given by $H=H_{2}=\frac{1}{2} \operatorname{Tr} \mathcal{L}^{2}=p^{2}+e^{q}$.
In general, a Lie-algebraic-valued matrix of the form

$$
\begin{equation*}
\mathcal{L}=(p \cdot h)+\sum_{i \in \Pi}\left(e_{i}+e_{i}\right) \exp \left(\alpha_{i} \cdot q\right) \tag{D.4}
\end{equation*}
$$

satisfies (D.1) and produces Hamiltonians of the Toda system in a standard manner by computing invariant functions of (D.4). If the sum in (D.4) is taken over the set $\Pi \subset \Delta_{+}$of positive simple roots for the finite-dimensional Lie algebra, we obtain the open Toda chain, whereas for the affine Lie algebra with $e_{i}$ and $e_{i}$ values taken in the evaluation representation, we obtain the spectral-parameter-dependent Lax operator for the periodic Toda chain.

In the context of alternative $2 \times 2$ formalism, in the algebraic limit (roughly, linear in momenta, exponential coordinates and $\zeta$, if $\lambda=i \exp (\zeta / 2)$ ) then the Lax matrix (4.10) becomes

$$
\frac{1}{i}\left(\begin{array}{cc}
0 & \frac{e^{-P_{j} / 2-q_{j}}}{\sqrt{\lambda}}  \tag{D.5}\\
\sqrt{\lambda} e^{P_{j} / 2+q_{j}} & \sqrt{\lambda} e^{-P_{j} / 2}+\frac{e^{P_{j} / 2}}{\sqrt{\lambda}}
\end{array}\right) \rightarrow L_{j}(\zeta)=\left(\begin{array}{cc}
0 & -\exp \left(-q_{j} / 2\right) \\
\exp \left(q_{j} / 2\right) & \zeta-p_{j}
\end{array}\right) \quad j=1, \ldots, N
$$

which satisfies the Poisson bracket [25]

$$
\begin{equation*}
\left\{L_{i}(\zeta) \otimes L_{j}\left(\zeta^{\prime}\right)\right\}=\delta_{i j}\left[r_{\text {rat }}\left(\zeta, \zeta^{\prime}\right), L_{i}(\zeta) \otimes L_{j}\left(\zeta^{\prime}\right)\right] \tag{D.6}
\end{equation*}
$$

with the rational $r$-matrix (B.11).
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[^1]:    ${ }^{1}$ In the dual variables $x_{j}=\prod_{k} b_{k}^{\zeta_{j k}}$ and $y_{j}=\prod_{k} a_{k}^{-\zeta_{j k}}$ they acquire the form of the discrete bilinear Hirota equations

    $$
    \begin{align*}
    a_{i} \tilde{a}_{i} & =b_{i}^{2}+b_{i+1} b_{i-1} \\
    b_{i} \tilde{b}_{i} & =\tilde{a}_{i}^{2}+\tilde{a}_{i+1} \tilde{a}_{i-1} \tag{3.44}
    \end{align*}
    $$

    with $b_{0}=b_{3}=a_{0}=a_{3}=2$ for $\operatorname{SL}(3)$, for example.

[^2]:    2 To avoid misunderstanding, note that for $N=3$ the spectral variables in (3.33) and (4.25) are related by $\lambda \leftrightarrow \lambda$, but $\mu \leftrightarrow \mu \cdot \lambda$. This transformation maps the Newton polygons in Figs. 3 and 9 to each other.

[^3]:    3 To simplify them we extend $h$ and $C$ to negative index values, assuming that $h_{i}=h_{-i}$ and that $C_{-i,-j}=C_{i j}$ and $C_{i j}=0$ if $i$ and $j$ have different signs, and using the notation $e_{-i}=e_{i}$ for $i>0$.

