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13
Semantics of poetical tropes:

Non-Fregeanity and paraconsistent logic

Basil Lourié and Olga Mitrenina

…καὶ παράδοξον θαῦμα
To our dear and paradoxal Barbara Partee.

13.1 Introduction

The sentence “There is a bag of potatoes in my pantry” is true if and only if
there is a bag of potatoes in my pantry, as truth-conditional semantics defines
(Heim & Kratzer 1998: 1).1 Such examples are often quoted with a reference to
Alfred Tarski’s 1933 article, in which his famous truth definition was proposed.2
However, when applied to the natural languages, such truth conditions cease
to be properly Tarskian. The long first paragraph of Tarski’s 1933 paper is
dedicated to the statement that, to him, “the very possibility of a consistent
use of the expression ‘true sentence’ which is in harmony with the laws of
logic and the spirit of everyday language seems to be very questionable” and,
consequently, such definitions as “‘it is snowing’ is a true sentence if and
only if it is snowing” are not, strictly speaking, logically meaningful (Tarski
1956: 156, 165). Due to these constraints, Tarski’s truth definition was applied
to the formal languages only.

1 The present study was supported by the Russian Foundation for Basic Research, project №
13-06-00832.

2 Heim and Kratzer refer to the 1936 (although mistakenly dating it to 1935) German translation
from the Polish original as if it were the original article itself: (Heim & Kratzer 1998: 1, 11).
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Semantics of Poetical Tropes

Nevertheless, Irene Heim and Angelika Kratzer do not seem to be uneasy
in applying Tarskian definitions to natural languages. In this, they follow
Richard Montague’s conviction that “[t]here is… no important theoretical
difference between natural languages and the artificial languages of logicians”
(Montague 1974b: 222) (first published in 1970). In this presumption, Tarski’s
definition becomes applicable to natural languages (Montague 1974a: 208–210)
(first published in 1970). Montague proposed a strategy to overcome the
difficulties noticed by Tarski (especially those caused by the vagueness of
natural languages) with recourse to PWS (possible worlds semantics, briefly
discussed in the concluding chapter of Heim & Kratzer 1998).

Taking into account the necessity of understanding our sentence about
the bag of potatoes within the PWS framework, we can hope that we could
understand what such things as “potatoes” and “pantry” mean. The condition
sine qua non for this is to become able to define the meanings (“intensions”
in Montague’s sense of the word) of the corresponding lexemes as functions
from possible worlds to extensions of the appropriate sort.

Now, let us slightly complicate the task. How might one draw such func-
tions (“intensions”) in the case of Boris Pasternak’s poem “Improvisation”
(1915):

I fed out of my hand a flock of keys
To clapping of wings and shrill cries in flight.
Sleeves up, arms out, on tiptoe I rose;
At my elbow I felt the nudging of night3.

This text includes poetical tropes that are quite typical not only for poetry,
but for colloquial and literary language as well. Not so long ago, in 1990,
Jaakko Hintikka and Gabriel Sandu proposed a semantic theory of poetical
tropes which they considered to be, on the one hand, a successful application of
Montague’s and David Lewis’s ideas concerning the possible world semantics4
and, on the other hand, a strategy to overcome the stagnation in semantic
studies that continue the line of Montague and Lewis. Below we will have
occasion to re-examine the relation of the Hintikka‒Sandu theory to the
Fregean scholarly program as such, not only to its PWS modifications.

Since the 1950s, the study of metaphor and other indirect meanings has
been approached from different perspectives. Some of them are certainly

3 Translated by Eugene M. Kayden.
4 See below, starting from section 13.3. Cf. Lewis 1986.
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relevant for the formal semantics of natural language. Nevertheless, the
more our studies advance, the further we are from any consensus. The only
exception is the so-to-say “phenomenological” description of the variety of
indirect meanings, that is, not an analysis but rather a description of what
metaphor, metonymy, and other poetical tropes are.

According to the approach first proposed in 1956 by Roman Jakobson,
the variety of indirect meanings can be reduced to two types, metaphor and
metonymy.5 Metaphor, according to Jakobson, is based on the relation of
similarity, whereas metonymy is based on the relation of contiguity. Both of
them form together the two “poles” of the spectrum of indirect meanings. This
is not the only possible way of representing the variety of indirect meanings
within a unique scheme, but, at least, it is basically equivalent to the theory
of metaphor/metonymy based on the theory of conceptual spaces by Peter
Gärdenfors (who, in turn, elaborated on George Lakoff’s understanding of
metaphor as cross-domain mapping).6

Thus, there is no problem with defining metaphor/metonymy (or indirect
meaning in general). The problems begin when we ask whether these phe-
nomena have anything to do with language at all or, if the answer is positive,
with its semantics.

It is a bit embarrassing to admit that the main purpose of the present notice
is to put forward one more semantic theory of indirect meaning, in addition to
the too many theories now under discussion. By way of an apology, however,
we note that our theory will not be completely new but rather an extension of
the Hintikka‒Sandu theory of metaphor and metonymy.

13.2 Pre-1990s theories of indirect meaning

A very short sketch of the presently available theories of metaphor and other
kinds of indirect meaning is unavoidable. We need ultimately to discuss the
Hintikka‒Sandu theory, but this is impossible without explaining why we
consider it to be better than the others. Therefore, in this section, we will list
these others.

5 Jacobson 1971 (esp. section V, “The Metaphoric and Metonymic Poles,” pp. 254–259). For a modern
interpretation of Jakobson’s approach, see Peirsman & Geeraerts 2006 .

6 On this equivalency, see esp. (Gärdenfors & Löhndorf 2013: esp. 453–454). Cf. (Gärdenfors
2014: 39–41).
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13.2.1 Cognitive semantics: metaphors outside language

In the 1970s, several scholars put forward the theory that metaphor is funda-
mental for the cognitive sphere as a whole but not encompassed by language.7
On the contrary, it is language that depends on metaphors, whereas there are
no mechanisms specific to language that regulate our metaphorical thinking.
George Lakoff became the most influential proponent of this approach (shared
and developed, among others, by Peter Gärdenfors). In Lakoff’s words,

…the locus of metaphor is not in language at all, but in the
way we conceptualize one mental domain in terms of another.
The general theory of metaphor is given by characterizing such
cross-domain mappings. And in the process, everyday abstract
concepts like time, states, change, causation, and purpose also
turn out to be metaphorical.

The result is that metaphor (that is, cross-domain mapping) is
absolutely central to ordinary natural language semantics, and
that the study of literary metaphor is an extension of the study
of everyday metaphor. Everyday metaphor is characterized by
a huge system of thousands of cross-domain mappings, and this
system is made use of in novel metaphor (Lakoff 1993: 203)

However, the treatment of metaphors and metonymies within the cog-
nitive sphere as a whole does not prevent us from asking whether there are
any metaphorical/metonymic mechanisms within the sphere of language. In-
deed, even if “[m]etaphors and metonymies are primarily [to be— L&M] seen
as cognitive operations, and their linguistic expression is only a secondary
phenomenon” (Gärdenfors 2000: 164), this is not to say that this “secondary
phenomenon” could not have some rules of its own.

The cognitive approach has certainly contributed a great deal to our under-
standing of the continuity (and even the basic unity) between “indirect” and
“direct” meanings, but it is simply not specific enough to settle our questions
about the possible existence of the metaphorical/metonymic mechanisms em-
bedded into the logic of natural language. No wonder, therefore, that the
current popularity of the cognitive theories of metaphor did not prevent the
development of several theories much closer to linguistics.

7 The manifesto of this approach was the article by Reddy (1979) (first published in 1979). According
to Lakoff, “Reddy showed, for a single, very significant case, that the locus of metaphor is thought,
not language…” (Lakoff 1993: 204).
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13.2.2 Descriptionistic approaches

Descriptionistic approaches to poetical tropes go back to Aristotle (Poetics XI,
1457b), who considered metaphor as a kind of analogy assuming that, in the
metaphor, the words pointing out a comparison (“as if”, “looks like”, etc.) are
omitted, although they are implied. Such an approach — notwithstanding sev-
eral modifications put forward during the twentieth century— is now largely
abandoned by philosophers of language, especially after the critiques by John
R. Searle and Donald Davidson.8 Most of its twentieth-century modifications
(critiqued by Searl and Davidson) had taken into account the Fregean distinc-
tion between Sinn and Bedeutung; therefore, the “regular” and “metaphorical”
meanings were treated as different Bedeutungen, as if they were homonyms.

There is no need, after Searl and Davidson, to go too deeply into critiquing
the theories advocating the existence of any specific “metaphorical” meaning.
Instead, we would like to mention a unique consideration that will be relevant
to our own approach (articulated by different authors but in an especially
helpful manner by Davidson).

In most cases, we cannot retell a poetical text through prose, whereas this
could easily have been done if the words of comparison were merely omitted
or if there were some “metaphorical meanings” that could be described in an
ordinary lexicographical way. The most important part of the text is lost when
one attempts such a retelling: “I was playing the piano, the music was noisy,
it resembled the sounds of (sea?) birds…”, and the second part of the strophe
is even more difficult to retell. Such attempts show that metaphor has “more
meaning” than simply a comparison or a kind of “homonymy”.

13.2.3 Semantic-pragmatic approach

The attempts to avoid merely descriptionistic approaches are connected with
semantics or pragmatics, or with a combination of both. The idea to consider
metaphor as a partially pragmatic phenomenon was suggested by Paul Grice
in the 1960s.9 According to Grice, the words in metaphor or irony do not
have their regular meanings. Instead they have some ad hoc meaning that the
speaker “implicates” to them. Grice called all these additional meanings im-

8 Searle (1979: 76–103). Cf. also (especially in connexion with Fregean heritage) Davidson 1984.
Moreover, there are important criticisms of the Aristotle-inspired theories of metaphor in the
paper by Hintikka and Sandu (see below).

9 His seminal article (written already in 1967) is Grice 1975; see this and other his articles on the
topic reprinted as Part I of Grice 1989.
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plicature, and we can understand them out of context by means of pragmatics.
So his was a semantic-pragmatic approach.

The ideas set out by Grice were developed by John Searle within his more
general theory of speech acts. Searle proposes two opposing notions:

1. word meaning (or sentence meaning) as the meaning that words (or
sentences) have in regular non-poetical language, and

2. speaker meaning (or utterance meaning) as the new meaning that the
speaker adds to this word or sentence.

This approach was criticised, among other reasons, because the derivation
of sentence meaning is not clear if some words are used in their word meaning
and others in their speaker meaning. The question remains how these nu-
merous speaker-meanings interact with regular word meanings. No general
semantics was presented for these meanings, because the speaker/utterance
meanings result from pragmatics. However, a theory that would encompass
both semantics and pragmatics is not provided by Searle.

The main objection to any “speech acts” treatment of metaphor as well
as to the Davidsonian purely pragmatic approach (see next section) is the
demonstrable fact that, as Hintikka and Sandu put it, “[m]etaphor is a matter
of meaning, not of use”.10 To show this, Hintikka and Sandu provide, among
other examples, a number of instances where the understanding of metaphor
is clearly independent from the context.

13.2.4 Pragmatic approach

Themost influential pragmatic theory of metaphor was suggested by Davidson
(1984). He denied the idea of any “metaphoric meaning” in the sense of Searle
or Grice. He denied as well the descriptionistic approach. Davidson insists that
the words and phrases that form metaphors do not have any other meanings
apart from their regular “dictionary” meaning. However, metaphor does not
belong to the domain of semantics at all, being a phenomenon of pragmatics.

According to Davidson, metaphor is a case of a direct reference, albeit not
that of a simple “token” (in Ruth Barkan Marcus’ sense). It is rather like a
picture:

10 Hintikka & Sandu (1994: 172–177); Hintikka and Sandu mention Searl as the author of “[o]ne such
hopeless approach to metaphor” that they criticise (ibid., p. 185, n.12). As an example of a recent
modification of the Gricean approach without paying any attention to these criticisms by Hintikka
and Sandu, see Ernie Lepore’s and Matthew Stone’s recent (although somewhat anachronistic)
article Lepore & Stone 2010.
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How many facts or propositions are conveyed by a photograph?
None, an infinity, or one great unstatable fact? Sad question. A pic-
ture is not worth a thousand words, or any other number. Words
are the wrong currency to exchange for a picture. (Davidson
1984: 263)

Davidson believes that understanding metaphors goes beyond language
communication and syntax: “ Metaphor makes us see one thing as another by
making some literal statement that inspires or prompts the insight”(Ibid.) — not-
withstanding the fact that (or, rather, precisely because of the fact that) they
are patently false or absurdly true.

Of course, there is an “easy” way to disprove Davidson’s theory: to propose
any working semantic theory of metaphor. We do believe that this could be
possible, with the help of Hintikka and Sandu. However, even if not acceptable
in full, Davidson’s theory has a unique merit: it underlines the idea that an
“insight” is a necessary part of metaphor. Elaborating on this, Davidson states
that the meaning of metaphor could never be covered by the meanings of
words. Regarding this latter point, we will take Davidson’s side against even
Hintikka and Sandu.

13.3 “Meaning lines” by Hintikka and Sandu

A new attempt to integrate poetical tropes into semantics was undertaken
by Jaakko Hintikka and Gabriel Sandu.11 According to them, the metaphor is
neither reducible to a comparison based on the similarity of properties nor
understandable without comparison. Like the comparison, metaphor points
out similar properties (predicates). In the same manner, metonymy points out
relevant relations of contiguity. But, then, both metaphor and metonymy go
further in establishing so-called “meaning lines” between the proprietaries
of properties (subjects of predicates)12 The meaning lines are based on their

11 Hintikka, Sandu, “Metaphor and Other Kinds of Nonliteral Meaning”. This is an expanded and
corrected version of a 1990 paper.

12 Hintikka’s and Sandu’s treatment of meaning lines has been cautiously criticised by Anders
Engstrøm, who noticed that some metaphors could not be interpreted via the similarity relation
because they are based on the metaphorical mapping and integration in Lakoff’s sense (Engstrøm
2001). This detail does not affect the logical nature of themeaning lines, as Engstrøm acknowledges
himself, and, probably, such problems could be overcome within a more universal description
of metaphor and metonymy, e.g., the definition by Peter Gärdenfors and Simone Löhndorf in
the terms of cognitive science: “Metaphors refer to mappings between domains, metonymies to
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relevant properties (predicates). The meaning lines drawn from world to
world (in the PWS sense) connect the characteristic sets of individuals in each
world corresponding to the relevant predicate, but without identification of
the individuals themselves. Otherwise, these meaning lines would be the lines
of transworld identification of the individuals.

Therefore, Hintikka and Sandu interpret thesemeaning lines as establishing
some kind of transworld identity, although not an existential one. Themeaning
lines are not transworld lines, which would be based on neither similarity
nor contiguity, but rather on the continuity (as David Kaplan has coined this
term as early as 1967 (Kaplan 1979, but cf. the footnote on p. 88)), because it is
the continuity which is the criterion of the transworld identification of the
individuals. The recourse to PWS is the key feature of the Hintikka-Sandu
approach. They propose it as a way out from precisely the problem that
Davidson had described before he started to construct his own theory—which,
according to Hintikka and Sandu, turned out to be “a non-theory of metaphor”.
They agree with Davidson that, in the one-world semantics, his decision has
no reasonable alternative, but they prefer to abandon the one-world semantics
(Hintikka & Sandu 1994: 154).

In dealing with the necessity of adding something to the ordinary meaning
of words, we have to either postulate a possibility of different Bedeutungen
for the unique Sinn, or push this “something” outside the area of meaning,
thus, into pragmatics. If we opt for the first alternative, we would have either
a problem of conflicting Bedeutungen within a unique world (which is already
shown to be insurmountable in any logically consistent way) or the necessity
of having different worlds, that is, PWS. Therefore, PWS provides a consistent
way to deal with various kinds of indirect meaning.

13.4 Dispelling “the paradox of the PWS”?

What domeaning lines mean logically? Hintikka and Sandu call them “cousins”
of the “intensions” ofMontague; both belong to the truth-conditional semantics
and allegedly behave in the same way:

Can metaphorical statements (i.e., statements containing meta-
phorically used words or expressions) be said to be true or false?

meronomic relations within domains” (Gärdenfors & Löhndorf 2013: 452). As Engstrøm noticed,
the Hintikka-Sandu PWS approach allows one to deal with cognitive definitions of metaphor and
metonymy, too.
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On the basis of the account we have given the answer is unmistak-
ably: yes. This account shows that the only unusual thing about
a metaphoric sentence is that the meaning lines of one of its con-
stituent expressions are drawn in a way different from its literal
cousin. But in all other respects, the same semantical rules must
apply to it. Otherwise we could not account for its meaning. And
these semantical rules imply the applicability of the notions of
truth and falsehood to the sentence (Hintikka & Sandu 1994: 170).

The “literal” meaning lines mentioned here are the same things as “inten-
sions” in Montague’s PWS, that is, the functions assigning extensions to the
terms and the propositions in each of the possible worlds. The metaphorical
meaning lines work, according to Hintikka and Sandu, exactly in the same
way. This means that, as they say, “the same semantical rules must apply to”
both kinds of meaning and, therefore, both kinds of meaning lines. This, in
turn, means for these authors that the statements containing words used in
indirect meanings “can… be said to be true or false”. Thus, they insist that there
is not a “metaphoric truth different from literal truth. A sentence can have a
metaphorical meaning, and this meaning decides whether it is true or not in
the normal gardenvariety sense of truth” (Hintikka & Sandu 1994: 170–172).

It is only the fact that the meaning lines are compatible with “the normal
sense of truth” that would guarantee, in the eyes of Hintikka and Sandu, that
the semantical rules governing them are the same as in Montague’s PWS (we
will see, in the next section, that this is not the case, however).

For Hintikka and Sandu themselves it is vital to remain within the realm
of Montague’s and David Lewis’s semantics. They open their article with a
discussion of the phenomenon they call “the paradox of the possible world
semantics”. The paradox is as follows: there is an apparently extremely help-
ful idea that “…the meanings of different types of lexical items and other
expressions are… functions from possible worlds to extensions”.

On the basis of this success in handling the general concept of
meaning, one is justified to expect that PWS should offer an
excellent framework for the actual analyses of lexical meanings,
either analyses of the meanings of particular lexical items or
analyses of interesting concrete problems in the theory of lexical
meaning. Yet this justified expectation remains largely unfulfilled
by what we can find in the literature. We find in the PWS-oriented
literature relatively few semantical analyses of particular lexical

185



Semantics of Poetical Tropes

items and few informative discussions of interesting problems
concerning some types of lexical meaning. This strange state of
affairs is what we propose to call the paradox of PWS. We can put
it in the form of a question. As far as lexical meaning is concerned,
is PWS an instance of false promises or unused opportunities?
(Hintikka & Sandu 1994: 151–152).

This is whyHintikka and Sandu turn to the “metaphor as a counter-example
to the paradox” (title of section 2 of their article), trying “to dispel the paradox
of PWS by means of a concrete example” (Hintikka & Sandu 1994: 152).

If we agree with the authors, as we do, that they succeeded in demonstrat-
ing that the semantical rules governing both literal and non-literal meaning
are the same, we have to acknowledge that, in fact, they created a powerful
argument against PWS in the sense of Montague or Lewis or in any other
sense fitting with the Fregean program. To “dispel the paradox of PWS”, it
would be not enough to demonstrate that the sentences containing words
used in indirect meanings have truth values. One would have to demonstrate,
moreover, that these truth values are the denotations of the appropriate sen-
tences— otherwise no Fregean semantics, be it one-world or PWS, would work.
Hintikka and Sandu overlooked this problem13. Thus, instead of dispelling
“the paradox”, they rather “dispelled” the Fregean semantics as such. Let us
consider the situation a bit more deeply.

13.5 Shift to situational semantics

To begin with, we can consider once more our example from Pasternak to
show that the truth values of the metaphorical and similar sentences have little
to do with their meaning. The sentences “I fed out of my hand a flock of keys”
and “I was playing the piano” have the same truth values (independent from
our definition of the very notion of truth value) but obviously quite different
meanings (denotations), because the metaphoric meaning belongs to the first
sentence but not to the second.

By the way, this is why we are not even interested to know whether the

13 There is one point where they touch it tangentially, when acknowledging that in the actual use
of the metaphorical statements “the question of truth and falsity normally does not arise”, and
this is “a consequence of their nature” (Hintikka & Sandu 1994: 171). This constatation would be a
good point to start wondering whether these truth values could really be the denotations of the
corresponding statements.
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lyrical character of the poem really did (in the possible world of the poem)14
play the piano. We are interested in the process per se, regardless of whether
it did occur in any of the possible worlds (or, to say it differently, it is sufficient
to us to know that there is some world, imaginary at least, where these things
did occur).15 This is why, as Hintikka and Sandu noticed, the question of the
truth or falsity of such sentences most often does not arise.

Let us take a step to a more formal substantiation of this conclusion. Ac-
cording to Hintikka and Sandu, their meaning lines behave according the same
semantical rules as the intensions of Montague. This is not the case. The differ-
ence appears in the fact that the meaning lines, unlike the intensional functions
of Montague, hold against the permutations used in the demonstration of the
theorem proposed by Putnam.

Putnam’s theorem (or, as David Lewis termed it, “paradox”)16 demonstrates
“…that there are always infinitely many different interpretations of the predic-
ates of a language which assign the ‘correct’ truth values to the sentences in
all possible worlds, no matter how these ‘correct’ truth values are singled out”
(Putnam’s italics; Putnam 1981: 34–35). In the course of the demonstration,
Putnam operates with intensions in the sense of Montague, somewhat artifi-
cially but without breaking any rule of Fregean semantics, to obtain an absurd
confusion of meanings. In his own example, the sentence “a cat on a mat”
turns out to mean “a cherry on a tree” (it turns out to be true if and only if
there is a cherry on a tree). Putnam’s “devastating”, for Fregean semantics,
permutations of Montague’s intensions are based on the Fregean supposition
that the sentences denote their truth values.

Let us suppose that the same permutations are performedwith themeaning
lines. Thus, we obtain that a cat is the same as a cherry. Such a result is not
necessarily absurd, because this could be a metaphor or another poetic trope.
For instance, Вишенка (“Little Cherry”) is a popular Russian nickname for
cats, which has an obviously metaphorical origin (based on the similarity
between a cherry and a small kitten that has rolled itself up into a ball). This
example is enough to show that Putnam’s demonstration, as “devastating” for
the Fregean semantics of Montague as it may be, is of absolutely no harm
for the meaning lines. And this means, in turn, that the meaning lines are

14 On this application of PWS see, e.g., Elena Semino’s monograph 1997
15 For a general view of the relevant PWS, see Priest 2005.
16 Lewis 1984; cf.: “Hilary Putnam has devised a bomb that threatens to devastate the realist

philosophy we know and love”; the kernel idea for this, in Lewis’ wording, is “…that there is no
semantic glue to stick our words onto their referents, and so reference is very much up for grabs”
(p. 221).
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non-Fregean, that is, they engender the sentences whose denotations are not
their truth values.

Finally, let us try to showwhat kind of non-Fregean semantics the meaning
lines imply.

The theory of Hintikka and Sandu can be formalised by means of the
so-called “metaphorical logic” recently elaborated by Vladimir Vasjukov for the
purpose of formalising the ontology of Alexis Meinong (Vasjukov 2004, 2005),
without any particular interest in natural language, although the relations he
describes actually correspond to the meaning lines. Namely, Vasjukov provides
the following “metaphorical” analogue to Leibniz’s principle of identity of
indiscernibles, which he calls “the principle of similarity of indiscernibles from
a preconceived viewpoint” (PSIPV):

(1) (PSIPV) (a ⊵ b) ↔ ∃φ(φ(a) ⇛ φ(b))

To put this into words: in some preconceived aspect a referentially leads to b.
Here ⊵ means “indiscernibles from a preconceived viewpoint”. Connective ⇛
means “referentially leads to from some preconceived viewpoint”. It means
that, at least, one situation where a does occur must be involved, in some
sense (from a preconceived viewpoint), into the situations where b does occur.

It is the principle PSIPV that seems to fit quite well with the meaning lines
of Hintikka and Sandu. Indeed, both comparison and contiguity (as well as
mapping or other cognitive mechanisms) are able to result in a preconceived
viewpoint which, in turn, allows grasping some new meanings and expressing
them with poetical tropes.

The connective “referentially leads to from some preconceived viewpoint”
on which PSIPV relies is evidently non-Fregean. In fact, it is non-Fregean
twice over, and, therefore, Vasjukov calls it “non-non-Fregean”. It is obtained
with the weakening of a non-Fregean connective “referentially leads to” by
Roman Suszko, whose situational semantics (Suszko 1975)17 provided a general
framework for Vasjukov’s “metaphorical logic”.

In Suszko’s semantics, the stronger correspondent of PSIPV is the following
form of the principle of identity of indiscernibles (PII):

(2) (PII) (a ⊑ b) ↔ ∀φ(φ(a) ⇒ φ(b))

where φ is a formula, a ⊑ bmeans “a situationally entails b”, ⇒ is a non-Fregean
connective “referentially leads to”.

17 Cf. also, as a useful introduction, Wójcicki 1984.
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The Suszkean connective “referentially leads to” is defined via his Non-
Fregean Axiom (NFA) for the formulae (sentences) p and q:

(3) (NFA) (p ≡ q) → (p ↔ q)

To put this into words: the sentences are identical (their denotations are the
same) if and only if the situations they describe are the same. Here the sign ≡
“(extensionally/referentially) identical to” is written instead of ⇔, the above
connective “referentially leads to” in both directions.

Suszko formulated his NFA after having made explicit what he called the
Fregean Axiom (FA):

(4) (FA) (p ↔ q) → (p ≡ q)

This formula means: the logical equivalence of the formulae (sentences) p and
q entails their identity (the identity of their denotations). Thus, the denotations
of all sentences are their truth values. In situational semantics, on the contrary,
the denotations of the sentences are the situations they describe (and not their
truth values).

FA was not discussed or even explicated in Montague’s or David Lewis’s
works, and so it leaked unnoticed into the Hintikka-Sandu theory of meta-
phor— in the way that they constructed a non-Fregean theory when thinking
that they were acting ad majorem gloriam of the Fregean semantics…

In fact, Hintikka and Sandu provided a situational semantics theory of
indirect meaning. Given that they insist (rightly, in our opinion) that their the-
ory is an integral — and not separate— part of the natural language semantics
as a whole, their theory became a challenge to the whole Fregean programme
in formal semantics. There is no room here, however, to explore these infinite
semantical horizons, because we have to finalise, instead, our own theory of
poetical tropes.

13.6 Paraconsistent logic for poetical tropes

Even if poetical tropes work along meaning lines, this fact would not explain
why they are so expressive and meaningful. The “insight” marked by Donald
Davidson as the main feature of poetical tropes is absolutely unexplainable
with recourse to the meaning lines. Thus, either this “insight”, as Davidson
thought, does not belong to the realm of semantics at all, or the Hintikka‒Sandu
semantics is incomplete. The former alternative would mean that we need to
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revisit the semantic-pragmatic paradigm and propose a new theory of indirect
meaning within it. But we would prefer to pursue the latter alternative.

One could dare to say that Hintikka and Sandu did explain the anatomy of
poetical trope but not its physiology. They transformed poetical trope into a
description, although a perfectly correct one. Meaning lines are phenomena
which we can observe during the autopsy of the corpse of a poetical trope
when it no longer lives for us.

The poetical trope is alive when meaning lines are already established but
still not explained in the sense of avoiding contradiction— to take famous
Putnam’s example, when we still call our kitty “Cherry” but have not yet
rationalised this metaphor with the picture of a small kitten rolled up into a
ball.

This means that the logic of a poetical trope is necessarily paraconsistent:
it invalidates the logical principle ex contradictione quodlibet [{A, ¬A} ⊨ B for
every A and B], that is, it is non-explosive.

As a standard situation, poetical tropes imply a contrary contradiction,
that is A ∧ B, but not a contradictory contradiction, that is A∧¬A. The contrary
contradiction is weaker, because, even if the consistent logics do not accept
a cat to be a cherry, they easily accept that something is neither a cat nor a
cherry, that is, the conjunction of the negations of the two parts of the contrary
paraconsistent conjunction. The stronger contradictory contradiction (e.g.,
somebody is a cat and not a cat) is not typical for poetical tropes. Even when
it appears in some highly poetical texts (such as, e.g., De divinis nominibus by
Dionysius the Areopagite), it belongs rather to philosophy and theology than
to poetics.

If we adopt, for our theory of tropes, paraconsistent logic, we are no longer
obliged to work in PWS. Let us recall that PWS was called for by Hintikka
and Sandu in order to avoid inconsistencies. In the paraconsistent framework,
both PWS and one-world reasoning are equally available, providing that, in
the latter case, the meaning lines would become not inter-worldly but, for
instance, they would be established between different mapping domains of a
unique possible world.

Among the paraconsistent logics the most studied are those based on the
contrary contradiction18 We do not intend to go deeper into the technical
details at present. Our main purpose is pointing out that the paraconsistent
logics satisfy Davidson’s condition of pulling our mind beyond the direct

18 As an up-to-date introduction to these logics, see, e.g., da Costa, Krause & Bueno 2007.

190



B. Lourié & Olga Mitrenina

meanings of words and of ensuring an insight. As the mathematician James
Joseph Sylvester (1814–1897) put it,

“[a]s a lightning clears the air of unpalatable vapors, so an incisive
paradox frees the human intelligence from the lethargic influence
of latent and unsuspected assumptions. Paradox is the slayer of
Prejudice.” (Quoted as an epigraph to da Costa, Krause & Bueno
2007: 791.)

13.7 Conclusion

The theory of poetical tropes proposed above is an extension of the
Hintikka‒Sandu theory of meaning lines with the addition of paraconsist-
ent logic. It is the paraconsistent element that is responsible for the key
feature of poetical trope that Davidson called “insight”.

It was argued that the semantics of poetical tropes is situational and, there-
fore, non-Fregean, and this feature is already implied in the Hintikka-Sandu
theory, although Hintikka and Sandu consider their theoretical framework as
Fregean.
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