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Abstract :

We present the results of our enterprise expertckeaystem application to the tasks that were
introduced at the Text Retrieval Conference (TREBCQ005—2007. The expert search system is basedeon
analysis of content and communications topologwrinenterprise information space. During the perfedm
experiments an optimal set of weighting coefficidat three query-candidate associating algoritimselected
for achieving the best search efficiency on a djmeticorpus. The obtained performance proved tdéier
than at most TREC participants. The hypothesis difiteonal efficiency improvement by means of query

classification is proposed.
Keywords: TREC, expert search, enterprise information manseyg
|. INTRODUCTION

Finding people with concrete professional expemeizcone of the most actual tasks in the field of
enterprise content management. It arises unavgidalithe need of asking anything in some professianea
as well as in performing a series of other mor&atift tasks; among them are, for example, findatignembers
of a specified project or finding all employeestthee working with a specified customer. In simggenarios
using an enterprise expert search system is mar@néeous in comparison with a simple search engis
the user can find the appropriate people much rfagte expert search system delivers a response with
enumeration of people who might have knowledgelsndseful as experts at a given topic. So an esgarch
system can be an effective means of organizatiomagement in the purposes of improving performamzk a

collaboration quality by presenting information abthe employees who possess knowledge in requastes.

The expert search task state is universal and sintpé system must find potential candidates and
arrange them in descending order of their themesrtige probability (in other words, rank them) wsite

corpus data.

In 2005 expert search became one of the officeddan the TREC Enterprise track. This research are
provided a general experimental base consistindhefollowing main elements: the collection of downts,
the topic list and the list of experts in each tofsio-called relevance judgments file). The firREIC Enterprise
track collection includes the public documentshaf World Wide Web Consortium (W3C) [1], most of wini
represent email messages, and in 2007 a new cavpasintroduced into these experiments—this is the
Commonwealth Scientific and Industrial ResearchaBization (CSIRO) enterprise collection [2] whichthe

crawl of the open-access information from the CSiizial site.

As for query-candidate associations identificati®iREC participants proposed various techniques.

Nevertheless, overwhelming majority of them reatiwe principally different approach types: documbated
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and candidate-based. In the first case the primetrjeval of relevant documents and the followingpple
search in such documents are implied, that isdtdweiment-based approach imitates expert searclegsodth
the use of an ordinary search system. The candidested approach supposes building a special désaor{go-
called profile) for each candidate, after that ddatd ranking is produced with the help of simpéarsh

technologies.

In our expert search model we accept a candidateebadea and, in addition, propose some
innovations designed for expert search efficienoyprovement. Our model’s novelty consists in usihg t

following techniques.

1) Term weighing. For each term in the collectiom assign its significance. The significance oftren is its
natural weight feature that is connected with f&istical properties in the collection. The emptmnt of

significance allows us to effectively distinguisiprfessional lexicon from a common-used one.

2) Building associative connections of a candidaiita terms and bigrams. As a term-candidate (orang
candidate) association measure, we introduce aeotion cardinality (i.e., power) between them. The
frequency of term usage by a candidate, the amofusént and received messages containing this &srm
well as the amount of people with whom a candiéatshanges such messages — all listed contributbe to

term-candidate connection cardinality.

3) Building associative connections between teriis. introduce a term-to-term connection cardinadityd
define it based on how close to each other thegestappear in the original texts. For each sigaiftderm
we construct the set of expanding terms, i.e. tesmish are connected with this term. As a resutjuary
can be automatically expanded by mentioned termssea may get proper experts even by specifying an

implicitly close query, he does not need to spgciglect the terms characterizing those experts.

4) Combining several expert ranking ways. We ugegxanking based on three algorithms that idgpople
connections with terms, expanding terms and bigreespectively. So we calculate the values of three
expert rating parameters. And the resulting expenk is defined as a linear combination of theseeh
parameters, with three corresponding weighting faehts being specified as system settings. Thys,
using three weighting coefficients we merge thnegeet ranking algorithms into a single weightingpext

search model.

We apply the proposed model to the TREC Enterptisek expert search task 2005—2007. In
reproducing each of the tasks we empirically safeetoptimal combinations of model parameters éaching
the best expert search efficiency. The experimergsllts are evidence of a reliable expert searclity

reached by our system and, in addition, reveapttential for its further improvement.
[I. RELATEDWORKS

For solving an expert search task with the helpaaomated systems many expert search engine
models were developed by different TREC participaithe basic model which was carried to an accéptab
completion level enough satisfactory in 2005 i€nefd to as a two-stage expert search model [3hyM&REC

participants used some variant of this model [¢hglwith their own supplements integrated withThe two-
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stage expert search model is document-based anigt$ntwo stages in obtaining the resulting expistt these

are document search (referred to as relevance)stagepeople search in documents (co-occurrenge)sta

At the document search stage the document relevahatve to the query is evaluated. It is cleatthuch
functionality was realized much earlier in openesstsearch systems, and most of document seaariittaigs
here come to calculating the ratio of term usagguencies in the document and in the collectiomllRef the
word is used in the document more often, thereearés natural reason to consider that this docuisembre

concerned to a requested topic.

The people search stage is of an innovative intekdsre a query-candidate association extent is
evaluated. The higher is this extent the more eelea candidate is thought to be. Emphasize tleaietis no
single generally accepted algorithm for expert dfgaso a query-candidate association is regardesveral
ways. One of the most popular approaches considtsei following: the smaller is a text window cantag
both query terms and candidate mention, the higharquery-candidate connection level. This is kn@as a
window-based model (or proximity model) which isedsby some TREC groups [5], [6], [7] as the main
technique for candidates’ expertise assessmenin father well-established expertise evaluation aaghes,
document mapping oriented methods are also ofted-u&enerally, these methods are based on HTML
mapping for web pages, some special fields for emassages, etc. A particular example is a titidr@umodel
[3]. Here, a candidate is considered to be relet@mihe topic if he is an author of a document #ra query

terms appear in the title of this document.

Some smaller amount of TREC participants held taedzate-based approach. With the help of
various methods candidates’ profiles are filledhwitieir expertise information. Expert search teghes listed
above are also applied in a candidate profile mgldorocess. For example, in the early versionIREC
expert search task (2005—2006) the prevailing tiegtes were term-candidate proximity-based model[H]
as well as using structured information from webgs such as document title, headers at varioedslesther
bold-facing text strings, etc. [8], [10], [11]. leat in the 2008 expert search task, there appeagedater variety
of techniques [12]. The were demonstrated experttifying methods aimed at treatment of differemuets of
candidate mentions, link analysis, knowledge amdiaction from beyond the collection, finding catades’

homepages and intranet structure considerationbizing document-based and candidate-based models.

To summarize, we should say that expert search adstin modern enterprise systems are rather
different, so there is no conventional expert deagproaches for enterprise systems. We have gmetlour
own enterprise expert search system and applytitedrREC Enterprise track expert search task 200E+

A brief description of our model and the corresgngdexperimental results are given below.
lll. EXPERTSEARCHMODEL

Our model’'s idea consists in the possibility thedpert search process can be organized without
preliminary finding documents on the requesteddofur model is essentially candidate-based. Indeed
save information about terms and their positiondanuments, however the model becomes attacheuk teett
of terms the candidate “said” in the collectiorthea than to the documents. This is a unique mfsdglre, so

our model is sharply different from expert searaideis demonstrated at TREC.
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We use a specific form of the proximity-based mofiel calculating term-to-term connections. The
approach based on two arbitrary semantic constmgfproximity in the text is general enough: ustrane can
associate these constructions even without takingtsre of documents, paragraphs, sentences atouat.
Therefore it may be adapted for solving a lot aftpems arising during unstructured information @ssing. In
our expert search system we apply the proximityeblanodel for associating terms, whereas among oty
TREC participants it was used to identify term-ddate associations. Besides, the proximity modeled out
to be quite successful in such challenges as fa®td information extraction, entity categorization,

clusterization and selecting keywords for descgbiiglations between similar entities [13].

Term-candidate associations are modeled by meansalfzing lexical composition of a collection and
calculating term usage statistics for people. Betweach significant term (or bigram) and each pemse
calculate a corresponding connection cardinalitprédver, we perform similar calculations not ordy fuery
terms, but also for terms appearing nearby themoicuments (so-called expanding terms) and for higra
appearing in a query, thereby our model combineseticorresponding expert ranking algorithms forolra
user is able to assign their weighting coefficieagsystem settings. Thus, we perform expert rgrédna linear

combination of three lexical parameters calculé@ealr system.

A detailed description of our model requires a scopa special paper which we are going to pulifish

the nearest time.
IV. RESULTS

To compare and optimize search results, multiplpeetxsearch system runs with various sets of
parameters were carried out in a specially prepargdd-performance user application, and for eaah the
values of search precision metrics accepted on TREf fixed. These are mean average precision (MAP)
precision at 5th (P@5) and 20th (P@20) ranks [E4dm run to run we changed weighting coefficierds f
considered lexical types of ranking (query termgamding terms, bigrams), and also varied numbehef

expanding terms involved in calculations.

In performing automatic runs we found some univessés of settings for all queries of a collection.
Table | lists optimal weighting coefficient valuésr three lexical ranking typesC( — query termsC, —
expanding termsC, — bigrams,| — parameter of expanding terms cutting by thajnificance level) in each
automatic run (q — short query, qn — query withrai@re) and corresponding precision factors forstuifhe
presented settings give best MAP value in comparisith other possible settings options; in additiother
considered precision indicators also appear neapamum. Comparing results of our runs on the 2QIH6
and 2007 corpora on short queries (q) to TREC gpants’ results (see, respectively, Table 5 in THble 4 in
[15] and Table 4 in [4]), it is possible to condduthat the shown experts search accuracy surpimesascuracy
obtained by the majority of other participants. &splly the stated fact is shown in the 2006 expearch task

where our system concedes on MAP to only one atutoman.
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TABLE I. OPTIMAL WEIGHTING COEFFICIENT VALUES AND PRECISIONCHORS FOR RUNS
Run C Ce G | MAP | P@5 P@20
2005q | 0.4 0.001 0.57 5 0.159F  0.29¢ 0.208
2005qn | 0.4 0.001 0.56 5 0.1464 0.268 0.181
2006q | 0.4 0.17 0.51 0.5 0.5920  0.61¢ 0.51p
2006gn | 0.4 0.1 0.46 5 0.4755 0.522 0.429
2007q | 5 0.1 10 5 0.365§ 0.192 0.074
2007gn | 0.0001 1 0.5 100 0.362 0.188 0.078
2007ind| ind. ind. ind. ind. 0.5249 0.260 0.105

Optimization of settings showed some reserves ¢oumacy increase. However, as was discovered

subsequently, certaiexternalfactors relative to our system, such as the piisgito choose a short query, a
narrative to it or both fragments together (quesrtative) for expert search, can influence ovesgitem
performance capability much more than internalrsgst The MAP value for our manual TREC 2007 rurereh
setting parameters and query type were fitted iddadly for each query (see the last line in Talplexceeds
much the MAP values reached in automatic TREC 2003.

From the examination of our system response oniegiare found out that system reaction to different
queries differs strongly. Consider TREC 2007 quevigth narratives. On Fig. 1 for each query thaédgsam
bar on the left represents the relative (to itsraye over queries) value of a parameter of systsponse to
termd decreased by 1, and the bar on the right repe#eatrelative number of terms in a query, alsoetsed
by 1. It is quite natural that the system respdosterms correlates with query length. From thevpieint of
system response, the TREC 2007 topics turn ouetdistinctly divided into two halves. The first 2bieries
with narratives are rather short, as a rule. Amtham there are 7 topics on which our system isafbde to
yield the correct answer at any settings, moreadwetty on short queries and on queries with namatilhe
narratives to these queries are generally charaeteby a common-used lexicon abundance or existefic
several significant words which are not relatedtquery subject. The second 25 topics are morer'cknd
simple for our system. For the majority of themréhiss no need to use narratives, and at the sattilegse(see
Table I) the system gives rather precise answeshaot queries. But in 5 cases the answer precisitneases
sharply just at the expense of high-quality navesti It is clear, that our ranking algorithms wilbrk more
precisely with those questions on which the systhows strong response to terms, as in such qusstiere is

more chance to meet the terms characterizing neleserts.

h“”uh“

! As such response parameter, we used the combirddteprery terms significance and their connectiardmality with candidates.
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Figure 1. Reaction of the enterprise expert search systettingoqueries of the CSIRO corpus: left bars are
relative values of a response to terms decreasaghiby, right bars are relative query-plus-narratiengths

decreased by unity.

It is known from TREC materials [2] that the topiitem 26th to 50th are developed by the same
CSIRO science communicator. The interesting fathas exactly these topics proved to be more sedrhy

terms among all TREC 2007 topics.

As far as the question about the necessity of usargative is concerned, it should be said that we
began a special research of it. We understandtbathort query is the theme required experts ttobed by
user, and therefore, this is the most preferre@rgearch way. But we also see thapriedictthe necessity for
using narrative we can be guided only by some matecalculated system parameters. Terms and bigrams
system responses for short queries appear to graxadnformation about the necessity for using atare: in
some cases the use of narratives leads to impraovesh@nswer accuracy, in other cases — to detgigor of
accuracy, regardless of the values of responsengdesas. There are queries that we suppose to Hetdi’ for
our system. There are six examples of such quari&able Il. Interesting that even for some of them can
receive quite precise results, but the featurhas the optimal value of average precision {Rs kept in a too
narrow range of the setting coefficients, with tbeefficients being noticeably different from theosm
coefficients in Table I. In other words, the systeam provide the right answer to such queries avith

nonstandard settings.

TABLE II. EXAMPLES OF “DIFFICULT” QUERIES AND THE CORRESPONDING OPTIMAL VALUES OF SEING
COEFFICIENTS

Query Type [C | Co |G |1 | APox
13) human clinical gn 10 1 1 1 1
trials

22) airborne| gn 1 0.1 | 100| 10 0.83
hyperspectral

40) Southern Surveyor gn 3 0.1 1¢ 1 0.53
46) recycled water gn 1 01 100 1 0.64
48) polymer bank gn 1 01 1 100 1
notes

49) atmosphere an 1 1 1 0.5 0.68

It should be mentioned that the nonstandard seteajht coefficients in fact means the domination of
one or two expert ranking algorithms. For examfide,questionNe 13 (Table Il compared with Table I) the
right answer is got by identification of query-catate connections by terms, for questin22 it is better to
evaluate them with bigrams, and in the quesNoAd9 the great number of the expanding terms shioalkept

in mind.

So the experimental results give us a weighty medasosuppose that the optimal (in sense of expert

search precision) choice of query type for askimg $ystem should be connected to a large exteht itgit
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length, formulation, significance of contained warllVe can even talk about some characteristic guhéty of
the query, using which it is principally possible ¢reate some preliminary automatic query clasgifio
mechanism. For example, using some assessmensgstean could conjecture that the query refers th su
category in which answers usually do not give hpghcision; thereafter the system could suggesutiee to
add a narrative as an explanation for specifyirggdbery. The further performance during the expedrch
could suppose “narrated” query assessments, obabe of which the most proper ranking variant cdadd
provided to maximize the answer precision. Such-stege algorithm can highly increase the expedifig

precision in thematically wide and general topicsvih large number of relevant experts in a paitic sphere.

It should be said that we have revealed some imac&s in the relevance judgments file mapping.
Some experts who are mapped in the TREC 2007 mtevmdgments file as relevant were found to be non
existent in the CSIRO collection. Really we havegistered several cases of email misprinting, usafge
different name forms, as well as one email addbedsnging to several people. In addition, some eskbs

from the relevance judgments file do not existlmweb-pages of the CSIRO corpus.

As for implementing the TREC 2007 expert searck tasour system, the following fact should be
mentioned. The model realized in the system imiekfferent set of initial data for expert seatihn in the
TREC 2007 collection: our model is adapted to tkgeet search with email collection, whereas the TRIB07
documents have only authors and no addressees. Wdwsmplified our model for completing the offitia
TREC 2007 expert search task. We can concludentha@pplied our model to the simpler task.

P@10

ez

Figure 2. The dependence of the precision at 10th rank ofulhamount of query-relevant experts: solid curve
— for relevance judgments file mapping without édestion of non-existing experts; dashed curver-rfitial

relevance judgments file mapping.
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Figure 3. The dependence of the average position of fourelaek experts on the full amount of query-relevant
experts: solid curve — for relevance judgments filapping without consideration of non-existing exme

dashed curve — for initial relevance judgmentsrilpping.
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Finally note that in contrast to search precisibe, recall has not been quantitatively estimated it
can be shown indirectly that the large groups qfeets in the case of TREC 2007 collection requpecsl
treatment for their full detection. We have givéme tgraphics of the relevant experts number amopgl@o
candidates (Fig. 2) and their average positioménlist (Fig. 3) depending on the total number wény-relevant
experts. Here, the solid curves have been obtaisad) the modified relevance judgments file, wheeshave
excluded the non-existing experts from considenatind, consequently, properly reduced the totalbainof
qguery-relevant experts. And the dashed curves baea obtained using the initial relevance judgméies
mapping. As a result, we can assert that the syatemys finds one or two experts at the top ofrtirked list,

and other query-relevant experts are usually soragsmtheep in the list.

We suppose that this fact is not the system shaitwgp for solving the task of finding someone, who
knows the topic, but it can become an obstacle vthere is the need to find everyone who, for examghows
the details of concrete technology or the producfioocess. In the latter case the great role bsltmghe part
of our expert search system which gathers the cariwative information and which has been successfull

implemented to the expert search task in the ecogius W3C.
CONCLUSIONS AND FUTURE EXPLORATIONS

We applied our enterprise expert search systemhdoofficial expert search tasks of TREC 2005 —
2007. The model handled these tasks successfully.riiodel is flexible enough to enable heterogenends
multilingual collection handling. The search effiocy demonstrated on the English-language W3C &1RC
corpora is appropriate for practical use of thetaysand exceeds the efficiency shown by most of CRE

participants.

From the viewpoint of search efficiency, we esti®id the optimal weights for the three explored
expert ranking algorithms which associate candglaii¢gh terms, expanding terms and bigrams. Ourrdfgos
enabled us to detect groups of queries answershiohware high-relevant and stable to the systeninget
parameters. User’s freedom affects reply efficieimcyhese query groups — as a query the user magyseha
short phrase, a text narrating it or both thesecasu On the other hand, there also exist quenetscannot be
adequately answered in our system, using any &aituery form. The system shows low relevanceumh s
queries, we say that they are difficult for ourteys. It is probable enough that other expert searotiels (such

as, e.g., a document-based two-stage model) caalreore precise results on such queries.

The settings of the described enterprise expertckeaystem could essentially improve search
indicators if they are used individually for eveyyery. About a half of all CSIRO queries can belemented
at constant settings, and for reaching high respoglevance difficult queries should be handled wi¢viation
from weight coefficient balance, i.e., relying ontyi one or two from the three described expert irenk
algorithms. Here the role of cutting expanding tetm a significance level may be essential for ctatg high-

significant terms associated with the query.

During the research we attempted to reveal prirs@ys indicating the measure of query “understaititidkin
the system. This quality of a query is prescribgdah indexed document collection rather than bgrirl

search engine properties. We suppose query quadityg appreciably influenced by such its featureshe
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number of containing words and especially theinidigance. If we had some mechanism for estimatjogry
quality or forecasting necessity to specify therguave could significantly improve the search affitcy. The
guestion about query quality requires further esqtion. What is the criterion of a “good” query riaulation
for the system, how complete must user’'s infornmati@ for querying, how an effective query modifioat
suggestion can be formed based on system respotigs-is to be clarified during more detailed expltion of

interaction between our system and a mapped tegtiso
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