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#### Abstract

We characterize superposition Nemytskii operators, which map the Banach algebra of functions of $n$ real variables with finite total variation in the sense of Vitali, Hardy and Krause into itself and satisfy the global Lipschitz condition. Our results extend previous results in this direction by Matkowski and Miś in [Math. Nachr. 117 (1984) 155-159] for $n=1$ and the author in [Monatsh. Math. 137(2) (2002) 99-114] for $n=2$. © 2005 Elsevier Ltd. All rights reserved.
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## 1. Main results of Part II

This paper is a continuation of [5, Part I]. In order to make the presentation as independent of Part I as possible, here we briefly recall definitions, lemmas and main theorems of [5] and present the main results of this paper.

[^0]Let $\mathbb{N}$ be the set of positive integers, $n \in \mathbb{N}$ be fixed and $\mathbb{N}_{0}=\{0\} \cup \mathbb{N}$. Given $x \in \mathbb{R}^{n}$, we write $x=\left(x_{i} \mid i \in\{1, \ldots, n\}\right)=\left(x_{1}, \ldots, x_{n}\right)$ and if $y \in \mathbb{R}^{n}$, we say that $x=y, x \leqslant y$, $y \geqslant x$ or $x<y$ (in $\mathbb{R}^{n}$ ) if and only if $x_{i}=y_{i}, x_{i} \leqslant y_{i}, y_{i} \geqslant x_{i}$ or $x_{i}<y_{i}$ for all $i \in\{1, \ldots, n\}$, respectively. We set $x \pm y=\left(x_{1} \pm y_{1}, \ldots, x_{n} \pm y_{n}\right)$. If $x \leqslant y$ in $\mathbb{R}^{n}$, the $n$-dimensional rectangle $I_{x}^{y}$ with the endpoints $x$ and $y$ is defined by $I_{x}^{y}=\left[x_{1}, y_{1}\right] \times \cdots \times\left[x_{n}, y_{n}\right]=\{z \in$ $\left.\mathbb{R}^{n} \mid x \leqslant z \leqslant y\right\}$.

In what follows we fix $a, b \in \mathbb{R}^{n}$ with $a<b$ and the rectangle $I_{a}^{b}$, called the basic rectangle, which will be the domain of most functions under consideration.

Greek letters will designate multiindices, i.e., elements of $\mathbb{N}_{0}^{n}=\left(\mathbb{N}_{0}\right)^{n}$. Given $\alpha \in \mathbb{N}_{0}^{n}$ and $x \in \mathbb{R}^{n}$, we set $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$ and $\alpha x=\left(\alpha_{1} x_{1}, \ldots, \alpha_{n} x_{n}\right) \in \mathbb{R}^{n}$. We write 0 for $(0, \ldots, 0) \in \mathbb{N}_{0}^{n}$ and 1 for $(1, \ldots, 1) \in \mathbb{N}_{0}^{n}$; each time the dimension of the zero or unit multiindex will be clear from the context. We also set $\mathscr{A}_{0}(n)=\left\{\alpha \in \mathbb{N}_{0}^{n} \mid \alpha \leqslant 1\right\}$ and $\mathscr{A}(n)=\mathscr{A}_{0}(n) \backslash\{0\}$.

A summation over multiindices will be understood over $n$-dimensional multiindices, the range of the summation will be specified under the summation sign. Thus, the sum $\sum_{\alpha \in \mathscr{A}(n)}$ will be written as $\sum_{0 \neq \alpha \leqslant 1}$.

The Vitali $n$th mixed difference of $f: I_{a}^{b} \rightarrow \mathbb{R}$ on the subrectangle $I_{x}^{y} \subset I_{a}^{b}$, where $a \leqslant x<y \leqslant b$, is the quantity [10]:

$$
\operatorname{md}_{n}\left(f, I_{x}^{y}\right)=\sum_{0 \leqslant \theta \leqslant 1}(-1)^{|\theta|} f(x+\theta(y-x))
$$

The Vitali $n$th variation $[7,10]$ of $f: I_{a}^{b} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
V_{n}\left(f, I_{a}^{b}\right)=\sup _{\mathscr{P}} \sum_{1 \leqslant \sigma \leqslant \kappa}\left|\operatorname{md}_{n}\left(f, I_{x[\sigma-1]}^{x[\sigma]}\right)\right|, \tag{1.1}
\end{equation*}
$$

where the supremum is taken over all multiindices $\kappa \in \mathbb{N}^{n}$ and all partitions $\mathscr{P}=\{x[\sigma]\}_{\sigma=0}^{\kappa}$ of $I_{a}^{b}$; here by a (net) partition $\mathscr{P}$ of $I_{a}^{b}$ we understand a collection of points of the form $x[\sigma] \equiv\left(x_{1}\left(\sigma_{1}\right), \ldots, x_{n}\left(\sigma_{n}\right)\right)$ from $I_{a}^{b}$ indexed by $\sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in \mathbb{N}_{0}^{n}$ with $\sigma \leqslant \kappa$, written as $\{x[\sigma]\}_{\sigma=0}^{\kappa}$, and satisfying $x[0]=a, x[\kappa]=b$ and $x[\sigma-1]<x[\sigma]$ in $\mathbb{R}^{n}$ for all $\sigma \in \mathbb{N}^{n}$, $1 \leqslant \sigma \leqslant \kappa$.

The lower order (Hardy and Krause) variation of $f: I_{a}^{b} \rightarrow \mathbb{R}$ is introduced as follows. Let $\alpha \in \mathscr{A}(n)$. Given $x \in \mathbb{R}^{n}$, we define the truncation of $x$ by $\alpha$ by $x\left\lfloor\alpha=\left(x_{i} \mid i \in\right.\right.$ $\left.\{1, \ldots, n\}, \alpha_{i}=1\right) \in \mathbb{R}^{|\alpha|}$ and $I_{a}^{b}\left\lfloor\alpha=I_{a\lfloor\alpha}^{b\lfloor\alpha}\right.$. If $z \in I_{a}^{b}$, we define the truncated function $f_{\alpha}^{z}: I_{a}^{b}\lfloor\alpha \rightarrow \mathbb{R}$ with the base at $z$ by

$$
f_{\alpha}^{z}\left(x\lfloor\alpha)=f(z+\alpha(x-z)), \quad x \in I_{a}^{b}\right.
$$

The $|\alpha|$-variation of $f$, denoted by $V_{|\alpha| \mid}\left(f_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha)\right.$, is the value (1.1) where $n$ on the left is replaced by $|\alpha|, f$ - by $f_{\alpha}^{a}$ and $I_{a}^{b}$ - by $I_{a}^{b}\lfloor\alpha$.

The total variation of $f: I_{a}^{b} \rightarrow \mathbb{R}$ in the sense of Hildebrandt [6, III.6.3] and Leonov [7] (see also [5]) is defined by

$$
\begin{equation*}
\operatorname{TV}\left(f, I_{a}^{b}\right)=\sum_{0 \neq \alpha \leqslant 1} V_{|\alpha|}\left(f_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha)\right. \tag{1.2}
\end{equation*}
$$

We set $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)=\left\{f: I_{a}^{b} \rightarrow \mathbb{R} \mid \mathrm{TV}\left(f, I_{a}^{b}\right)<\infty\right\}$ and equip it with the norm ([6, III.6.3] if $n=2$, [7] for all $n \in \mathbb{N}$ ):

$$
\begin{equation*}
\|f\|=|f(a)|+\operatorname{TV}\left(f, I_{a}^{b}\right), \quad f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right) \tag{1.3}
\end{equation*}
$$

The main result of Part I is the following:
Theorem 1 (Chistyakov [5, Theorem 1]). The space BV(I $\left.I_{a}^{b} ; \mathbb{R}\right)$ is a Banach algebra with respect to the usual pointwise operations and norm (1.3), and the following inequality holds: $\|f \cdot g\| \leqslant 2^{n}\|f\| \cdot\|g\|$ for all $f, g \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$.

Let $\mathbb{R}^{I}$ be the algebra of all functions $f: I \rightarrow \mathbb{R}$ from $I=I_{a}^{b}$ into $\mathbb{R}$ equipped with the pointwise operations and $h: I \times \mathbb{R} \rightarrow \mathbb{R}$ be a given function. The superposition operator $H=H_{h}: \mathbb{R}^{I} \rightarrow \mathbb{R}^{I}$ generated by $h$ is defined by

$$
\begin{equation*}
H f(x) \equiv H(f)(x)=h(x, f(x)), \quad x \in I, \quad f \in \mathbb{R}^{I} \tag{1.4}
\end{equation*}
$$

As a consequence of Theorem 1 we get: if $h: I \times \mathbb{R} \rightarrow \mathbb{R}$ is given by $h(x, u)=h_{1}(x) u+$ $h_{0}(x), x \in I_{a}^{b}, u \in \mathbb{R}$, for some functions $h_{0}, h_{1} \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, then the superposition operator $H$, generated by $h$, maps $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ into itself and is Lipschitzian: there exists a nonnegative constant $L$ (actually, $L=2^{n}\left\|h_{1}\right\|$ ) such that

$$
\begin{equation*}
\left\|H f_{1}-H f_{2}\right\| \leqslant L\left\|f_{1}-f_{2}\right\| \quad \text { for all } f_{1}, f_{2} \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right) \tag{1.5}
\end{equation*}
$$

It is the aim of this paper to show that the last assertion can be (at least partially) reversed, so that it is almost a characterization of Lipschitzian superposition operators $H$ on $\operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ (see Theorem 3 and Corollary 4 below).

Given $f \in \mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, we define the left regularization $f^{*}: I_{a}^{b} \rightarrow \mathbb{R}$ of $f$ as follows: for any $y \in I_{a}^{b}, a<y \leqslant b$, and any $\gamma \in \mathscr{A}_{0}(n)$ we set

$$
\begin{equation*}
f^{*}(a+\gamma(y-a))=\lim _{x \rightarrow(a+0)+\gamma(y-0)-(a+0))} f(x) \tag{1.6}
\end{equation*}
$$

It is to be noted that " $x \rightarrow \cdots$ " under the limit sign in (1.6) means that $x=\left(x_{1}, \ldots, x_{n}\right) \in I_{a}^{b}$, $x_{i}<y_{i}$ for those $i \in\{1, \ldots, n\}$ for which $\gamma_{i}=1, a_{i}<x_{i}$ for those $i$ for which $\gamma_{i}=0$ and $x$ tends to $a+\gamma(y-a)$ in $\mathbb{R}^{n}$ (that is, $x_{i} \rightarrow y_{i}-0$ if $\gamma_{i}=1$ and $x_{i} \rightarrow a_{i}+0$ if $\gamma_{i}=0$, $i \in\{1, \ldots, n\})$. The existence of all the limits in (1.6) will be proved in Lemma 12 in Section 4.

A function $f: I_{a}^{b} \rightarrow \mathbb{R}$ is said to be left continuous if $f^{*}(y)=f(y)$ for all $y \in I_{a}^{b}$ with $a<y \leqslant b$. We denote by $\mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{R}\right)$ the subset of $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ of those functions which are left continuous.

The main results of Part II are the following two theorems.
Theorem 2. If $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, then $f^{*} \in \mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{R}\right)$ and we have

$$
\begin{equation*}
V_{|\alpha|}\left(\left(f^{*}\right)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha) \leqslant \sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{b}\lfloor\beta), \quad \alpha \in \mathscr{A}(n)\right.\right. \tag{1.7}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
V_{n}\left(f^{*}, I_{a}^{b}\right) \leqslant V_{n}\left(f, I_{a}^{b}\right) \quad \text { and } \quad \operatorname{TV}\left(f^{*}, I_{a}^{b}\right) \leqslant\left(2^{n}-1\right) \operatorname{TV}\left(f, I_{a}^{b}\right) \tag{1.8}
\end{equation*}
$$

Theorem 3. Let $H: \mathbb{R}^{I} \rightarrow \mathbb{R}^{I}$ be the superposition operator generated by a function $h: I \times \mathbb{R} \rightarrow \mathbb{R}$ according to (1.4) with $I=I_{a}^{b}$. If H maps $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ into itself and is Lipschitzian (in the sense of (1.5)), then the family $\{h(x, \cdot)\}_{x \in I_{a}^{b}}: \mathbb{R} \rightarrow \mathbb{R}$ is uniformly Lipschitzian and there exist two functions $h_{0}, h_{1} \in \mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{R}\right)$ such that

$$
\begin{equation*}
h^{*}(x, u)=h_{1}(x) u+h_{0}(x), \quad x \in I_{a}^{b}, \quad u \in \mathbb{R}, \tag{1.9}
\end{equation*}
$$

where $h^{*}(x, u)$ is the left regularization of the function $y \mapsto h(y, u)$ at the point $x \in I_{a}^{b}$ for each fixed $u \in \mathbb{R}$.

This theorem contains as particular cases the results of [9] (for $n=1$ ) and [2] (for $n=2$ ). As a corollary, we get:

Corollary 4. Suppose the generator $h: I_{a}^{b} \times \mathbb{R} \rightarrow \mathbb{R}$ of a superposition operator $H$ is such that $h^{*}=h$ on $I_{a}^{b} \times \mathbb{R}$. Then the following two conditions (i) and (ii) are equivalent: (i) H maps the space $\mathrm{BV}\left(I_{a}^{b}\right.$; $\left.\mathbb{R}\right)$ into itself and is Lipschitzian; (ii) there exist two functions $h_{0}, h_{1} \in \mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{R}\right)$ such that $h(x, u)=h_{1}(x) u+h_{0}(x)$ for all $x \in I_{a}^{b}$ and $u \in \mathbb{R}$.

This paper (Part II) is organized as follows. In Section 2, we study properties of the total variation. In Section 3, we establish properties of totally monotone functions. Theorem 2 will be proved in Section 4. In Section 5, we prove Theorem 3 and construct an example showing the sharpness of Theorem 3 in the sense that in general one cannot replace $h^{*}$ by $h$ in the representation (1.9). Finally, Section 6 is devoted to certain generalizations of the main results when functions under consideration have their values in normed linear spaces.

The main results of this paper were announced in [3,4].
To end this section, we recall some facts concerning properties of mixed differences of all orders established in [5] and needed below. Lemmas 5-7 below are respective Lemmas 5-7 from [5].

Lemma 5. If $f: I_{a}^{b} \rightarrow \mathbb{R}, x, y \in I_{a}^{b}, x \leqslant y, z \in I_{a}^{b}$ and $\alpha \in \mathscr{A}(n)$, then

$$
\begin{equation*}
\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{z}, I_{x}^{y}\lfloor\alpha)=\sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} f(z+\alpha(x-z)+\theta(y-x))\right. \tag{1.10}
\end{equation*}
$$

In particular, if $z=a$ or $z=x$, we have, respectively,

$$
\begin{align*}
\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a}, I_{x}^{y}\lfloor\alpha)\right. & =\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a+\alpha(x-a)}, I_{a+\alpha(x-a)}^{y}\lfloor\alpha)\right.  \tag{1.11}\\
\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)\right. & =\sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} f(x+\theta(y-x)) \tag{1.12}
\end{align*}
$$

Lemma 6. Given $f: I_{a}^{b} \rightarrow \mathbb{R}, x, y \in I_{a}^{b}, x<y$, and $\gamma \in \mathscr{A}(n)$, we have

$$
f(x+\gamma(y-x))-f(x)=\sum_{0 \neq \alpha \leqslant \gamma}(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha) .\right.
$$

Lemma 7. If $f: I_{a}^{b} \rightarrow \mathbb{R}, x, y \in I_{a}^{b}, x<y$, and $\alpha \in \mathscr{A}(n) \backslash\{1\}$, then

$$
\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)=(-1)^{|\alpha|} \sum_{\alpha \leqslant \beta \leqslant 1}(-1)^{|\beta|} \operatorname{md}_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\llcorner\beta)\right.\right.
$$

## 2. Properties of the total variation

The fundamental well-known property of $\operatorname{md}_{n}$ and $V_{n}$ (and consequently, of $V_{|\alpha|}$ for each $\alpha \in \mathscr{A}(n)$, taking into account obvious modifications) is the additivity, i.e., if $\mathscr{P}=\{x[\sigma]\}_{\sigma=0}^{\kappa}$ is a partition of $I_{a}^{b}$ and $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, then

$$
\operatorname{md}_{n}\left(f, I_{a}^{b}\right)=\sum_{1 \leqslant \sigma \leqslant \kappa} \operatorname{md}_{n}\left(f, I_{x[\sigma-1]}^{x[\sigma]}\right) \quad \text { and } \quad V_{n}\left(f, I_{a}^{b}\right)=\sum_{1 \leqslant \sigma \leqslant \kappa} V_{n}\left(f, I_{x[\sigma-1]}^{x[\sigma]}\right)
$$

From Lemma 6 and definition (1.2) we get the following inequality due to Leonov ([7, Corollary 5]):

$$
\begin{equation*}
|f(y)-f(x)| \leqslant \operatorname{TV}\left(f, I_{x}^{y}\right), \quad f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right), \quad x, y \in I_{a}^{b}, \quad x \leqslant y \tag{2.1}
\end{equation*}
$$

which generalizes the well-known property of functions of bounded variation of one variable onto BV functions of several variables. In the following lemma we present one more property of this type, which is classical for $n=1$ and known for $n=2$ (cf. inequality (22) from [2] if $n=2$ ).

Lemma 8. If $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ and $x, y \in I_{a}^{b}, x \leqslant y$, then

$$
\operatorname{TV}\left(f, I_{x}^{y}\right) \leqslant \operatorname{TV}\left(f, I_{a}^{y}\right)-\operatorname{TV}\left(f, I_{a}^{x}\right)
$$

Proof. 1. We start with the following observation: given $f: I_{a}^{b} \rightarrow \mathbb{R}, x, y \in I_{a}^{b}, x \leqslant y$, and $\alpha \in \mathscr{A}(n)$,

$$
\begin{equation*}
\text { if } x_{i}=y_{i} \text { and } \alpha_{i}=1 \text { for some } i \in\{1, \ldots, n\} \text {, then } V_{|\alpha|}\left(f_{\alpha}^{a}, I_{x}^{y}\lfloor\alpha)=0\right. \tag{2.2}
\end{equation*}
$$

In fact, if $\theta \in \mathscr{A}_{0}(n), \theta \leqslant \alpha$, we set $\bar{\theta}=\left(\theta_{1}, \ldots, \theta_{\underline{i-1}}, 1-\theta_{i}, \theta_{i+1}, \ldots, \theta_{n}\right)$ and employ formula (1.10) with $z=a$. Since $\alpha_{i}=1$, we have $\bar{\theta} \leqslant \alpha$. The multiindices $\theta$ and $\bar{\theta}$ are of different evenness and, moreover, because

$$
a_{i}+\alpha_{i}\left(x_{i}-a_{i}\right)+\theta_{i}\left(y_{i}-x_{i}\right)=x_{i}=a_{i}+\alpha_{i}\left(x_{i}-a_{i}\right)+\bar{\theta}_{i}\left(y_{i}-x_{i}\right)
$$

we have $a+\alpha(x-a)+\theta(y-x)=a+\alpha(x-a)+\bar{\theta}(y-x)$. It follows that the sum of two terms from (1.10) corresponding to $\theta$ and $\bar{\theta}$ vanishes, and since such pairs $\theta$ and $\bar{\theta}$ exhaust the set $\left\{\theta \in \mathscr{A}_{0}(n) \mid \theta \leqslant \alpha\right\}$, we infer that $\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a}, I_{x}^{y} L \alpha\right)=0$. Now if $x^{\prime}, y^{\prime} \in I_{x}^{y}, x^{\prime} \leqslant y^{\prime}$, are
arbitrary, since $x_{i}^{\prime}=x_{i}=y_{i}=y_{i}^{\prime}$, similar arguments apply to show that $\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a}, I_{x^{\prime}}^{y^{\prime}}\lfloor\alpha)=0\right.$. Then the definition of $|\alpha|$-variation implies $V_{|\alpha|}\left(f_{\alpha}^{a}, I_{x}^{y}\lfloor\alpha)=0\right.$, which ends the proof of (2.2).

In what follows we will prove the following assertion equivalent to the inequality in our lemma: if $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right), x, y \in I_{a}^{b}, x<y$, and $\gamma \in \mathscr{A}(n)$, then

$$
\operatorname{TV}\left(f, I_{x}^{x+\gamma(y-x)}\right) \leqslant \operatorname{TV}\left(f, I_{a}^{x+\gamma(y-x)}\right)-\operatorname{TV}\left(f, I_{a}^{x}\right)
$$

2. Let us show that if $\alpha \in \mathscr{A}(n)$, then

$$
\begin{equation*}
V_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha) \leqslant \sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\lfloor\beta) .\right.\right. \tag{2.3}
\end{equation*}
$$

Note that if $x \leqslant \bar{x}<y$, then (1.11) with $a$ replaced by $x$ and $x$-by $\bar{x}$ and Lemma 7 with $x$ replaced by $x+\alpha(\bar{x}-x)$ imply

$$
\begin{align*}
\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{x}, I_{\bar{x}}^{y}\lfloor\alpha)\right. & =\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{x+\alpha(\bar{x}-x)}, I_{x+\alpha(\bar{x}-x)}^{y} \mid \alpha\right) \\
& =(-1)^{|\alpha|} \sum_{\alpha \leqslant \beta \leqslant 1}(-1)^{|\beta|} \operatorname{md}_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(\bar{x}-a)}^{x+\alpha(y-x)}\llcorner\beta) .\right. \tag{2.4}
\end{align*}
$$

Let $\mathscr{P}=\{x[\sigma]\}_{\sigma=0}^{\kappa}$ be a partition of $I_{x}^{y}$, so that $\kappa \in \mathbb{N}^{n}, x[0]=x, x[\kappa]=y$ and $x[\sigma-1]<x[\sigma]$ for all $\sigma \in \mathbb{N}^{n}, \sigma \leqslant \kappa$. We have

$$
\bigcup_{\sigma \downharpoonright \alpha} I_{a+\alpha(x[\sigma-1]-a)}^{x+\alpha(x[\sigma]-x)}=I_{a+\alpha(x-a)}^{x+\alpha(y-x)}
$$

is the union of nonoverlapping rectangles taken only over those $\sigma_{i}$ in the range $1 \leqslant \sigma_{i} \leqslant \kappa_{i}$, for which $\alpha_{i}=1, i \in\{1, \ldots, n\}$. Setting $\bar{x}=x[\sigma-1]$ and $y=x[\sigma]$ in (2.4) and taking into account the additivity property of $V_{|\beta|}$ we get

$$
\begin{aligned}
\sum_{\sigma\lfloor\alpha} \mid \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{x}, I_{x[\sigma-1]}^{x[\sigma]}\llcorner\alpha) \mid\right. & \leqslant \sum_{\sigma\lfloor\alpha} \sum_{\alpha \leqslant \beta \leqslant 1} \mid \operatorname{md}_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x[\sigma-1]-a)}^{x+\alpha(x[\sigma]-x)}\llcorner\beta) \mid\right. \\
& \leqslant \sum_{\alpha \leqslant \beta \leqslant 1} \sum_{\sigma\lfloor\alpha} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x[\sigma-1]-a)}^{x+\alpha(x[\sigma]-x)}\llcorner\beta)\right. \\
& =\sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\llcorner\beta)\right.
\end{aligned}
$$

from which (2.3) follows.
3. Taking into account that

$$
I_{a_{i}}^{y_{i}}=\left[a_{i}, y_{i}\right]=\left[a_{i}, x_{i}\right] \cup\left[x_{i}, y_{i}\right]=\bigcup_{\alpha_{i}=0,1} I_{a_{i}+\alpha_{i}\left(x_{i}-a_{i}\right)}^{x_{i}+\alpha_{i}\left(y_{i}-x_{i}\right)}, \quad i=1, \ldots, n
$$

for each $\beta \in \mathscr{A}(n)$ we have the following union of nonoverlapping rectangles:

$$
\begin{equation*}
I_{a}^{x+\gamma(y-x)}\left\llcorner\beta=\bigcup_{0 \leqslant \alpha \leqslant \beta \gamma}\left(I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\llcorner\beta)=\left(I _ { a } ^ { x } \llcorner \beta ) \cup \bigcup _ { 0 \neq \alpha \leqslant \beta \gamma } \left(I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\llcorner\beta) .\right.\right.\right.\right. \tag{2.5}
\end{equation*}
$$

This and the additivity property of $V_{|\beta|}$ imply

$$
\begin{equation*}
V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{x+\gamma(y-x)}\llcorner\beta)=V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{x}\llcorner\beta)+\sum_{0 \neq \alpha \leqslant \beta \gamma} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\llcorner\beta) .\right.\right.\right. \tag{2.6}
\end{equation*}
$$

Now we estimate the total variation of $f$ over $I_{x}^{x+\gamma(y-x)}$. If $\alpha \in \mathscr{A}(n)$ and $\alpha \not \subset \gamma$, then $\alpha_{i}=1$ and $\gamma_{i}=0$ for some $i \in\{1, \ldots, n\}$ or, $x_{i}+\gamma_{i}\left(y_{i}-x_{i}\right)=x_{i}$ and $\alpha_{i}=1$, and so, by (2.2) with $a=x, V_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{x+\gamma(y-x)}\lfloor\alpha)=0\right.$. Moreover, we note that if $\alpha \leqslant \gamma$, then $(x+\gamma(y-x))\lfloor\alpha=y\lfloor\alpha$. These remarks together with (1.2), (2.3) and (2.6) yield:

$$
\begin{align*}
\operatorname{TV}\left(f, I_{x}^{x+\gamma(y-x)}\right) & =\sum_{0 \neq \alpha \leqslant \gamma} V_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{x+\gamma(y-x)}\llcorner\alpha)\right. \\
& =\sum_{0 \neq \alpha \leqslant \gamma} V_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)\right. \\
& \leqslant \sum_{0 \neq \alpha \leqslant \gamma} \sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\llcorner\beta)\right.  \tag{2.7}\\
& =\sum_{0 \neq \beta \leqslant 1} \sum_{0 \neq \alpha \leqslant \beta \gamma} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\llcorner\beta)\right. \\
& =\sum_{0 \neq \beta \leqslant 1}\left(V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{x+\gamma(y-x)}\llcorner\beta)-V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{x} L \beta\right)\right)\right. \\
& =\operatorname{TV}\left(f, I_{a}^{x+\gamma(y-x)}\right)-\mathrm{TV}\left(f, I_{a}^{x}\right) \tag{2.8}
\end{align*}
$$

and the desired inequality follows.

## 3. On totally monotone functions

Recall that a function $f: I_{a}^{b} \rightarrow \mathbb{R}$ is said to be totally monotone (e.g., [7,11]) if $(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha) \geqslant 0\right.$ for all $\alpha \in \mathscr{A}(n)$ and $x, y \in I_{a}^{b}, x \leqslant y$. In this case $x \leqslant y$ implies $V_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)=(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)\right.\right.$, so that, by Lemma 6 with $\gamma=1$, $f(x) \leqslant f(y)$ and $\operatorname{TV}\left(f, I_{x}^{y}\right)=f(y)-f(x)$.

Given $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, the function $v(x) \equiv v_{f}(x)=\operatorname{TV}\left(f, I_{a}^{x}\right), x \in I_{a}^{b}$, is called the total variation function of $f$. We have

Lemma 9. If $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right), \alpha \in \mathscr{A}(n)$, and $x, y \in I_{a}^{b}, x \leqslant y$, then

$$
(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(v_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)=\sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\llcorner\beta) .\right.\right.
$$

Proof. By (1.12) and definitions of $v$ and TV, we get

$$
\begin{align*}
\operatorname{md}_{|\alpha|}\left(v_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)\right. & =\sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} v(x+\theta(y-x)) \\
& =\sum_{0 \neq \beta \leqslant 1} \sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{x+\theta(y-x)}\lfloor\beta) .\right. \tag{3.1}
\end{align*}
$$

Let us show that the sum over $\beta \in \mathscr{A}(n)$ can be replaced by the sum over $\beta \in \mathscr{A}(n)$ with $\beta \geqslant \alpha$ or, in other words, if $\beta \in \mathscr{A}(n)$ and $\beta \ngtr \alpha$, then

$$
\begin{equation*}
\sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{x+\theta(y-x)} L \beta\right)=0 . \tag{3.2}
\end{equation*}
$$

In fact, $\#\left\{\theta \in \mathscr{A}_{0}(n) \mid \theta \leqslant \alpha\right\}=2^{|\alpha|}$ is an even number, and since $\beta \ngtr \alpha$, there exists $i \in$ $\{1, \ldots, n\}$ such that $\beta_{i}=0$ and $\alpha_{i}=1$, and so, in the union

$$
\left\{\theta \in \mathscr{A}_{0}(n) \mid \theta \leqslant \alpha\right\}=\left\{\theta \in \mathscr{A}_{0}(n) \mid \theta \leqslant \alpha, \theta_{i}=1\right\} \cup\left\{\theta \in \mathscr{A}_{0}(n) \mid \theta \leqslant \alpha, \theta_{i}=0\right\}
$$

the sets on the right are disjoint and have the same number of elements equal to $2^{|\alpha|-1}$. If $\theta \in \mathscr{A}_{0}(n), \theta \leqslant \alpha$, we set $\bar{\theta}=\left(\theta_{1}, \ldots, \theta_{i-1}, 1-\theta_{i}, \theta_{i+1}, \ldots, \theta_{n}\right)$, so that $\bar{\theta} \in \mathscr{A}_{0}(n), \bar{\theta} \leqslant \alpha$ and $||\theta|-|\bar{\theta}||=1$. Since $\beta_{i}=0$, we have $(x+\theta(y-x))\llcorner\beta=(x+\bar{\theta}(y-x))\llcorner\beta$, and so, the sum of the two terms on the left in (3.2) corresponding to $\theta$ and $\bar{\theta}$ vanishes, and equality (3.2) follows.

By virtue of (2.6) (with $\gamma$ replaced by $\theta \in \mathscr{A}_{0}(n)$ ),

$$
V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{x+\theta(y-x)}\llcorner\beta)=\sum_{0 \leqslant \gamma \leqslant \beta \theta} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\gamma(x-a)}^{x+\gamma(y-x)}\llcorner\beta)\right.\right.
$$

and so, (3.1) yields (note that in the third sum below conditions $\gamma \leqslant \theta, \theta \leqslant \alpha$ and $\alpha \leqslant \beta$ imply $\gamma \leqslant \beta$ )

$$
\begin{aligned}
\operatorname{md}_{|\alpha|}\left(v_{\alpha}^{x}, I_{x}^{y}\llcorner\alpha)\right. & =\sum_{\alpha \leqslant \beta \leqslant 1} \sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} \sum_{0 \leqslant \gamma \leqslant \theta} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\gamma(x-a)}^{x+\gamma(y-x)}\llcorner\beta)\right. \\
& =\sum_{\alpha \leqslant \beta \leqslant 1} \sum_{0 \leqslant \gamma \leqslant \alpha}\left[\sum_{\gamma \leqslant \theta \leqslant \alpha}(-1)^{|\theta|}\right] V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\gamma(x-a)}^{x+\gamma(y-x)}\llcorner\beta) .\right.
\end{aligned}
$$

Let us denote the quantity in square brackets by $c_{\gamma}$. If $\gamma \leqslant \theta \leqslant \alpha$ and $j=|\theta|$, then $|\gamma| \leqslant j \leqslant|\alpha|$, and since

$$
\begin{equation*}
\#\left\{\theta \in \mathscr{A}_{0}(n)|\gamma \leqslant \theta \leqslant \alpha,|\theta|=j\}=C_{|\alpha|-|\gamma|}^{j-|\gamma|}, \quad \text { where } C_{m}^{i}=\frac{m!}{i!(m-i)!}\right. \tag{3.3}
\end{equation*}
$$

(with the usual convention that $0!=1$ ), we have:

$$
c_{\gamma}=\sum_{j=|\gamma|}^{|\alpha|}(-1)^{j} C_{|\alpha|-|\gamma|}^{j-|\gamma|}= \begin{cases}(-1)^{|\gamma|}(1-1)^{|\alpha|-|\gamma|}=0 & \text { if } \alpha \neq \gamma \leqslant \alpha, \\ (-1)^{|\alpha|} & \text { if } \gamma=\alpha,\end{cases}
$$

which completes the proof of Lemma 9.

As a corollary, we get the following result due to Leonov [7, Theorem 3]:
Corollary 10. If $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, then the total variation function $v=v_{f}$ and the function $\pi=v-f$ are totally monotone.

Proof. That $v$ is totally monotone is a consequence of Lemma 9 and the definition of monotonicity. The total monotonicity of $\pi$ is a consequence of (1.12) and Lemmas 9 and 7: if $\alpha \in \mathscr{A}(n)$ and $x, y \in I_{a}^{b}, x \leqslant y$, then

$$
\begin{aligned}
(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(\pi_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)=\right. & (-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(v_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)-(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{x}, I_{x}^{y}\lfloor\alpha)\right.\right. \\
= & \sum_{\alpha \leqslant \beta \leqslant 1}\left[V _ { | \beta | } \left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\lfloor\beta)-(-1)^{|\beta|}\right.\right. \\
& \times \operatorname{md}_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{x+\alpha(y-x)}\lfloor\beta)\right] \geqslant 0 .
\end{aligned}
$$

Corollary 11. If $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ and $\alpha \in \mathscr{A}(n)$, then

$$
V_{|\alpha|}\left(v_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha)=\sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{a+\alpha(b-a)}\lfloor\beta)\right.\right.
$$

and, in particular, $V_{n}\left(v, I_{a}^{b}\right)=V_{n}\left(f, I_{a}^{b}\right)$ and $\operatorname{TV}\left(v, I_{a}^{b}\right)=\operatorname{TV}\left(f, I_{a}^{b}\right)$.
Proof. Given $x, y \in I_{a}^{b}, x \leqslant y$, applying (1.11) and Lemma 9 with $x$ replaced by $a+\alpha(x-a)$, we get

$$
\begin{aligned}
(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(v_{\alpha}^{a}, I_{x}^{y}\lfloor\alpha)\right. & =(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(v_{\alpha}^{a+\alpha(x-a)}, I_{a+\alpha(x-a)}^{y}\lfloor\alpha)\right. \\
& =\sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x-a)}^{a+\alpha(y-a)}\llcorner\beta)\right.
\end{aligned}
$$

Let $\mathscr{P}=\{x[\sigma]\}_{\sigma=0}^{\kappa}$ be a partition of $I_{a}^{b}$. The additivity of $V_{|\beta|}$ gives:

$$
\begin{aligned}
\sum_{\sigma\lfloor\alpha} \mid \operatorname{md}_{|\alpha|}\left(v_{\alpha}^{a}, I_{x[\sigma-1]}^{x[\sigma]}\lfloor\alpha) \mid\right. & =\sum_{\sigma\lfloor\alpha}(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(v_{\alpha}^{a}, I_{x[\sigma-1]}^{x[\sigma]}\lfloor\alpha)\right. \\
& =\sum_{\alpha \leqslant \beta \leqslant 1} \sum_{\sigma\lfloor\alpha} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha(x[\sigma-1]-a)}^{a+\alpha(x[\sigma]-a)}\llcorner\beta)\right. \\
& =\sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{a+\alpha(b-a)}\lfloor\beta) .\right.
\end{aligned}
$$

It remains to note that, by virtue of (2.7)-(2.8) with $\gamma=1, x=a$ and $y=b$,

$$
\begin{aligned}
\operatorname{TV}\left(v, I_{a}^{b}\right) & =\sum_{0 \neq \alpha \leqslant 1} V_{|\alpha|}\left(v_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha)\right. \\
& =\sum_{0 \neq \alpha \leqslant 1} \sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{a+\alpha(b-a)}\lfloor\beta)=\operatorname{TV}\left(f, I_{a}^{b}\right) .\right.
\end{aligned}
$$

## 4. The left regularization

In order to prove the first main result of Part II (Theorem 2 in Section 1), we first show that the limits on the right in (1.6), defining the left regularization $f^{*}$ of a function $f \in$ $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, do exist.

Lemma 12. If $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, the function $f^{*}: I_{a}^{b} \rightarrow \mathbb{R}$ given by (1.6) is well defined.
Proof. For the sake of clarity we divide the proof into four steps.
Let $y \in I_{a}^{b}, a<y \leqslant b, \gamma \in \mathscr{A}_{0}(n)$ and $x \in I_{a}^{b}$ be such that $x_{i}<y_{i}$ for those $i \in\{1, \ldots, n\}$ for which $\gamma_{i}=1$ and $a_{i}<x_{i}$ for the remaining $i$ 's.

1. Given $\alpha \in \mathscr{A}(n),(1.10)$ and the change of variables $\theta \mapsto \alpha-\theta$ yield:

$$
\begin{align*}
& \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a+\gamma(y-a)}, I_{a+\gamma(x-a)}^{x+\gamma(y-x)}\lfloor\alpha)\right. \\
& =\sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} f(a+\gamma(y-a)+(\alpha-\theta) \gamma(x-y)+\theta(1-\gamma)(x-a)) \\
& =(-1)^{|\alpha|} \sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} f(a+\gamma(y-a)+\theta \gamma(x-y) \\
& \quad+(\alpha-\theta)(1-\gamma)(x-a)) . \tag{4.1}
\end{align*}
$$

2. We have the following counterpart of Lemma 6 :

$$
\begin{equation*}
f(x)-f(a+\gamma(y-a))=\sum_{0 \neq \alpha \leqslant 1}(-1)^{|\alpha(1-\gamma)|} \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a+\gamma(y-a)}, I_{a+\gamma(x-a)}^{x+\gamma(y-x)}\lfloor\alpha) .\right. \tag{4.2}
\end{equation*}
$$

In order to prove it, we note (see (4.1)) that, given $\delta, \eta \in \mathscr{A}_{0}(n), 0 \leqslant \delta \leqslant \gamma, 0 \leqslant \eta \leqslant 1-\gamma$ and $\alpha \in \mathscr{A}(n)$, the system of equations $\{\theta \gamma=\delta,(\alpha-\theta)(1-\gamma)=\eta\}$ has a unique solution $\theta \in \mathscr{A}_{0}(n), \theta \leqslant \alpha$, if and only if $\alpha \geqslant \delta \vee \eta \equiv \max \{\delta, \eta\}$; moreover, this solution is given by $\theta=\alpha(1-\gamma)+\delta-\eta=\alpha(1-\gamma+\delta-\eta)$ and we have $|\theta|=|\alpha(1-\gamma)|+|\delta|-|\eta|$. Consequently, the right-hand side of (4.2) can be rewritten, by virtue of (4.1), as the sum of terms of the form

$$
c(\delta, \eta) \cdot f(a+\gamma(y-a)+\delta(x-y)+\eta(x-a))
$$

over all multiindices $0 \leqslant \delta \leqslant \gamma$ and $0 \leqslant \eta \leqslant 1-\gamma$. To evaluate the factor $c(\delta, \eta)$, we set $\lambda=\delta \vee \eta$ and note that (cf. (3.3))

$$
\#\left\{\alpha \in \mathscr{A}(n)|\alpha \geqslant \lambda,|\alpha|=i\}=C_{n-|\lambda|}^{i-|\lambda|} \quad \text { if } \max \{1,|\lambda|\} \leqslant i \leqslant n\right.
$$

and so, the right-hand side of (4.2) and (4.1) imply

$$
c(\delta, \eta)=(-1)^{|\delta|+|\eta|} \sum_{i=\max \{1,|\lambda|\}}^{n}(-1)^{i} C_{n-|\lambda|}^{i-|\lambda|} .
$$

The binomial formula gives: $c(0,0)=-1$ (which corresponds to $f(a+\gamma(y-a))), c(\gamma, 1-$ $\gamma)=1$ (which corresponds to $f(x)$ ), and $c(\delta, \eta)=0$ otherwise.
3. The following equality is a variant of Lemma 7: if $\bar{x}, \bar{y} \in I_{a}^{b}, \bar{x}<\bar{y}$, and $\alpha \in \mathscr{A}(n)$, we have

$$
\begin{equation*}
(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a+\gamma(y-a)}, I_{\bar{x}}^{\bar{y}}\lfloor\alpha)=\sum_{\alpha \leqslant \beta \leqslant \alpha \vee \gamma}(-1)^{|\beta|} \operatorname{md}_{|\beta|}\left(f_{\beta}^{a+\alpha(\bar{x}-a)}, I_{a+\alpha \cdot(\bar{x}-a)}^{y+\alpha(\bar{y}-y)}\lfloor\beta)\right.\right. \tag{4.3}
\end{equation*}
$$

where $\alpha \vee \gamma \equiv \max \{\alpha, \gamma\}=\alpha+\gamma-\alpha \gamma$.
In fact, according to (1.10) the left-hand side of (4.3) is equal to

$$
\begin{equation*}
(-1)^{|\alpha|} \sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} f(a+\gamma(1-\alpha)(y-a)+\alpha(\bar{x}-a)+\theta(\bar{y}-\bar{x})) \tag{4.4}
\end{equation*}
$$

and the right-hand side of (4.3) is the expression

$$
\begin{equation*}
\sum_{\alpha \leqslant \beta \leqslant \alpha \vee \gamma}(-1)^{|\beta|} \sum_{0 \leqslant \eta \leqslant \beta}(-1)^{|\eta|} \underbrace{f(a+\alpha(\bar{x}-a)+\eta[y-a+\alpha(\bar{y}-y-\bar{x}+a)])}_{f(\cdots)} . \tag{4.5}
\end{equation*}
$$

Clearly, (4.5) can be written as the sum of terms of the form $c_{\eta} \cdot f(\cdots)$ over all $\eta \in \mathscr{A}_{0}(n)$, $\eta \leqslant \alpha \vee \gamma$. Let $0 \leqslant \eta \leqslant \alpha \vee \gamma$, and let us calculate $c_{\eta}$. We set $\mu=\alpha \vee \eta$ and note that $\alpha \leqslant \mu \leqslant \alpha \vee \gamma$, since

$$
\alpha \leqslant \mu=\alpha+(1-\alpha) \eta \leqslant \alpha+(1-\alpha)(\alpha+\gamma-\alpha \gamma)=\alpha \vee(\alpha \vee \gamma)=\alpha \vee \gamma
$$

It follows that $|\alpha| \leqslant|\mu| \leqslant|\alpha \vee \gamma|$. If $|\mu| \leqslant i \leqslant|\alpha \vee \gamma|$, then, again by (3.3),

$$
\#\left\{\beta \in \mathscr{A}(n)|\mu \leqslant \beta \leqslant \alpha \vee \gamma,|\beta|=i\}=C_{|\alpha \vee \gamma|-|\mu|}^{i-|\mu|}\right.
$$

and so, (4.5) implies

$$
\begin{aligned}
c_{\eta} & =(-1)^{|\eta|} \sum_{i=|\mu|}^{|\alpha \vee \gamma|}(-1)^{i} C_{|\alpha \vee \gamma|-|\mu|}^{i-|\mu|}=(-1)^{|\eta|+|\mu|} \sum_{j=0}^{|\alpha \vee \gamma|-|\mu|}(-1)^{j} C_{|\alpha \vee \gamma|-|\mu|}^{j} \\
& = \begin{cases}(-1)^{|\eta|+|\mu|} & \text { if }|\mu|=|\alpha \vee \gamma|, \\
0 & \text { if }|\alpha| \leqslant|\mu|<|\alpha \vee \gamma| .\end{cases}
\end{aligned}
$$

We have: $|\mu|=|\alpha \vee \gamma|$ if and only if $\mu=\alpha \vee \gamma$ if and only if there exists a unique $\theta \in \mathscr{A}_{0}(n)$ such that $\theta \leqslant \alpha$ and $\eta=\gamma(1-\alpha)+\theta$. Indeed, if $\eta \in \mathscr{A}_{0}(n)$ and $\alpha \vee \eta=\alpha \vee \gamma$ (recall that $\mu=\alpha \vee \eta$ ), then $\eta \leqslant \alpha \vee \eta=\alpha+\gamma(1-\alpha)$, and so, $\eta-\gamma(1-\alpha) \leqslant \alpha$; also, equality $\alpha \vee \eta=\alpha \vee \gamma$ yields $\eta \geqslant \gamma(1-\alpha)$, for otherwise there exists $i \in\{1, \ldots, n\}$ such that $\eta_{i}=0$ and $\gamma_{i}\left(1-\alpha_{i}\right)=1$, so that $\alpha_{i} \vee \eta_{i}=\alpha_{i} \neq \alpha_{i}+1=\alpha_{i} \vee \gamma_{i}$. It remains to define $0 \leqslant \theta \leqslant \alpha$ by $\theta=\eta-\gamma(1-\alpha)$.

Now, let $\theta \in \mathscr{A}_{0}(n), \theta \leqslant \alpha$ (as in (4.4)). Setting $\eta=\gamma(1-\alpha)+\theta$, we find

$$
|\eta|=|\gamma(1-\alpha)|+|\theta| \quad \text { and } \quad|\mu|=|\alpha \vee \eta|=|\alpha \vee \gamma|=|\alpha|+|\gamma(1-\alpha)|
$$

and so, $c_{\eta}=(-1)^{|\alpha|}(-1)^{|\theta|}$; it also follows that

$$
\begin{aligned}
& a+\alpha(\bar{x}-a)+\eta[y-a+\alpha(\bar{y}-y-\bar{x}+a)] \\
& \quad=a+\gamma(1-\alpha)(y-a)+\alpha(\bar{x}-a)+\theta(\bar{y}-\bar{x}) .
\end{aligned}
$$

On the other hand, if $\eta \in \mathscr{A}_{0}(n), \eta \leqslant \alpha \vee \gamma$ and $\eta \neq \gamma(1-\alpha)+\theta$, then $c_{\eta}=0$. In this way we have proved that (4.5) is equal to (4.4).
4. Suppose $f: I_{a}^{b} \rightarrow \mathbb{R}$ is totally monotone. Given $\alpha \in \mathscr{A}(n)$, we put

$$
\mathscr{I}_{\alpha}=\left\{I=I_{\bar{x}}^{\bar{y}} L \alpha \mid \bar{x}, \bar{y} \in I_{a}^{b}, \bar{x}<\bar{y}\right\}
$$

and define a function (on rectangles) $Q_{\alpha}: \mathscr{I}_{\alpha} \rightarrow \mathbb{R}$ as follows: if $I \in \mathscr{I}_{\alpha}$ is of the form $I=I \frac{\bar{y}}{\bar{x}} L \alpha$ for some $\bar{x}, \bar{y} \in I_{a}^{b}$ with $\bar{x}<\bar{y}$, we set:

$$
Q_{\alpha}(I)=(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a+\gamma(y-a)}, I \frac{\bar{y}}{\bar{y}} L \alpha\right) .
$$

Since $f$ is totally monotone, it follows from (4.3) that $Q_{\alpha}$ is nonnegative, i.e., $Q_{\alpha}(I) \geqslant 0$ for all $I \in \mathscr{I} \alpha$. On the other hand, (4.4) implies that $Q_{\alpha}$ is additive in the sense that if a rectangle $I \in \mathscr{I}_{\alpha}$ is a finite union of nonoverlapping rectangles $I_{j} \in \mathscr{I}_{\alpha}$, then $Q_{\alpha}(I)=\sum_{j} Q_{\alpha}\left(I_{j}\right)$. Consequently, $Q_{\alpha}$ is monotone, i.e., if $I^{\prime}, I^{\prime \prime} \in \mathscr{I}_{\alpha}$ and $I^{\prime} \subset I^{\prime \prime}$, then $Q_{\alpha}\left(I^{\prime}\right) \leqslant Q_{\alpha}\left(I^{\prime \prime}\right)$. Let $\mathscr{I}_{\alpha}(a+\gamma(y-a))$ be the subset of $\mathscr{I}_{\alpha}$ of all rectangles $I$ of the form $I=I_{a+\gamma(x-a)}^{x+\gamma(y-x)}\lfloor\alpha$, where $x \in I_{a}^{b}$ is such that $x_{i}<y_{i}$ if $\gamma_{i}=1$ and $a_{i}<x_{i}$ if $\gamma_{i}=0, i \in\{1, \ldots, n\}$. All rectangles $I \in \mathscr{I}_{\alpha}(a+\gamma(y-a))$ have the point $(a+\gamma(y-a))\lfloor\alpha$ as a common vertex and, as $x \rightarrow(a+0)+\gamma((y-0)-(a+0))$, the rectangles $I_{a+\gamma(x-a)}^{x+\gamma(y-x)}\lfloor\alpha$ shrink to the point $(a+\gamma(y-a))\left\lfloor\alpha\right.$. Considering $\mathscr{I}_{\alpha}(a+\gamma(y-a))$ as a directed set, the rectangles in it being directed by inclusion, we find, due to the monotonicity of $Q_{\alpha}$, that the Moore-Smith limit (e.g., [6, Chapter 1]) of $Q_{\alpha}(I)$ over rectangles $I \in \mathscr{I}_{\alpha}(a+\gamma(y-a))$ shrinking to $(a+\gamma(y-a))\lfloor\alpha$ exists and is equal to

$$
q_{\alpha}(a+\gamma(y-a)) \equiv \lim _{I \in \mathscr{I}_{\alpha}(a+\gamma(y-a))} Q_{\alpha}(I)=\inf \left\{Q_{\alpha}(I) \mid I \in \mathscr{I}_{\alpha}(a+\gamma(y-a))\right\}
$$

It follows that

$$
\lim _{x \rightarrow(a+0)+\gamma((y-0)-(a+0))}(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a+\gamma(y-a)}, I_{a+\gamma(x-a)}^{x+\gamma(y-x)}\lfloor\alpha)=q_{\alpha}(a+\gamma(y-a))\right.
$$

and so, by (4.2), the desired limit $f^{*}(a+\gamma(y-a))$ exists and is equal to

$$
f^{*}(a+\gamma(y-a))=f(a+\gamma(y-a))+\sum_{0 \neq \alpha \leqslant 1}(-1)^{|\alpha(1-\gamma)|+|\alpha|} \cdot q_{\alpha}(a+\gamma(y-a)) .
$$

Now, if $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, then, by Corollary 10 , the total variation function $v$ of $f$ and $\pi=v-f$ are totally monotone, and so, as we have just seen, they admit the limits $v^{*}(a+\gamma(y-a))$ and $\pi^{*}(a+\gamma(y-a))$, respectively, and it remains to note that $f^{*}(a+\gamma(y-a))=v^{*}(a+$ $\gamma(y-a))-\pi^{*}(a+\gamma(y-a))$.

Proof of Theorem 2. First we show that $f^{*}$ is left continuous. It is known ([1], [6, III.5.4], [11]) that the set of discontinuity points of any totally monotone function on $I_{a}^{b}$ lies on at
most a countable set of hyperplanes of dimension $n-1$ parallel to the coordinate axes. By Corollary 10 , the same is true for our function $f$. Therefore for each $y \in I_{a}^{b}$ with $a<y \leqslant b$ there exists a sequence $\left\{x^{k}\right\}_{k=1}^{\infty} \subset I_{a}^{b}$ of points of continuity of $f$ such that $x^{k}<y$ for all $k \in \mathbb{N}$ and $x^{k} \rightarrow y$ in $\mathbb{R}^{n}$ as $k \rightarrow \infty$. It then follows that

$$
\lim _{x \rightarrow y-0} f^{*}(x)=\lim _{k \rightarrow \infty} f^{*}\left(x^{k}\right)=\lim _{k \rightarrow \infty} f\left(x^{k}\right)=\lim _{x \rightarrow y-0} f(x)=f^{*}(y)
$$

Now we prove inequalities (1.7) and (1.8). Let $\alpha \in \mathscr{A}(n)$ and $\mathscr{P}=\{x[\sigma]\}_{\sigma=0}^{\kappa}$ be a partition of $I_{a}^{b}$, so that $\kappa \in \mathbb{N}^{n}, x[0]=a, x[\kappa]=b$ and $x[\sigma-1]<x[\sigma]$ for all $\sigma \in \mathbb{N}^{n}, 1 \leqslant \sigma \leqslant \kappa$. We set $\kappa^{\alpha}=\kappa_{1}^{\alpha_{1}} \cdots \kappa_{n}^{\alpha_{n}}$. By definition of $f^{*}$, for each $\sigma \in \mathbb{N}_{0}^{n}, 1 \leqslant \sigma \leqslant \kappa$, we have:

$$
f^{*}(a+\alpha(x[\sigma]-a))=\lim _{x \rightarrow(a+0)+\alpha((x[\sigma]-0)-(a+0))} f(x)
$$

and

$$
f^{*}(a)=\lim _{x \rightarrow a+0} f(x)
$$

and so, given $\varepsilon>0$, there exist $x^{\prime}[\sigma] \in I_{a}^{b}, x[\sigma-1]<x^{\prime}[\sigma]<x[\sigma]$ and $a^{\prime} \equiv x^{\prime}[0] \in I_{a}^{b}$, $a<a^{\prime}<x^{\prime}[1]$ (note that $x^{\prime}[\sigma]$ and $a^{\prime}$ depend on $\alpha$ and $\varepsilon$ ) such that

$$
\begin{align*}
& \left|f^{*}(a+\alpha(x[\sigma]-a))-f\left(a^{\prime}+\alpha\left(x^{\prime}[\sigma]-a^{\prime}\right)\right)\right| \leqslant \varepsilon /\left(2^{|\alpha|} \kappa^{\alpha}\right), \\
& \left|f^{*}(a)-f\left(a^{\prime}\right)\right| \leqslant \varepsilon /\left(2^{|\alpha|} \kappa^{\alpha}\right) . \tag{4.6}
\end{align*}
$$

Taking into account (1.10) we have:

$$
\begin{align*}
&\left|\operatorname{md}_{|\alpha|}\left(\left(f^{*}\right)_{\alpha}^{a}, I_{x[\sigma-1]}^{x[\sigma]} \mid \alpha\right)\right| \\
&=\left|\sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} f^{*}(a+\alpha(x[\sigma-1]-a)+\theta(x[\sigma]-x[\sigma-1]))\right| \\
& \leqslant \mid \sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|}\left[f^{*}(a+\alpha(x[\sigma-1]-a)+\theta(x[\sigma]-x[\sigma-1]))\right. \\
&\left.-f\left(a^{\prime}+\alpha\left(x^{\prime}[\sigma-1]-a^{\prime}\right)+\theta\left(x^{\prime}[\sigma]-x^{\prime}[\sigma-1]\right)\right)\right] \mid \\
&+\left|\sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} f\left(a^{\prime}+\alpha\left(x^{\prime}[\sigma-1]-a^{\prime}\right)+\theta\left(x^{\prime}[\sigma]-x^{\prime}[\sigma-1]\right)\right)\right| \tag{4.7}
\end{align*}
$$

Noting that for $\theta \leqslant \alpha$ the expression $a+\alpha(x-a)+\theta(y-x)$ in the arguments of $f^{*}$ and $f$ can also be written in the form

$$
a+\alpha(x-a)+\theta(y-x)=[a+\alpha(x-a)]+\theta([a+\alpha(y-a)]-[a+\alpha(x-a)])
$$

(and so, inequalities (4.6) apply) and that, by (1.10),

$$
\sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} f(a+\alpha(x-a)+\theta(y-x))=\operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a}, I_{x}^{y}\lfloor\alpha),\right.
$$

applying (4.6) and (1.11), we proceed from (4.7) as follows:

$$
\begin{align*}
& \leqslant\left(\sum_{0 \leqslant \theta \leqslant \alpha} \frac{\varepsilon}{2^{|\alpha|} \kappa^{\alpha}}\right)+\mid \operatorname{md}_{|\alpha|}\left(f_{\alpha}^{a^{\prime}+\alpha\left(x^{\prime}[\sigma-1]-a^{\prime}\right)}, I_{a^{\prime}+\alpha\left(x^{\prime}[\sigma-1]-a^{\prime}\right)}^{x^{\prime}[\sigma]}\lfloor\alpha) \mid\right. \\
& \quad \equiv\left(\varepsilon / \kappa^{\alpha}\right)+M_{\alpha}(\sigma) . \tag{4.8}
\end{align*}
$$

By Lemma 7 with $x=a^{\prime}+\alpha\left(x^{\prime}[\sigma-1]-a^{\prime}\right)$ and $y=x^{\prime}[\sigma]$, we get

$$
M_{\alpha}(\sigma) \leqslant \sum_{\alpha \leqslant \beta \leqslant 1}\left|\operatorname{md}_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha\left(x^{\prime}[\sigma-1]-a\right)}^{a^{\prime}+\alpha\left(x^{\prime}[\sigma]-a^{\prime}\right)} L \beta\right)\right|
$$

Taking this into account, summing inequalities (4.7)-(4.8) over all $\sigma\left\lfloor\alpha\right.$ (i.e., over those $\sigma_{i}$, $1 \leqslant \sigma_{i} \leqslant \kappa_{i}$, for which $\alpha_{i}=1$ ) and using the additivity property of $V_{|\beta|}$ in the last inequality below, we find

$$
\begin{aligned}
& \sum_{\sigma\lfloor\alpha} \mid \operatorname{md}_{|\alpha|}\left(\left(f^{*}\right)_{\alpha}^{a}, I_{x[\sigma-1]}^{x[\sigma]}\lfloor\alpha) \mid\right. \\
& \left.\leqslant \sum_{\sigma\lfloor\alpha} \frac{\varepsilon}{\kappa^{\alpha}}+\sum_{\alpha \leqslant \beta \leqslant 1} \sum_{\sigma\lfloor\alpha} \right\rvert\, \operatorname{md}_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha\left(x^{\prime}[\sigma-1]-a\right)}^{a^{\prime}+\alpha\left(x^{\prime}[\sigma]-a^{\prime}\right)}\llcorner\beta) \mid\right. \\
& \leqslant \varepsilon+\sum_{\alpha \leqslant \beta \leqslant 1} \sum_{\sigma\lfloor\alpha} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha\left(x^{\prime}[\sigma-1]-a\right)}^{a^{\prime}+\alpha\left(x^{\prime}[\sigma]-a^{\prime}\right)}\llcorner\beta)\right. \\
& =\varepsilon+\sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha\left(x^{\prime}[0]-a\right)}^{a^{\prime}+\alpha\left(x^{\prime}[\kappa]-a^{\prime}\right)}\lfloor\beta)\right. \\
& \leqslant \varepsilon+\sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a+\alpha\left(a^{\prime}-a\right)}^{a^{\prime}+\alpha\left(b-a^{\prime}\right)}\lfloor\beta),\right.
\end{aligned}
$$

whence, taking the supremum over all partitions $\mathscr{P}$ of $I_{a}^{b}$,

$$
V_{|\alpha|}\left(\left(f^{*}\right)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha) \leqslant \varepsilon+\sum_{\alpha \leqslant \beta \leqslant 1} V_{|\beta|}\left(f_{\beta}^{a}, I_{a}^{b}\lfloor\beta)\right.\right.
$$

and (1.7) follows due to the arbitrariness of $\varepsilon>0$. The first inequality in (1.8) follows from (1.7) with $\alpha=1$ and the second inequality in (1.8) is a consequence of (1.7), (1.2) and the facts that the right-hand side of (1.7) does not exceed the total variation TV $\left(f, I_{a}^{b}\right)$ and $\# \mathscr{A}(n)=2^{n}-1$.

## 5. Lipschitzian superposition operators

This section is devoted to the proof of Theorem 3 and construction of an example (cf. Theorem 14) showing that one cannot in general replace $h^{*}$ by $h$ in the representation (1.9).

Proof of Theorem 3. Since $H: \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right) \rightarrow \mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ is Lipschitzian, there exists a constant $L=L(H)>0$ such that for all $f_{1}, f_{2} \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ we have $\left\|H f_{1}-H f_{2}\right\| \leqslant L \| f_{1}-$ $f_{2} \|$ or, more explicitly, using definitions (1.3) and (1.2),

$$
\begin{align*}
& \left|\left(H f_{1}-H f_{2}\right)(a)\right|+\sum_{0 \neq \alpha \leqslant 1} V_{|\alpha|}\left(\left(H f_{1}-H f_{2}\right)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha)\right. \\
& \quad \leqslant L\left[\left|\left(f_{1}-f_{2}\right)(a)\right|+\sum_{0 \neq \alpha \leqslant 1} V_{|\alpha|}\left(\left(f_{1}-f_{2}\right)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha)\right]\right. \tag{5.1}
\end{align*}
$$

Given $r, s \in \mathbb{R}, r<s$, we define an auxiliary Lipschitz function $\Psi_{r, s}: \mathbb{R} \rightarrow[0,1]$ by

$$
\Psi_{r, s}(t)= \begin{cases}0 & \text { if } t \leqslant r \\ (t-r) /(s-r) & \text { if } r \leqslant t \leqslant s \\ 1 & \text { if } t \geqslant s\end{cases}
$$

1. First we show that the family $\left\{h(\bar{x}, \cdot) \mid \bar{x} \in I_{a}^{b}\right\}$ is uniformly Lipschitzian:

$$
\begin{equation*}
\left|h\left(\bar{x}, u_{1}\right)-h\left(\bar{x}, u_{2}\right)\right| \leqslant 2 L\left|u_{1}-u_{2}\right|, \quad \bar{x} \in I_{a}^{b}, \quad u_{1}, u_{2} \in \mathbb{R} . \tag{5.2}
\end{equation*}
$$

Given $\bar{x} \in I_{a}^{b}$, we consider two cases: (i) $\bar{x} \neq a$, and (ii) $\bar{x}=a$.
Case (i): There exist $a<x \leqslant b$ and $\gamma \in \mathscr{A}(n)$ such that $\bar{x}=a+\gamma(x-a)$. If $u_{1}, u_{2} \in \mathbb{R}$, we define two functions $f_{1}, f_{2} \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ by

$$
\begin{equation*}
f_{j}(y)=\frac{u_{j}}{|\gamma|} \sum_{i=1}^{n} \gamma_{i} \Psi_{a_{i}, x_{i}}\left(y_{i}\right), \quad a \leqslant y=\left(y_{1}, \ldots, y_{n}\right) \leqslant b, \quad j=1,2 . \tag{5.3}
\end{equation*}
$$

Let us calculate $\left\|f_{1}-f_{2}\right\|$ (cf. (5.1)). Clearly, $f_{j}(a)=0, j=1,2$, and if we set $v(\alpha)=$ $V_{|\alpha|}\left(\left(f_{1}-f_{2}\right)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha)\right.$ for $\alpha \in \mathscr{A}(n)$, then $v(\alpha)=\gamma_{i}\left|u_{1}-u_{2}\right| /|\gamma|$ if $|\alpha|=\alpha_{i}=1, i=1, \ldots, n$ (note that $v(\alpha)$ for $|\alpha|=1$ is the usual Jordan variation of the function $\left(f_{1}-f_{2}\right)_{\alpha}^{a}$ of one variable on the closed interval $I_{a}^{b}\lfloor\alpha)$. Also, $v(\alpha)=0$ if $|\alpha| \geqslant 2$; in fact, given $p, q \in I_{a}^{b}$, $p<q$, by (1.12) and (5.3) for $j=1$, 2 we have:

$$
\operatorname{md}_{|\alpha|}\left(\left(f_{j}\right)_{\alpha}^{p}, I_{p}^{q}\lfloor\alpha)=\frac{u_{j}}{|\gamma|} \sum_{i=1}^{n} \gamma_{i} \sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|} \Psi_{a_{i}, x_{i}}\left(p_{i}+\theta_{i}\left(q_{i}-p_{i}\right)\right)\right.
$$

and so, if $i \in\{1, \ldots, n\}$ and $\alpha_{i}=0$, then $\theta_{i}=0$ and the last sum $\sum_{0 \leqslant \theta \leqslant \alpha} \cdots$ is equal to

$$
\begin{aligned}
{\left[\sum_{0 \leqslant \theta \leqslant \alpha}(-1)^{|\theta|}\right] \Psi_{a_{i}, x_{i}}\left(p_{i}\right) } & =\left[\sum_{k=0}^{|\alpha|}(-1)^{k} C_{|\alpha|}^{k}\right] \Psi_{a_{i}, x_{i}}\left(p_{i}\right) \\
& =(1-1)^{|\alpha|} \Psi_{a_{i}, x_{i}}\left(p_{i}\right)=0
\end{aligned}
$$

and if $i \in\{1, \ldots, n\}$ and $\alpha_{i}=1$, then it is equal to

$$
\begin{aligned}
& {\left[\sum_{0 \leqslant \theta \leqslant \alpha, \theta_{i}=0}(-1)^{|\theta|}\right] \Psi_{a_{i}, x_{i}}\left(p_{i}\right)+\left[\sum_{0 \leqslant \theta \leqslant \alpha, \theta_{i}=1}(-1)^{|\theta|}\right] \Psi_{a_{i}, x_{i}}\left(q_{i}\right)} \\
& =\left[\sum_{k=0}^{|\alpha|-1}(-1)^{k} C_{|\alpha|-1}^{k}\right] \Psi_{a_{i}, x_{i}}\left(p_{i}\right)+\left[\sum_{k=1}^{|\alpha|}(-1)^{k} C_{|\alpha|-1}^{k-1}\right] \Psi_{a_{i}, x_{i}}\left(q_{i}\right)=0 .
\end{aligned}
$$

Thus,

$$
\left\|f_{1}-f_{2}\right\|=\sum_{i=1}^{n} \gamma_{i}\left|u_{1}-u_{2}\right| /|\gamma|=\left|u_{1}-u_{2}\right|
$$

Noting that $\left(H f_{1}\right)(a)=\left(H f_{2}\right)(a)$ and $f_{j}(\bar{x})=f_{j}(a+\gamma(x-a))=u_{j}, j=1,2$, applying Lemma 6 and taking into account (5.1) we get:

$$
\begin{aligned}
\left|h\left(\bar{x}, u_{1}\right)-h\left(\bar{x}, u_{2}\right)\right| & =\left|h\left(\bar{x}, f_{1}(\bar{x})\right)-h\left(\bar{x}, f_{2}(\bar{x})\right)\right|=\left|\left(H f_{1}-H f_{2}\right)(\bar{x})\right| \\
& =\left|\left(H f_{1}-H f_{2}\right)(a+\gamma(x-a))-\left(H f_{1}-H f_{2}\right)(a)\right| \\
& =\mid \sum_{0 \neq \alpha \leqslant \gamma}(-1)^{|\alpha|} \operatorname{md}_{|\alpha|}\left(\left(H f_{1}-H f_{2}\right)_{\alpha}^{a}, I_{a}^{x}\lfloor\alpha) \mid\right. \\
& \leqslant \sum_{0 \neq \alpha \leqslant \gamma} V_{|\alpha|}\left(\left(H f_{1}-H f_{2}\right)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha)\right. \\
& \leqslant \operatorname{TV}\left(H f_{1}-H f_{2}, I_{a}^{b}\right)=\left\|H f_{1}-H f_{2}\right\| \\
& \leqslant L\left\|f_{1}-f_{2}\right\|=L\left|u_{1}-u_{2}\right|
\end{aligned}
$$

and inequality (5.2) follows.
Case (ii): Given $u_{1}, u_{2} \in \mathbb{R}$, we set

$$
f_{j}(y)=\left(1-\frac{1}{n} \sum_{i=1}^{n} \Psi_{a_{i}, b_{i}}\left(y_{i}\right)\right) u_{j}, \quad a \leqslant y=\left(y_{1}, \ldots, y_{n}\right) \leqslant b, \quad j=1,2
$$

and note that $f_{j}(a)=u_{j}, j=1,2$ and so, $\left|\left(f_{1}-f_{2}\right)(a)\right|=\left|u_{1}-u_{2}\right|$. We also have (see Case (i) for the definition of $v(\alpha)$ ): $v(\alpha)=\left|u_{1}-u_{2}\right| / n$ if $|\alpha|=1$, and $v(\alpha)=0$ if $|\alpha| \geqslant 2$. Thus, $\left\|f_{1}-f_{2}\right\|=2\left|u_{1}-u_{2}\right|$. Since $\left(H f_{1}\right)(b)=\left(H f_{2}\right)(b)$, it follows from Lemma 6 (with $\gamma=1$ ) and (5.1) that

$$
\begin{aligned}
\left|h\left(a, u_{1}\right)-h\left(a, u_{2}\right)\right| & =\left|\left(H f_{1}-H f_{2}\right)(b)-\left(H f_{1}-H f_{2}\right)(a)\right| \\
& \leqslant \sum_{0 \neq \alpha \leqslant 1} \mid \operatorname{md}_{|\alpha|}\left(\left(H f_{1}-H f_{2}\right)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha) \mid\right. \\
& \leqslant \sum_{0 \neq \alpha \leqslant 1} V_{|\alpha|}\left(\left(H f_{1}-H f_{2}\right)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha)\right. \\
& \leqslant 2 L\left|u_{1}-u_{2}\right|,
\end{aligned}
$$

which completes the proof of (5.2).
2. Now we prove the validity of the representation (1.9). For this, we fix $\bar{x} \in I_{a}^{b}$, so that $\bar{x}=a+\gamma(x-a)$ for some $a<x \leqslant b$ and $\gamma \in \mathscr{A}_{0}(n)$. We let $m \in \mathbb{N}$, and for $k \in$ $\{1, \ldots, m\}$ we set $x[k]=\left(x_{1}(k), \ldots, x_{n}(k)\right)$ and $y[k]=\left(y_{1}(k), \ldots, y_{n}(k)\right)$, where, given $i \in\{1, \ldots, n\}$, the $i$ th coordinates of $x[k]$ and $y[k]$ satisfy the following inequalities: $a_{i}<x_{i}(1)<y_{i}(1)<x_{i}(2)<y_{i}(2)<\cdots<x_{i}(m-1)<y_{i}(m-1)<x_{i}(m)<y_{i}(m)<b_{i}+$ $\gamma_{i}\left(x_{i}-b_{i}\right)$. Also, we define $n$ auxiliary Lipschitz functions $\Psi_{m}^{i}:\left[a_{i}, b_{i}\right] \rightarrow[0,1](i=$ $1, \ldots, n)$ as follows:

$$
\Psi_{m}^{i}(t)= \begin{cases}0 & \text { if } a_{i} \leqslant t \leqslant x_{i}(1) \\ \Psi_{x_{i}(k), y_{i}(k)}(t) & \text { if } x_{i}(k) \leqslant t \leqslant y_{i}(k), k=1, \ldots, m \\ 1-\Psi_{y_{i}(k), x_{i}(k+1)}(t) & \text { if } y_{i}(k) \leqslant t \leqslant x_{i}(k+1), k=1, \ldots, m-1 \\ 1 & \text { if } y_{i}(m) \leqslant t \leqslant b_{i}\end{cases}
$$

For arbitrary numbers $u_{1}, u_{2} \in \mathbb{R}$ and $j=1,2$ we set

$$
f_{j}(y)=\frac{u_{j}}{n} \sum_{i=1}^{n} \Psi_{m}^{i}\left(y_{i}\right)+(2-j) u_{2}, \quad a \leqslant y=\left(y_{1}, \ldots, y_{n}\right) \leqslant b
$$

and note that $f_{1}, f_{2} \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right),\left(f_{1}-f_{2}\right)(y)=u_{2}$ for all $y \in I_{a}^{b}$ and so, $\left\|f_{1}-f_{2}\right\|=\left|u_{2}\right|$.
Setting $\mathscr{H}=H f_{1}-H f_{2}$, let us estimate the sum of $|\mathscr{H}(y[k])-\mathscr{H}(x[k])|$ over all $k=1, \ldots, m$. Applying (2.1), Lemma 8 and (5.1), we get:

$$
\begin{aligned}
\sum_{k=1}^{m}|\mathscr{H}(y[k])-\mathscr{H}(x[k])| \leqslant & \sum_{k=1}^{m}\left[\operatorname{TV}\left(\mathscr{H}, I_{a}^{y[k]}\right)-\operatorname{TV}\left(\mathscr{H}, I_{a}^{x[k]}\right)\right] \\
= & \operatorname{TV}\left(\mathscr{H}, I_{a}^{y[m]}\right)-\operatorname{TV}\left(\mathscr{H}, I_{a}^{x[1]}\right) \\
& -\sum_{k=1}^{m-1}\left[\operatorname{TV}\left(\mathscr{H}, I_{a}^{x[k+1]}\right)-\operatorname{TV}\left(\mathscr{H}, I_{a}^{y[k]}\right)\right] \\
\leqslant & \operatorname{TV}\left(\mathscr{H}, I_{a}^{y[m]}\right) \leqslant \operatorname{TV}\left(\mathscr{H}, I_{a}^{b}\right) \\
\leqslant & \left\|H f_{1}-H f_{2}\right\| \leqslant L\left|u_{2}\right| .
\end{aligned}
$$

Since, for $k \in\{1, \ldots, m\}$,

$$
f_{1}(y[k])=f_{1}\left(y_{1}(k), \ldots, y_{n}(k)\right)=\frac{u_{1}}{n} \sum_{i=1}^{n} \Psi_{m}^{i}\left(y_{i}(k)\right)+u_{2}=u_{1}+u_{2}
$$

$f_{2}(y[k])=u_{1}, f_{1}(x[k])=u_{2}$ and $f_{2}(x[k])=0$, we have:

$$
\mathscr{H}(y[k])=h\left(y[k], f_{1}(y[k])\right)-h\left(y[k], f_{2}(y[k])\right)=h\left(y[k], u_{1}+u_{2}\right)-h\left(y[k], u_{1}\right)
$$

and similarly, $\mathscr{H}(x[k])=h\left(x[k], u_{2}\right)-h(x[k], 0)$, and so, the last inequality implies

$$
\begin{equation*}
\sum_{k=1}^{m}\left|h\left(y[k], u_{1}+u_{2}\right)-h\left(y[k], u_{1}\right)-h\left(x[k], u_{2}\right)+h(x[k], 0)\right| \leqslant L\left|u_{2}\right| . \tag{5.4}
\end{equation*}
$$

Because constant functions on $I_{a}^{b}$ lie in $\operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ and the operator $H$ maps $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ into itself, the function $h(\cdot, u)=[z \mapsto h(z, u)]$ also belongs to $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ for all $u \in \mathbb{R}$, and hence, by Theorem 2, its left regularization $h^{*}(\cdot, u)$ is in $\mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{R}\right)$ for all $u \in \mathbb{R}$. Passing to the limit as

$$
y[m]+\gamma(x[1]-y[m]) \rightarrow(a+0)+\gamma((x-0)-(a+0))
$$

(i.e., $x_{i}(1) \rightarrow x_{i}-0$ if $i \in\{1, \ldots, n\}$ and $\gamma_{i}=1$, and $y_{i}(m) \rightarrow a_{i}+0$ for those $i \in\{1, \ldots, n\}$ for which $\gamma_{i}=0$ ) in the inequality (5.4) and noting that

$$
x[1] \leqslant x[k]<y[k] \leqslant y[m], \quad k=1, \ldots, m
$$

so that $x[k]$ and $y[k]$ tend to $(a+0)+\gamma((x-0)-(a+0))=\bar{x}$ as well, we find

$$
m\left|h^{*}\left(\bar{x}, u_{1}+u_{2}\right)-h^{*}\left(\bar{x}, u_{1}\right)-h^{*}\left(\bar{x}, u_{2}\right)+h^{*}(\bar{x}, 0)\right| \leqslant L\left|u_{2}\right| .
$$

Due to the arbitrariness of $m \in \mathbb{N}$ for all $x \in I_{a}^{b}$ and $u_{1}, u_{2} \in \mathbb{R}$, we have:

$$
\begin{equation*}
h^{*}\left(x, u_{1}+u_{2}\right)-h^{*}\left(x, u_{1}\right)-h^{*}\left(x, u_{2}\right)+h^{*}(x, 0)=0 . \tag{5.5}
\end{equation*}
$$

The rest of the proof of (1.9) is standard (cf. [2,8]). For the reader's convenience we recall the details. Given $x \in I_{a}^{b}$, we define the function $T_{x}: \mathbb{R} \rightarrow \mathbb{R}$ by $T_{x}(u)=h^{*}(x, u)-h^{*}(x, 0)$, $u \in \mathbb{R}$, so that equality (5.5) can be written as $T_{x}\left(u_{1}+u_{2}\right)=T_{x}\left(u_{1}\right)+T_{x}\left(u_{2}\right)$ for all $u_{1}, u_{2} \in$ $\mathbb{R}$, which shows that $T_{x}$ is an additive function. By (5.2) and the definition of $h^{*}(\cdot, u)$, we have $\left|T_{x}\left(u_{1}\right)-T_{x}\left(u_{2}\right)\right| \leqslant 2 L\left|u_{1}-u_{2}\right|$ for all $u_{1}, u_{2} \in \mathbb{R}$, and so, $T_{x}$ is (Lipschitz) continuous on $\mathbb{R}$. Therefore there exists a function $h_{1}: I_{a}^{b} \rightarrow \mathbb{R}$ such that $T_{x}(u)=h_{1}(x) u$ for all $x \in I_{a}^{b}$ and $u \in \mathbb{R}$. Setting $h_{0}(x)=h^{*}(x, 0), x \in I_{a}^{b}$, we obtain the representation (1.9). It remains to note that, since $h_{0}(\cdot)=h^{*}(\cdot, 0)$ and $h_{1}(\cdot)=h^{*}(\cdot, 1)-h^{*}(\cdot, 0)$, then, by Theorem 2, $h_{0}, h_{1} \in \mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{R}\right)$.

Remark 13. A theorem similar to Theorem 3 holds for the right regularization of $h(\cdot, u)$, $u \in \mathbb{R}$ (the definition of the right regularization of a function $f \in \mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ is analogous to (1.6)).

In general the left regularization $h^{*}$ in (1.9) cannot be replaced by $h$ itself. The first example in this direction for $n=1$ was constructed in [9, p. 157]; it was extended for $n=2$ in [2, Theorem 3]. Here we present an example of a general nature for $n \in \mathbb{N}$. Also, the next theorem shows that a general Lipschitzian superposition operator $H$ from $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ into itself need not be generated by $h(x, u)$ of the form $h_{1}(x) u+h_{0}(x), x \in I_{a}^{b}, u \in \mathbb{R}$, for some $h_{0}, h_{1} \in \mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ (cf. the characterization in Corollary 4 and the sufficient condition in [5, Corollary 3]).

Theorem 14. Let $\left\{p_{i}(k)\right\}_{k=1}^{\infty}$ be a sequence of all distinct rational numbers from the interval $\left[a_{i}, b_{i}\right], i=1, \ldots, n$. Let the function $h: I_{a}^{b} \times \mathbb{R} \rightarrow \mathbb{R}$ be defined for $x=\left(x_{1}, \ldots, x_{n}\right) \in I_{a}^{b}$ and $u \in \mathbb{R}$ by

$$
h\left(x_{1}, \ldots, x_{n}, u\right)= \begin{cases}2^{-\left(\ell_{1}+\cdots+\ell_{n}\right)} \sin u & \text { if } x_{i}=p_{i}\left(\ell_{i}\right) \text { with } \ell_{i} \in \mathbb{N}, i=1, \ldots, n \\ 0 & \text { otherwise } .\end{cases}
$$

Then the superposition operator $H$ generated by $h$ satisfies the conditions:
(a) $\|H f\| \leqslant 3^{n}$ for all $f \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, i.e., $H$ maps $\operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ into itself;
(b) $\left\|H f_{1}-H f_{2}\right\| \leqslant 3^{n}\left\|f_{1}-f_{2}\right\|$ for all $f_{1}, f_{2} \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$, i.e., $H$ is Lipschitzian;
(c) the left regularization of $h$ is given by $h^{*}(x, u)=0$ for all $x \in I_{a}^{b}$ and $u \in \mathbb{R}$, i.e., it is of the form (1.9).

Proof. (a) Given $\ell=\left(\ell_{1}, \ldots, \ell_{n}\right) \in \mathbb{N}^{n}$, we set $p[\ell]=\left(p_{1}\left(\ell_{1}\right), \ldots, p_{n}\left(\ell_{n}\right)\right)$. Let $\mathscr{P}=$ $\{x[\sigma]\}_{\sigma=0}^{\kappa}$ be a partition of $I_{a}^{b}$. Taking into account (1.10), for any $f \in \mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ and $\alpha \in \mathscr{A}(n)$ we have (below the sum over $1 \leqslant \sigma\lfloor\alpha$ means, as usual, the sum only over those $\sigma_{i} \in\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ in the range $1 \leqslant \sigma_{i} \leqslant \kappa_{i}$ for which $\alpha_{i}=1$, and the same applies to the sum over $0 \leqslant \sigma\left\lfloor\alpha\right.$, but in the range $0 \leqslant \sigma_{i} \leqslant \kappa_{i}$ ):

$$
\begin{aligned}
& \sum_{1 \leqslant \sigma\lfloor\alpha} \mid \operatorname{md}_{|\alpha|}\left((H f)_{\alpha}^{a}, I_{x[\sigma-1]}^{x[\sigma]}\lfloor\alpha) \mid\right. \\
& \leqslant \sum_{1 \leqslant \sigma\lfloor\alpha} \sum_{0 \leqslant \theta \leqslant \alpha}|(H f)(a+\alpha(x[\sigma-1]-a)+\theta(x[\sigma]-x[\sigma-1]))| .
\end{aligned}
$$

Note that the $i$ th component in the argument of $H f$ is equal to $a_{i}$ if $\alpha_{i}=0$ (so that $\theta_{i}=0$ ), $x_{i}\left[\sigma_{i}-1\right]$ if $\alpha_{i}=1$ and $\theta_{i}=0$, and $x_{i}\left[\sigma_{i}\right]$ if $\alpha_{i}=1$ and $\theta_{i}=1$. And so, since $\#\{\theta \in$ $\left.\mathscr{A}_{0}(n) \mid \theta \leqslant \alpha\right\}=2^{|\alpha|}$, we can proceed the above inequality in the following way:

$$
\begin{aligned}
& \leqslant 2^{|\alpha|} \sum_{0 \leqslant \sigma\lfloor\alpha}|(H f)(a+\alpha(x[\sigma]-a))| \\
& =2^{|\alpha|} \sum_{0 \leqslant \sigma\lfloor\alpha}|h(a+\alpha(x[\sigma]-a), f(a+\alpha(x[\sigma]-a)))| \\
& \leqslant 2^{|\alpha|} \sum_{1 \leqslant \ell\lfloor\alpha}^{\infty}|h(a+\alpha(p[\ell]-a), f(a+\alpha(p[\ell]-a)))| \\
& \leqslant 2^{|\alpha|} \sum_{1 \leqslant \ell\lfloor\alpha}^{\infty} 2^{-\mid \ell\lfloor\alpha \mid}|\sin f(a+\alpha(p[\ell]-a))| \\
& \leqslant 2^{|\alpha|} \sum_{1 \leqslant \ell\lfloor\alpha}^{\infty} 2^{-\mid \ell\lfloor\alpha \mid}=2^{|\alpha|}
\end{aligned}
$$

and it follows that

$$
V_{|\alpha|}\left((H f)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha) \leqslant 2^{|\alpha|}, \quad \alpha \in \mathscr{A}(n)\right.
$$

Since $\#\left\{\alpha \in \mathscr{A}(n)||\alpha|=j\}=C_{n}^{j}, 1 \leqslant j \leqslant n\right.$, we find

$$
\begin{aligned}
\mathrm{TV}\left(H f, I_{a}^{b}\right) & =\sum_{\alpha \in \mathscr{A}(n)} V_{|\alpha|}\left((H f)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha) \leqslant \sum_{\alpha \in \mathscr{A}(n)} 2^{|\alpha|}\right. \\
& =\sum_{j=1}^{n} 2^{j} C_{n}^{j}=(2+1)^{n}-1=3^{n}-1
\end{aligned}
$$

Noting that $|(H f)(a)| \leqslant 1$, we get $\|H f\| \leqslant 3^{n}$.
(b) Given $f_{1}, f_{2} \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right), \alpha \in \mathscr{A}(n)$ and a partition $\mathscr{P}=\{x[\sigma]\}_{\sigma=0}^{\kappa}$ of $I_{a}^{b}$, we have (cf. the calculations in (a) and take into account (1.3) and (2.1)):

$$
\begin{aligned}
& \sum_{1 \leqslant \sigma\lfloor\alpha} \mid \operatorname{md}_{|\alpha|}\left(\left(H f_{1}-H f_{2}\right)_{\alpha}^{a}, I_{x[\sigma-1]}^{x[\sigma]}\lfloor\alpha) \mid\right. \\
& \leqslant \\
& \leqslant 2^{|\alpha|} \sum_{0 \leqslant \sigma\lfloor\alpha}\left|\left(H f_{1}-H f_{2}\right)(a+\alpha(x[\sigma]-a))\right| \\
& \leqslant 2^{|\alpha|} \sum_{1 \leqslant \ell\lfloor\alpha}^{\infty} \mid h\left(a+\alpha(p[\ell]-a), f_{1}(a+\alpha(p[\ell]-a))\right) \\
& \quad-h\left(a+\alpha(p[\ell]-a), f_{2}(a+\alpha(p[\ell]-a))\right) \mid \\
& \leqslant 2^{|\alpha|} \sum_{1 \leqslant \ell\lfloor\alpha}^{\infty} 2^{-\mid \ell\lfloor\alpha \mid}\left|\sin f_{1}(a+\alpha(p[\ell]-a))-\sin f_{2}(a+\alpha(p[\ell]-a))\right| \\
& \leqslant 2^{|\alpha|} \sum_{1 \leqslant \ell\lfloor\alpha}^{\infty} 2^{-\mid \ell\lfloor\alpha \mid}\left|\left(f_{1}-f_{2}\right)(a+\alpha(p[\ell]-a))\right| \\
& \leqslant 2^{|\alpha|} \sum_{1 \leqslant \ell\lfloor\alpha}^{\infty} 2^{-\mid \ell\lfloor\alpha \mid}\left\|f_{1}-f_{2}\right\|=2^{|\alpha|}\left\|f_{1}-f_{2}\right\| .
\end{aligned}
$$

It follows that

$$
V_{|\alpha|} \mid\left(\left(H f_{1}-H f_{2}\right)_{\alpha}^{a}, I_{a}^{b}\lfloor\alpha) \leqslant 2^{|\alpha|}\left\|f_{1}-f_{2}\right\|, \quad \alpha \in \mathscr{A}(n)\right.
$$

Finally, noting that

$$
\begin{aligned}
\left|\left(H f_{1}-H f_{2}\right)(a)\right| & =\left|h\left(a, f_{1}(a)\right)-h\left(a, f_{2}(a)\right)\right| \leqslant\left|\sin f_{1}(a)-\sin f_{2}(a)\right| \\
& \leqslant\left|\left(f_{1}-f_{2}\right)(a)\right| \leqslant\left\|f_{1}-f_{2}\right\|,
\end{aligned}
$$

we conclude that $\left\|H f_{1}-H f_{2}\right\| \leqslant 3^{n}\left\|f_{1}-f_{2}\right\|$.
Since item (c) is clear, the proof is complete.

## 6. More generalizations

1. Let $N \in \mathbb{N}$ and $\left(\mathbb{R}^{N}\right)^{I_{a}^{b}}=\left(\mathbb{R}^{I_{a}^{b}}\right)^{N}$ be the algebra of all functions $f$ mapping $I_{a}^{b}$ into $\mathbb{R}^{N}$. If $h: I_{a}^{b} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a given function of $n+N$ variables, $h=h\left(x_{1}, \ldots, x_{n}, u_{1}, \ldots, u_{N}\right)$, we denote by $H_{h}:\left(\mathbb{R}^{N}\right)^{I_{a}^{b}} \rightarrow \mathbb{R}^{I_{a}^{b}}$ the superposition operator defined by

$$
\left(H_{h} f\right)(x)=h\left(x, f_{1}(x), \ldots, f_{N}(x)\right), \quad x \in I_{a}^{b}, \quad f=\left(f_{1}, \ldots, f_{N}\right) \in\left(\mathbb{R}^{N}\right)^{I_{a}^{b}}
$$

The Cartesian product

$$
\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)^{N}=\underbrace{\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right) \times \cdots \times \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)}_{N \text { times }}
$$

is endowed with the product norm $\|f\|_{N}=\sum_{i=1}^{N}\left\|f_{i}\right\|$ for $f=\left(f_{1}, \ldots, f_{N}\right) \in \operatorname{BV}\left(I_{a}^{b} ; \mathbb{R}\right)^{N}$, in which case it is a Banach algebra with respect to the componentwise pointwise operations, and, by virtue of Theorem 1 , the following inequality holds: $\|f \cdot g\|_{N} \leqslant 2^{n}\|f\|_{N}\|g\|_{N}$ for all $f, g \in \mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)^{N}$. We have the following converse to Corollary 13 from [5]:

Corollary 15. If $H_{h}$ maps the space $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)^{N}$ into $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{R}\right)$ and is Lipschitzian (in the obvious sense), then for the left regularization of $h\left(\cdot, u_{1}, \ldots, u_{N}\right)$ we have: $h^{*}\left(x, u_{1}\right.$, $\left.\ldots, u_{N}\right)=h_{0}(x)+\sum_{j=1}^{N} h_{j}(x) u_{j}$ for all $\left(u_{1}, \ldots, u_{N}\right) \in \mathbb{R}^{N}$ and $x \in I_{a}^{b}$ where functions $h_{0}, h_{1}, \ldots, h_{N}$ belong to $\mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{R}\right)$.
2. Let $(\mathbb{U},|\cdot| \mathbb{U})$ and $(\mathbb{V},|\cdot| \mathbb{V})$ be normed linear spaces. The definition of the corresponding space $\operatorname{BV}\left(I_{a}^{b} ; \mathbb{U}\right)$ of functions $f: I_{a}^{b} \rightarrow \mathbb{U}$ of bounded variation in the sense of Vitali, Hardy and Krause is straightforward (cf. Section 1). Let us denote by $L(\mathbb{U} ; \mathbb{V})$ the normed linear space of all linear continuous operators from $\mathbb{U}$ into $\mathbb{V}$, and let $\mathbb{U}^{I}$ be the set of all functions mapping $I=I_{a}^{b}$ into $\mathbb{U}$. Given $h: I \times \mathbb{U} \rightarrow \mathbb{V}$, the superposition operator $H: \mathbb{U}^{I} \rightarrow \mathbb{V}^{I}$ is defined as in (1.4) with $f \in \mathbb{R}^{I}$ replaced by $f \in \mathbb{U}^{I}$. Furthermore, let $\mathrm{P}_{i}\left(\left[a_{i}, b_{i}\right] ; \mathbb{U}\right)$ be the family of functions from $\left[a_{i}, b_{i}\right]$ into $\mathbb{U}$ having the following property: if $m \in \mathbb{N}, u_{1}, u_{2} \in \mathbb{U}$ and $a_{i}<x_{i}(1)<y_{i}(1)<x_{i}(2)<y_{i}(2)<\cdots<x_{i}(m)<y_{i}(m)<b_{i}$, then the polygonal function $\left[a_{i}, b_{i}\right] \ni t \mapsto \Psi_{m}^{i}(t) u_{1}+u_{2} \in \mathbb{U}$ belongs to $\mathrm{P}_{i}\left(\left[a_{i}, b_{i}\right] ; \mathbb{U}\right)$, $i=1, \ldots, n$ (for the definition of $\Psi_{m}^{i}$ see step 2 in the proof of Theorem 3). We have: $\mathrm{P}\left(I_{a}^{b} ; \mathbb{U}\right)=\sum_{i=1}^{n} \mathrm{P}_{i}\left(\left[a_{i}, b_{i}\right] ; \mathbb{U}\right)$ is a subspace of $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{U}\right)$, which we endow with the norm $\|\cdot\|$ from BV $\left(I_{a}^{b} ; \mathbb{U}\right)$. The analysis of the proofs of Theorems 2 and 3 shows that the following counterpart and generalization of Theorem 3 holds:

Theorem 16. Suppose that the superposition operator $H: \mathbb{U}^{I} \rightarrow \mathbb{V}^{I}$ is generated by a function $h: I \times \mathbb{U} \rightarrow \mathbb{V}$ with $I=I_{a}^{b}$. If $\mathbb{U}$ is a real normed linear space, $\mathbb{V}$ is a Banach space and $H$ maps the space $\mathrm{P}\left(I_{a}^{b} ; \mathbb{U}\right)$ into $\mathrm{BV}\left(I_{a}^{b} ; \mathbb{V}\right)$ and is Lipschitzian (in the sense of the norms in these spaces), then there exists a constant $L_{0}>0$ such that $\left|h\left(x, u_{1}\right)-h\left(x, u_{2}\right)\right| \mathbb{V} \leqslant L_{0}\left|u_{1}-u_{2}\right| \cup, x \in I_{a}^{b}, u_{1}, u_{2} \in \mathbb{U}$, and there exist two functions $h_{0} \in \mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{V}\right)$ and $h_{1}: I_{a}^{b} \rightarrow L(\mathbb{U} ; \mathbb{V})$ with the property that $h_{1}(\cdot) u \in \mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{V}\right)$ for all $u \in \mathbb{U}$ such that $h^{*}(x, u)=h_{1}(x) u+h_{0}(x)$ in $\mathbb{V}$ for all $x \in I_{a}^{b}$ and $u \in \mathbb{U}$.

The proof of Theorem 16 is the same as that of Theorem 3, except the last paragraph: since $\mathbb{U}$ is real, the additivity and continuity of the mapping $T_{x}$ imply $T_{x} \in L(\mathbb{U} ; \mathbb{V})$ for all $x \in I_{a}^{b}$, and so, if we set $h_{1}(x) u=T_{x}(u), x \in I_{a}^{b}, u \in \mathbb{U}$, then we find that $h_{1}$ maps $I_{a}^{b}$ into $L(\mathbb{U} ; \mathbb{V})$ and $h_{0}, h_{1}(\cdot) u \in \mathrm{BV}^{*}\left(I_{a}^{b} ; \mathbb{V}\right)$ for all $u \in \mathbb{U}$. For the partial converse of Theorem 16 cf . [5, Theorem 14].

## Acknowledgements

It took me 2 years to accomplish this paper. In the course of writing it I exchanged views with many colleagues and visited a number of institutions. To all these professors and institutions I would like to express my sincere gratitude for kind hospitality, interest in my research and support. Here they are: M. Balcerzak (Technical University of Łódź, Łódź,

Poland, January 2002), S.I. Dudov and A.P. Khromov (Saratov State University, Saratov, Russia, February 2002), S.K. Vodop'yanov (Sobolev Institute of Mathematics, Novosibirsk, Russia, February 2002), M. Evans (Washington and Lee University, Lexington, Virginia, USA, June 2002), D. Waterman (Syracuse University, Syracuse, New York, USA, July 2002), R. Svetic and C. Weil (Michigan State University, East Lansing, Michigan, USA, July 2002), W. Wilczyński (University of Łódź, Łódź, Poland, May 2003), J. Matkowski (University of Zielona Góra, Zielona Góra, Poland, May 2003), J. Smítal (Institute of Mathematics, Opava, Czech Republic, June 2003).

## References

[1] P. Antosik, The investigation of continuity of a function of several variables, Ann. Soc. Math. Polon., Ser. I: Comment. Math. 10 (1966) 101-104 (Russian).
[2] V.V. Chistyakov, Superposition operators in the algebra of functions of two variables with finite total variation, Monatsh. Math. 137 (2) (2002) 99-114.
[3] V.V. Chistyakov, Functions of several variables of finite variation and superposition operators, in: Real Analysis Exchange Summer Symposium Lexington, VA, USA, 2002, pp. 61-66.
[4] V.V. Chistyakov, Superposition operators in the algebra of functions of many variables of the class BV, in: Proceedings of the 12th Saratov Winter School-Conference on Contemporary Problems of Functions Theory and Their Applications, Saratov, January 2004, pp. 197-199 (Russian).
[5] V.V. Chistyakov, A Banach algebra of functions of several variables of finite total variation and Lipschitzian superposition operators. I, Nonlinear Anal. 62 (3) (2005) 559-578.
[6] T.H. Hildebrandt, Introduction to the Theory of Integration, Academic Press, New York, London, 1963.
[7] A.S. Leonov, On the total variation for functions of several variables and a multidimensional analog of Helly's selection principle, Mat. Zametki 63 (1998) 69-80 (Russian); English translation: Math. Notes 63 (1998) 61-71.
[8] J. Matkowski, Functional equations and Nemytskii operators, Funkcial. Ekvac. 25 (2) (1982) 127-132.
[9] J. Matkowski, J. Miś, On a characterization of Lipschitzian operators of substitution in the space $\mathrm{BV}\langle a, b\rangle$, Math. Nachr. 117 (1984) 155-159.
[10] G. Vitali, Sulle funzione integrale, Atti Accad. Sci. Torino Cl. Sci. Fis. Mat. Natur. 40 (1904-1905) 1021-1034 (Italian); Opere sull'analisi reale, Cremonese (1984) 205-220.
[11] W.H. Young, G.C. Young, On the discontinuities of monotone functions of several variables, Proc. London Math. Soc. 22 (1924) 124-142.


[^0]:    ${ }^{4}$ Supported by the Russian Foundation for Basic Research Grant 03-01-00473 and J. Mianowski Fund/Foundation of Polish Science (2004).

    * Tel.: +7 8312 169548; fax: +78312 169651.

    E-mail address: czeslaw@mail.ru.

