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ANALYSIS OF CONTROLLED SEMI-MARKOV QUEUEING MODELS

Kashtanov V.A, Kondrashova E.V.
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ABSTRACT

The present paper is devoted to the research of the
controlled semi-markov queueing model M/M/n*/N*.
Research of income functional is carried out at control
of several parameters. The control is based on the
system structure. In the article the income functional is
constructed on the trajectories of the controlled semi-
markov process. The main problem is to search an
optimal control strategy for the given model. The given
research algorithm also can be used for various models
at control with both discrete and continuous model
parameters. Algorithmization of the problem is
presented.

Keywords: optimization, semi-markov controlled
process, control strategy, income functional

1. INTRODUCTION

The main part of research works of queueing theory
showed that the model structure is considered
invariable, and the model characteristics are
investigated at the fixed initial parameters and
functions. The interarrival time distribution, the service
time distribution, the number of servers, the system
capacity are considered to be fixed. In the present paper
we change the model structure and investigate the
system model using variables of controls.

The purpose of the queueing model theory is to
present recommendations on maintenance for high
efficiency system functioning.

Notice that the functioning increase can be reached
using control parameters. There can be several control
parameters in the model. There may be the interarrival
time distribution, the service time distribution, the
number of servers, the system capacity and others. We
are interested in several control parameters, that means
the controls set expansion.

One of the main results of the controlled semi-
markov processes theory is strategy determination that
gives the maximum value for the functional. The main
theory of semi-markov processes can be found in the
following works (Bellman R.A. 1957, Jewell W. S.,
1967).

It is important to note that we can obtain new
results using investigation for not only stationary

characteristics (stationary queue length, loss probability,
etc.), but using structure model changing.

Stochastic character of the interarrival time and the
service time generates a stochastic process in the
queueing model. For the controlled stochastic process
the problem of a choice of optimum control strategy is
given. In the present paper a controlled semi-markov
process is used. On the trajectories of the controlled
semi-markov process the income functional is
constructed.

The result of the functional research is a choice of

optimal control strategies for the given model.
Similar works linked with the control in queueing
systems (Banik A.D. 2009, Swishchuk A. 1999,
Kashtanov V.A. 2010), one of the advantages of the
given work is simultaneous control using several
parameters of system.

To calculate parameters of the system functioning
quality and to choose optimum control, the following
algorithm is used:

Construct semi-markov process,

Determine structure of control,

Enter constants describing incomes and costs,
Calculate additional characteristics,

Calculate income functional and search for
optimum control.

2. PROBLEM STATEMENT
The queueing model can be represented using Kendall’s
notation M/M/n*/N*,

For the given model:

e the interarrival time distribution is a Poisson
distribution with parameter A,

e the service time distribution is an exponential
distribution with parameter p  (service
intensity),

e the number of servers channels is a parameter
of control, n* is a maximum possible value,

e the maximum number of places in the queue
(system capacity) is also a parameter of
control. N* is a maximum possible value.



The present paper is devoted to the research of the
controlled semi-markov queueing model using model
structure control.

Describe the system in details and enter some
assumptions:

e Maximum possible number of servers is n,

each of which can serve simultaneously only
one requirement. The number of servers is a
control parameter and can change from 0 up to
n.

e Maximum possible number of places in the
queue is N. It is a parameter of control and can
change from 0 up to N.

e Markov moments are the moments of the
service termination and the arrival epoch. The
control strategy is to be chosen at the markov
moments only.

e Each state of the system can be described using
pair of parameters (i, j), where

e ! _thenumbers which are served, 0<i<n,

o J_ the numbers which are in the queue,
0<j<N.

e It is not rational to increase the number of
empty/free places in the queue more, than by
one at every markov moment. Therefore in the
store never will be more than one empty seat in
the queue.

e Instead of addition of an extra seat being in
state (0,0) it is possible to add extra servers (if
it is more profitable, expense for the free
working server is less than an expenses for an
additional places in the queue.

e We assume, that the queueing model is
directed on service of the greatest possible
number of requirements, hence, we assume,
that it is more profitable to send the
requirement to server (if such opportunity is
represented). Thus, when from the store the
requirement sends on service, the number of
places in the queue decreases for one unit.

e If one of the servers has finished service and
there are requirements in the queue model
passes from set (i, j) to set (i, j-1).

e When one of channels has finished service and
in the store there are no requirements, the
system passes from set (i, 0) in set (i-1,0).

e Note, that the control is carried out at markov
moments. The transition probability depends
on the made decision (strategy).

3. RESEARCH ALGORITHM
To calculate parameters of the system functioning
quality and to choose optimum control, the algorithm
investigated by Kashtanov is used.

For construction of the controlled semi-markov
process it is necessary to define the parameters: markov
moments, the states set, the set of controls, a semi-
markov kernel. The next step is to determine:

e ftransition probabilities of the embedded
markov chain,

e conditional mathematical expectations of the
saved up income provided that process is in
state (i,j) and through time t will pass in state
@),

o mathematical expectations of the saved up
income for the full period when process is in
state (i,)).

e Then, a parameter value of the functioning
quality (the income functional) is calculated.

Parameter of functioning quality is the income

functional. The income functional is defined as follows:

ST,
- S:(0) ZE ’
S =lim—=~=
>0 t
S,
ieE
where
s; - mathematical expectation of the saved up
income for the full period when process is in state i,
m; - mathematical expectation of the saved up
income for the full period when process is in state i,
W - stationary probabilities of the embedded
markov chain.

4. CONSTRUCTION OF THE CONTROLLED
SEMI-MARKOYV PROCESS

Semi-markov process €( s described with a 2-
dimensional markov chain (&0, ,
nz0,§,€E,0, R =[0,0)

The markov chain ) is defined with transition
probabilities (semi-markov kernel):

g =i, =)=
& =i}=0,(0)

P{ém :j,g,,” <t
P{éyu =7.0,., <t

where "2 Li,jeE,te[0,0)
distribution

and wusing initial

p =P, =i}20,icE 2 n=t

> iek

assume P{6, =0j=1.

A 3-dimensional markov chain (controlled semi-
markov process) is described as follows:

¢,.0,u,) n20,5 €E,0 R =[0,0) u, U

WhereE =.2,., N} the final states' set, 0, . a
component is identified as time duration. On the set
R™ =[0,0) O _algebra is stated. U is a control set
with O -algebra A of a subset of this set.

Markov chain (.0,.u, is defined using transition
probabilities:
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Each system state can be described by pair of
parameters (i, j), where

I the number of requirements which are on service
0<i<n

J - the number of requirements which are on places in

the queue 0<js<N.

Define the control set. We can control choosing the
number of servers and the number of additional/extra
places in the queue.

The control set of the servers quantity is

0 - we do not add servers,
1 - we make decision to add 1 extra server.

u - we add u additional servers, where
Ifu<n-i.

The control set of the extra places is V= {O’l},
where:

V=0 — we do not add places,

V=1 — we add one place for expectation in the
queue.

Note, that at the markov moments in each state the
desicion {u,v} can be made, that depends on the
concrete system state.

In state (0,0) there are no requirements either on
service, or in the queue in the system.

In the given state it is possible to make a decision
on addition of an extra place (or inclusion of the server).

Hence, in state (0,0) following controls U = {0,1},
V = {0,1} are possible. It is meaningful to add only one
seat in the queue or to include one server/device.

In state (1,0), 0<i<n the following controls are
possible U={0,1},V={0,1}.

In state (0,j), 0<jsN , there are no requirements
on service, there are j requirements in the queue. So in
state (0,j) the controls U={0,u},V={0,1} are possible.
And 0 Su <min(j,n)

In state (ij), O</<mO0<J/<N = there are i

requirements on service, there are j requirements in the
queue. In state (i,j) the controls U={0,u},V={0,1} are

possible. And 0 < <min(j,n—10)

In state (i,N), <7 are i requirements on service,
there are N requirements in the queue (maximum
possible). So in (i,N) the controls U={0,u},V={0} are
possible. And 0 < <min(N,n—i)

In state (n,)), 0<j<N , there are n requirements
on service (maximum possible), there are j requirements
in the queue. The controls U={0},V={0,1} are possible.

In state (n,N) there are n requirements on service
(maximum possible), there are N requirements in the
queue (maximum possible). So in state (n,N) the
controls U={0},V={0} are possible.

Construct semi-markov kernel for the given system.

The interarrival time distribution is a Poisson

distribution with parameter A, Fy=1-e™

The service time distribution is an exponential
distribution with parameter p (service intensity),
Gt)=1-e""

Semi-markov  kernel Qi (1) is a

probability of that the semi-markov process will pass in
4 n

state (@ j") and the time before this transition will not

surpass t provided that process is in state (@) and in

this state a decision from the set of controls (u,v) is
made.

In state (0,0) U(Oso) = {0’1} , V(o’o) = {0,1} )

Q(0,0)(O,l) (,0,1) = Q(0,0)(I,O)(t’l’o) = Q(0,0)(0,0)(taoao) =
F(t)=1-¢™*

In state (3,0), 0 </ <n Yoo = 0 Vo =101

— ilu (1 _ e—t(M—i,u))
Q(i,O)(i—l,O) (2,0,1) = Q(i,O)(i-l,O)(taOaO) A+iu



A

l_e—l(lﬂ';l)
Q(i,O)(i,l)(t’Oal) = Q(i,O)(i,O) (2,0,0)= 1 + iy ( )

In state (0,)) Uy = {0, min(j,m)} , Vi =101}
104 = 5T S hen;

Q.0 (671 = Qo jy.0) (£ 7,0)
A
A+ ju
Q0,710 1:0) = Qg jyj1.0) (E5 D)
— ]lu (1 _ e—l(/1+j;1))
A+ ju

(1 _ e—l(/1+j#) )

Else:

O jyujusty 1) = O iy iy (61,0) _
A

A+uu
Qoo jyujun (H1:0) = Qg jyu oy (141)

ulu (1 _ e—l(/1+u;1))
A+up

(1 _ e—l(/1+u;1) )

In state (1,_]), O0<i< 7[,0 < ] < N’

Ug, =10,min(j,n =i} Vi ={01} uelUg,.
IfU4=JJ SN e,

Q(i,j)(i,l) (¢, j,D) = Q(i,j)(i+j,0) (¢, ,0)

B A

A+ (i+ )u

Q(i,j)(i+j—l,0) (t,7,0) = Q(i,j)(i+j-1,0) (¢, 7,1)

_ @+ )u | — a0y
A+(i+ j)u

_ e—f(/1+(i+j)#))

Else:

Qi i urty O 11) = O iy oy (£,1450)

_ A
A+({+u)u

Q(i,j)(i+u,j—u-1) (t,u,0) = Q(i,j)(i-*—u,j—u—l) (t,u,l)

_ (i+u)u 1_e—l(/1+(i+u);1))
A+(@+u)u

(1 _ e—t(/l+(u+a);1) )

In state (i,N), i<n, Ui =10, mm(N’n_l)},

Viny = {0,1}’14 eU;n-

Andif "o = pen Ui = min(N,n =0}

[fU=NNSn—ipen.

Q(i,N)(i,l) (t, N,l) = Q(i,N)(i+N,0) (t, N,O)

B A

A+ i+N)u

Q(i,N)(i+N—l,0) (t, N,l) = Q(i,N)(i+N—l,0) (t, N,O)

__@+Nu | — e )
A+(@+N)u

1— e—t(/1+(i+N),u))

Else:

Q(i,N)(i,N—u+l) (tul) = Q(i,N)(i+u,N—u) (#,u,0)

_ A
A+({+u)u

Q(i,N)(i+u,N—u—l) (t,u,0) = Q(i,j)(i-*—u,N—u—l) (t,u,l)

— (+u)u 1— e—l(/l+([+u);1))
A+(GE+u)u

(1 _ e—t(/l+(u+a);1) )

0<j<N Uy =10}

In state (n,)),
Vi = O

Qo piniy (1:0,0) = O, oy (10,1 _
A
A+nu
Qi jyin i1 6:0,0) = O, iy 1y (1,0,1) _

(1 _ e—l(/l+n;1))

nlu (1 _ e—z(/l+n;1))
A+nu

In state (n,N), Yo = {0}, Viryy =10} .

A

1_e—l(/l+n;1)
Qoo (100074t )

nlu —t(A+np)
T (1-e
Q(n,N)(n,N—l) (2,0,0) _A+nu ( )

Notice, that cases of states (0, j), (n, j), (i, N), (n, N)
are described by formulas for a case (i, j), considering
the controls sets for each concrete state.

5. ADDITIONAL CALCULATIONS
For construction of a conditional mathematical
expectation of  the saved up income

R piy 1:7) provided that process is in state (i,j) and
through time t will pass in state (i’,j’) and in this state a

decision from the set of controls (u,v) is made, we
shall enter the constants describing incomes and costs:

% - income received per service of one number;

~ - payment per time unit of server work device

during the service time of the customer ;



~%. payment per time unit in case the number is in
the queue;

~C - payment per time unit in case extra place in
the queue is not used;

~%. payment per one lost number;

“C% - payment per time unit in case server is
working, but not used (without service).

R jyijn (545 V)

Then for all possible states can be

described.
Conditional mathematical expectation of the saved

R jyijn (15 V)

up income provided that process is in

(0,0)

state can be described:

Rig.0x0 01) = Ry 00,0 (1,0.1) = — ¢t
R 6.01.0)(61,0) = R g 60,0y (5,1,0) = — ¢t
R .010.0)(£,0,0) = —c;

In state (@) :

()it j—u) (t,u,0)=—(c,(i+u) +c;(j—u)t —cs
i G sl) = =(c, (T u) + 5 (J—u) + ¢4t
iy Gu0) ==(c, (+u) + ¢ (j—u))t + ¢

(i) i+, j—u—1) (tu,) =—(c,(i+u) +c;(j—u)+ eyt +¢

X N xN =X

IfU=JJ ST then.

R jyisjoy (85 J,0) = =, (i + J)t = ¢5

R jiwjy (6 JD) = =(cy (i + ) + ¢yt

R iy joroy (85 J,0) = —¢, (i + )t + ¢

R i joro G JD) = =(e, T+ j) + et + ¢

We can define conditional mathematical
expectation of the saved up income for all possible
system states (see semi-markov kernel).

Calculate @) mathematical expectations of the
saved up income for the full period when process is in
state (i,j).

M.y = J{l = 2.9 (I)}dt
oL @D

ek (5)
Q=2 Qi oy (VDR
u,v (6)
My :J {1 - Z ZQU,J)(I",J') (f,{u,V})P,[i}{]}dt
0 (i'j)eE uy (7)

[i./1
Where 7w 'is a probability that in state (i,j) we
choose strategy (u,v) from the given control sets.
For example, in state (0,0), U={0,1},V={0,1}.

Meo,0) 2_[ 1- z ZQ(O'O)(,U-V)(I, {u,v})px[t(')‘,yo] dt
0 (@ 70E ww
my o (1,0) = &
M .0,(0,0) = m, 4 (0,1) = TOOBTIT
In state (i),0 <1 <m0 </ <N y=(o,u},v={0,1},
0<u <min(j,n—i)

Ifu=j,an—i then:

1
m (0 _m D) = A+ (i + ju

Else:
1

M5y (@.0) = m () = A+ (i +u)p

Notice, that cases of states (0, j), (n, j), (i, N), (n, N)
are described by formulas for a case (i, j), considering
the controls sets for each concrete state.

Provide additional calculations. Calculate variables

$G.»" Variables *¢) are mathematical expectations of
the saved up income for the full period when process is
in state (i,)).

S (6 V1) = Z _[R(f,j)(f',f) (6 AU VHAQ; iy (X, 105 V5) +

(i,j)EE o
DI LI C X URY O o NN CRRGS
(i, )eE ¢ (8)
Sap )= zs(i,j) (¢, {u,v} )pl[l[l/]
u,v (9)
. Sujy = lim s(i’j)(t)
Consider (——

z z JR(i,_/ i Q6 W vHAQ sy i (3,1t v )p,[j,}{]

s(is]‘) = uy (i, J)EE o

(10)

Taking into consideration degenerated distributions
(see next page) we have:

S =

.
3 [ Ry G A0, e )

@\ J)eE o (1 1)

For example, in state (i,N):

—(c,((+w)+e;(J—u)+e)+ei+u)u

SNy (u,l) = A+(i+u)u
—(c,(i+u)+c;(N—u))—csA+c,(i+u)u
S @,0) = A+({+u)u

Notice, that cases of states (0, j), (n, j), (i, N), (n, N)
are described by formulas for a case (i, j), considering
the controls sets for each concrete state.



Stationary probabilities of the embedded Markov
chain are defined from the equations:

T = zﬂ'kpkl

keE

Z”kzl

: (12)

p, = lim O, {u,v})
where =

Taking into consideration that model state is
described using pair of parameters, the system can be
defined:

Ty = Z”u,j)p(i,j)(i',f'w Z”(iw =1

(i,j)eE (i",j)eE (13)

where
P jyiny = ,ETOC Qi jyiy (11, v})

Use theorem for controlled semi-markov
processes for the income functional calculation
(Kashtanov and Medvedev 2002) and find S (1).

Note, that calculations are to be automated because
of complexity.

Using the theorem about the accumulation
functional  fractional-linearity =~ concerning  the
distributions defining structure of the accumulation (see
Appendix), and the theorem about a maximum of
fractional-linear  functional, we wuse the basic
conclusion: it is possible to search for optimum strategy
in the set of determined strategies of control (Kashtanov
and Medvedev 2002). So all results of the calculations
are obtained substituting degenerated distributions.

We receive the functional, depending on the
variables which are responsible for control

S((Vgg eV eesVon VsUg e Uy oeeslhyy )-

Further it is necessary to define a maximum of the

. . u, V.
functional S depending on 7, 7 (see set of controls).
Then we receive the solve of the problem. That is the

* * * *

vE v u* . u .
strategy (V% ggsrmsss VH o st ¥ ggseeeens ¥,y ), at which
the maximal income is received. Hence, when the

process is in state (@) we take the decision

* *
w VTt € U. The choice of the decision defines the

most effective system work.

6. CALCULATION EXAMPLE
The calculation results have shown the opportunities of
control expansion, in other words using several
parameters of control leads to more effective model
functioning. For example for model M/G*/1/2* we can
use discrete and continuos controls (Kashtanov and
Kondrashova 2010).

There are three states in the system.

State {0} — there are no numbers in the system;

State {1} — one number is being served, there are
no numbers in the queue;

State {2} — there are one number is on service,
there is one number in the queue.

In state 1 we can add 0,1,2 additional places in the
queue. In state 2 we can add 0 or 1 additional places in
the queue. We receive, that the quantity of every
possible strategy combinations for choice V equals six.
u —service duration in state,y € [0,0) can be chosen in

each state (control parameter).

In state i we choose the service time and we make
the decision on creation of additional/extra places in the
queue (except state i=0). Hence, we use two parameters
of control from the given set of controls: {u, v}.

Write down the strategy pairs for states 1 and 2 :
(0,0); (0,1); (1,0); (1,1); (2,0); (2,1). Last strategy pair
concerns to a classical case of the problem when all
places are used and we control only with the service
time. And the control of service duration is also used
(t1,T2 — service duration in 1 and 2 state, that take
maximum value for income functional at fixed v).

Table 1: Calculation example

Strategy Maximum Value ©! Value ©2
value S

(0,0) 8 0 -
(0,1) 8 0 -
(1,0) 2 0 -
(L,1) 2 0 -
(2,0) 0,24418416 1,05 0
(2,1) 1,16934403 1,367 0,674
(0,0) 1 0 -
(0,1) 1 0 -
(1,0) -0,743454243 0,879 -
(1,1) -0,743454243 0,879 -
(2,0) 1,54211326 1,387 0
2,1) 2,28817567 1,482 0,448

7. CONCLUSION

In the paper the research of the controlled semi-markov
queueing model M/M/n*/N* is carried out. The control
is based on the system structure. In the paper the
construction of the controlled semi-markov process and
the construction of the income functional on its
trajectories are used.

The formula for the income functional calculation
for the given system is received. The calculation
example for the model is  demonstrated.
Algorithmization of the problem is presented.

The calculation results have shown the
opportunities of control expansion, in other words using
several parameters of control leads to more effective
system functioning.

APPENDIX A
Theorem. If there is a controlled semi-markov process,
for which the embedded Markov chain is ergodic, at




0, (1)

least, one of the distributions is non-trellised

. S, . 1
and the average income "' is final at any ' < E , then:

S 57,
S =thz(t) — icE
>0
" S,
ieE S (14)

where 1 are stationary probabilities of conditions’
distribution of the embedded Markov chain.

APPENDIX B

Eegin

Bloclk
“Data”

Elock “Strategy v ™

.

EBlock “Strategy ™

'

Block

gCalculation o

End

Figure 1: Block-diagram of the automated decision for
M/M/n*/N*

Block “Data”: input n, N, A, y, cost constants ¢;, ¢, ¢3,
C4,Cs5,Csp
Block “Strategy v ”: generating of strategy massive for v

for every possible combinations.

Block “Strategy u”: generating of strategy massive for
u for every possible combinations.

Block “Calculation S”: additional calculations for
necessary characteristics for each strategy combination
(cycle). Choice of optimum functional value and

optimum strategy.
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ABSTRACT

This paper deals with the modeling of one-dimensional
continuous systems with in-span discrete external
damping. The mathematical formulation for this system
is similar to an internally and externally damped rotor
driven through a dissipative coupling; however the
umbra-Lagrangian density contributed by external
damping is different. Using such formulation, the
invariance of the umbra-Lagrangian density is obtained
through an extension of Noether’s theorem. The rotor
shaft is modeled as a Rayleigh beam. The dynamic
analysis of the rotor shaft is obtained and validated
through simulation studies. Results show an interesting
phenomenon of limiting behaviour of the rotor shaft
with internal damping beyond certain threshold speeds,
which are obtained theoretically and affirmed by
simulation. The results show that regenerative energy in
the rotor shaft due to internal damping is dissipated
through the discrete damper as well as the dissipative
coupling between drive and the rotor shaft. In such case,
the excitation frequency is more, the shaft speed will
not increase but the slip between drive and shaft will
increase due to loading of drive.

Keywords: Umbra-Lagrangian density, Noether’s
theorem, Flexural vibration, In-span external damping

1. INTRODUCTION

The methods of Lagrange and Hamilton based on the
variational principle on fields are employed to describe
continuous systems. There are few direct methods,
which approximate the continuous system by
considering finite or discrete particles and then
examining the changes in the equations describing the
motion as the continuous limit is approached. The
general relationship between one-parameter continuous
symmetries and conserved quantities in field theory has
been discussed by Boyer (1967). Cantrijn and Sarlet
(1981) had introduced a direct method for associating
conserved quantities with each dynamical symmetry
group of a Lagrangian system. Some other useful results
related with the symmetries aspects of higher
Lagrangian and Hamiltonian formulism are discussed in

papers of Katzin and Levine (1976) and Damianou and
Sophocleous (2004). To extend the scope of
Lagrangian-Hamiltonian mechanics, a new proposal of
umbra-time was made by Mukherjee (1994). A brief
and promising commentary of this kind of extension has
been given by Brown (2007). The detailed theory and
applications of this extended Lagrangian-Hamiltonian
mechanics are presented in various references
(Mukherjee et al. 2006, Mukherjee et al. 2007).
Recently, Mukherjee et. al.(2009) has applied the
extended Lagrangian- Hamiltonian mechanics for one
dimensional continuous systems with gyroscopic
coupling and non-conservative fields.

The discrete continuous modeling of rotor system
was presented by Szoic (2000). In his paper, dynamical
investigations of rotor shaft systems are performed by
means of the discrete continuous mechanical models. In
these systems, rotating cylindrical shaft is represented
as continuous systems, whereas bearings are assumed as
discrete elements. Krenk (2004) has shown the complex
mode analysis of cables and beams problems involving
concentrated viscous dampers.

The basic aim of this paper is mainly focused on
extending the Lagrangian-Hamiltonian mechanics for
discrete-continuous  systems. In the extended
Lagrangian-Hamiltonian mechanics, umbra-Lagrangian
density has been used to describe the motion of the
continuous system rather than the umbra-Lagrangian
itself. The invariance of umbra-Lagrangian density is
obtained through an extension of Noether’s theorem
over manifolds. The case study considered in this paper
shows an interesting phenomenon of limiting behaviour
of the rotor shaft with internal damping beyond certain
threshold speeds of instability, which are obtained
theoretically as well as numerically. The effect of
discrete external damping is examined, and entrainment
of whirling speeds at natural undamped modes is
observed.



2. METHODOLOGY

2.1. Noether’s Theorem for Continuous Systems
Constants of motion or conserved quantities can be
found for continuous systems by applying Noether’s
theorem. The Noether’s theorem (Noether, 1918) states
that under certain conditions there exists a set of
integrals of motion or dynamical invariants that
characterize a field or a system of fields. In fact,
Noether proved her theorem for fields, which is based
on invariance of the Lagrangian with respect to a certain
group of continuous transformations. Here, the
symmetries of the Lagrangian density are applied rather
than the Lagrangian itself.

2.2 Extended Formulation of Noether’s Theorem for
Umbra-Lagrangian Density

Extended formulation of Noether’s theorem may be
obtained by as the methodology provided in Ref.
(Mukherjee et al., 2009). However, some basic concepts
are being provided in reference (Mukherjee et al., 20006,
2007, 2009) for ready reference of the readers. The
extended Noether’s equation may be written as,

D,Z, + D, Zy +lim BV,(£) =0 - (1)

n—t

where,

d( ot d? or
’171311{215 (n){au (1,%) dX(%(n x)}r dx’ (aum(n X)JH

2

2 oL
Z =li <
g 37115{21[5(’7) 147 ‘“‘g("’(aunx(n, )] S0 [%(n,aom '

T, d o
}gk[‘i(maﬂ, 0 5('7){5}%(77 x)) 4 dX(f’um(n x)m

A3)
Equation (1) is called an extended Noether’s field
equation for the umbra-Lagrangian. Z; may be

assumed as local density, Z, as current or flux density

(often termed as Noether’s current density) and the last
additional term is called the modulatory convection
term, which is the contribution of nonconservative and
gyroscopic actions, may be assumed as local rate of
production.

3. ANALYSIS OF ROTATING SHAFT WITH IN-
SPAN EXTERNAL DAMPING

In this case study, a rotor shaft with internal and in-span
discrete external damping driven by a constant speed
source through a dissipative coupling is considered as
shown in Fig.1. The umbra-Lagrangian of the system is
may be written adopting the procedure of Reference
(Mukherjee et al., 2009).

Dissipative Coupling

Continuous Shaft

A Discrete
Damper

Constant
Speed
Source

Figure 1: Continuous Shaft with Internal and In-
span Concentrated External Damping driven by a
Constant Speed Source through Dissipative
Coupling.
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= X 2 67] ox dx
o 83u1 (t, x) N H(t) azuz(t, x) ﬁzul (77, x)
ot o o’ o’
—H;
N 63u2(t, x)_ H(t) 62u1(t, x) 62142(77, x)
ot o o on*

?Ra5(x—ﬂ)(ulu2 —uytly ) dx

%o
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at ara’ ' oo’ 6()

—| 4
"+ R (00)-0)
1
+—-Jo
SJ0°()
“4)
where R_is the dissipative coupling, R, is the

damping coefficient of in-span external damper, and 2
is the excitation frequency. In Eq. (4), the term
contributed by external damping is very significant. For
this system with in-span discrete external damping, the
term, which needs special consideration, is

L
[ R,8(x — ANuytiy —ustiy )dx, where A €(0,L). Q)
0

In this case, the following form of motion is assumed

© . N
u =X 4, cosQntsme and,

n=1

Uy = iAn sinQntsin%x , 6)

n=1
where A, are slowly varying functions of time.

Substitution of Eq. (6) into Eq. (5) yields

( Z Z A,4,, sm—/‘t sm—/lj @)
n=l m=1




with the assumption that 4, vary slowly with time. i ) 2 ]
L (g, )t prf Silrex)
3.1 Extended Noether’s theorem for rotating shaft 2 | 2p 2 ox?
2
The modified Noether’s rate equation with in span i=1 1 o (77 )
concentrated damping may be expressed as 2 d[ 5 8’ J
X X
1 n*z? Hi n*rt . H=] ! dx
I 4, +2—{M I (lz Iz H(t)}An o o ul £, x \6 uz(t x) 62u1(77,x)
S5 » " =0. (8 ot ox o’ o’
=1 R ® nw kr
L ¥ A, sin— A sin— A4
pL kz::1 RS L o L _{6 (8, %) H(Z)a ”1(2 x)] 52”2(727»95)
Considering independent variations in A4, + J 4,, , the ot o ox o
variational equation may be written as ( dropping the N f R, (x— /1) (Hlilz —uz%) d
factor %) %
4 4 4 4 2 3 2 3
i, +L i n 74[ M 72 H(t) 4, N 0 ul(i, x) 0 uz(t,zx)_ 0 MZ(? x) 0 ul(t,zx) dr
& 54 2p ' QL ]| ox ot ox ox ot ox 6(n)
ol n X . _
+R— > A sin = 4 s1nk—ﬂ/1 * Rc(ﬁ(t) Q)
pL i L 1
+—P9 ,
. 1 n'z? )7 n'zt . 2J,
. An+2_ H; Iz _WH(I) 4, (13)
+3 4,68 P =0. o)
n=l1 R ou;\n, .
+— ZAk sin 22 /1 sm—ﬂ where Pi(fy,x):pu’—nx and Pg(iy)=Jd6?(77).
pL ik on
©) As discussed in reference (Mukherjee et al., 2009), one

This is for the symmetry being valid for neighbouring

. 4 ” has the similar theorems for umbra-Hamiltonian
paths, which needs the following conditions to be

density, expressed as

satisfied
. et ottt OH" d; dif,
Ay T g, Lim —0=> = Lim—<
2p L Q,L (10) n-t 0N dt n-t 0n
R, Z 4, sin?” 1 sin k_ 1=0 Now considering exterior umbra-Hamiltonian density,
p L =1 L one may have
The condition for entramlng the 7™ mode is

A, —> finite limit and 4, — 0, if k#n for t >, Ry (= 2) iy =iy )
obtained as {83% (t, x)+9-(t)82u2(t,x)} &u, (2, x)

ot ox> ox? ot ox>

4_4 4_4

L{ﬂi%_ug(,)}ﬂ_asmzﬂlzo, o

2’0 L Qn L pL L + 63u2(t,x) a(t)ﬁzul(l‘,x) 83UZ(I,X)

, (1D o, ot o ox? ot ox2
The value of H(Z) will be obtained from Eq. (11) and %Z’tl on =[-_ 5 ,
written as Yo 0%u, (t,x) *u, (¢, x)
2 2

) 2R I3 n ox Ot Ox
0(r)=2,[1+ == sin> == 1 |. 12 y: dx | .

i { un'zt L (12 HuT| Puylex) 0 tx)| - (O()=0.

X0 2

3.2 Umbra-Hamiltonian density of the system ox or ox*
Umbra-Hamiltonian density for this system may be L tR (H(I)_Q) J
written as (14)

Considering end conditions of continuous shaft as pin-
pin, and substituting Eq. (6) in Eq. (14), one obtains the
following two terms distinguished as {M} and {N},
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Equating term {M} to zero, one obtains

ﬂiQn”4”4 _ #i”4”4 é(t)

L L*O

Considering independent variations in 4, +J 4, , the
variational equation may be written similar to Eq. (9)
after dropping the factor/ . Repeating the same steps
from Eq. (10) to (11), one obtains the value of H(t) as

3

. 2R, L

0t)=Q, 1-1—%sin2 iy} ,
Hin L

which makes the term {M} zero and also matches with

Eq. (12).

Equating term {N} to zero, one obtains

. 4L .
Hi ZlAian[%j .[¢r?dx+Rc(9(t)_Q):O’ (10)
n= 0
If  the shaft’s speed is latched at
. 2R, L
0()=0, |1+ sin> "T2 1, then all the
Hin 7T L

amplitudes go to zero except 4,,, thus; the amplitude of

2R,
2R{Q—Mz’nQ{l+ a sinZ”L”AU
y

this shaft is obtained as

welt ﬂi”4”4

n 4 4 >

n mw
i L3 Qn
or
2R, I}
2R,| Q- MinQ, |1+~ sin? "%
nel* un'r L
An = >
¢,

(11
n47r4

where ¢, =Hi——- The next section presents the
L

modeling of rotating shaft with in span concentrated
damping with simulation results.

1"

4. Simulation of rotating shaft with in- span discrete
external damping

The physical system with in-span discrete external
damping driven through dissipative coupling is shown
in Fig.1. The boundary conditions of the rotor shaft are
taken as pin-pin. The coupling in the system is
absolutely flexible in transverse and bending but
torsionally rigid. In this analysis, torsional vibration is
not considered. The bond graph technique is being used
as a modeling tool and bond graph model of the system
is created using object-oriented reusable capsules with
in-span discrete external damping.

4.1 Simulation results

The bond graph model (Mukherjee et al. 2006, Karnopp
et al., 1990) of the rotor shaft with in span concentrated
external damping is simulated on SYMBOLS-Shakti
(Mukherjee and Samantaray, 2000), in order to
visualize the complex modes of the system. The
integrated bond graph model with object-oriented sub
models (Mukherjee, Karmakar and Samantaray, 2006)
of shaft and hub elements is shown in Fig. 2.

[ f——t=—sE:0

n— ]

1ot ety gt |
- AV C@% N =
\\\ \\ v j/ o e

Figure 2: Bond graph Model of Integrated System of
Rotor Shaft with Internal and In-span Concentrated
External Damping driven by a Constant Speed Source
through Dissipative Coupling.

However, the external damping in sub models of
shaft has been considered as discrete or finite. In this
case, the effects of concentrated damper are closely
linked to the complex character of modes. The shaft is
rotated by a constant speed source. The simulation rig
consists of a hollow rotating shaft with 10 reticules and
two ends are well supported on a self-aligning bearing.
The dimensional data are as follows: Lj,,,=5 m,

R,=0.02 m, R;=0.01 m. The material and bearing
properties are as follows: E=104.5 ¢’, p=4420,
R.=0.002, 1,;=2.0 e’ R,=0.020 (for Mode 1). The
damping coefficient of dissipative coupling is taken
asR, =0.002. It has been assumed that in-span
discrete damper permits motion to the rotor and at the
same time leads to substantial energy dissipation.
Initially, simulation is done for the parameters
given in Table-1 with discrete external damping,
R, =0.020 and excitation frequency,(2=5 Hz or

31.41 rad/s. To initiate the simulation, an initial
momentum of 0.001 Kg- m* was given. This is done to
reduce the simulation time. Fig. 3 shows that the
trajectories of the rotating shaft reach the limiting orbit.



This is due to the loading of the source. The another
feature is that the angular speed of the shaft gets
entrained at 22.392 rad/s, the first threshold speed of

instability, & and matches closely with the

1" mode
calculated value of shaft spinning speed (entrained)

6(t) (Table-1), which is equal to 22.266 rad/s.

First Mode
----- Second Mode

Y-Displacement
o
°

T T T T T T T
03 0.2 0.1 0.0 0.1 02 03

X-Displacement

Figure3: Limiting Orbit of Shaft with In-span
Concentrated External Damping at First Two
Undamped Natural Modes
Table-1: Simulation Parameters
Lieam Length of beam S5m
Nelem Number of 10
elements
E Modulus of 104.5 ¢9 N/m*
elasticity
R; Internal 0.0l m
Diameter
R, External Diameter 0.02m
yel Material density 4420 kg/m’
R, Dissipative 0.002
coupling
coefficient
Q Excitation 5 Hz for first mode
frequency 30 Hz for second
mode
7 Internal Damping 1.0 e-4 Ns/m
Coecfficient
Hex Discrete External | 0.020 for first mode
Damping
Cocfficient 6.0 for second mode
9(,) Shaft Spinning 22.392rad/s,
Speed (entrained) | 95.405rad/s, For
Calculated Mode . 1.2,
respectively
Table-2: Calculation of Natural Frequency
First mode 3414 Second mode 13.66
natural Hz natural Hz
frequency frequency
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Now, in span concentrated external damping, R,, of

the shaft is increased to 6.0 and excitation frequency, (2
to 30 Hz or 188.327 rad/sec, the next threshold speed of
the shaft is obtained. Fig.3 shows the trajectories of the
same rotating shaft and angular speed of the shaft gets
entrained at 95.490 rad/sec, the second threshold speed

of instability, &,. .. and matches very close to the

calculated value of shaft spinning speed as given in
Table-1. The interesting phenomenon observed from
this simulation is that the one obtains the natural
undamped modes in this case. The result may also be
analyzed through FFT analyzer tool as shown in Fig.4,
where first two natural frequencies for natural modes
are superimposed, which matches exactly with the
calculated natural modes as given in Table-2.

Second Mode

Amplityde (Db) )
y

-30.45+

-37.81 T T
0.00 6.25 18.75 25.00

12'50
Frequency (Hz)

Figure 4: Superimposed Frequency Responses at First
Two Undamped Natural Modes.
The results may also be visualized through
animation, where two natural modes are shown in Fig.
5(a)- 5(b) through animated frames.

External Damp. Par. =0.020
Internal Damp. Par. = 1.e-004

Coupling Damper = 2.e-003

Actual Speed

111111

Input Speed
314159

5902 00;

Power taken from drive in sections in w.

Figure 5(a): First Natural Mode of Rotor Shaft with In
span Concentrated External Damping R,=0.020, u~=1e-
4, Input Speed=31.41 rad/s, Actual Speed=22.392rad/s.

External Damp. Par. =6.00
Internal Damp. Par. = 1.e-004

Coupling Damper = 2.c-003

Power taken from drive in sections in w.

Figure 5(b): Second Natural Mode of Rotor Shaft with
In-span Concentrated External Damping  R,=6.00,
u=le-4, Input Speed=188.496 rad/s, Actual
Speed=95.490rad/s.



The animation shows that regenerative energy
in the shaft due to internal damping is dissipated
through the discrete damper and the dissipative
coupling between drive and the rotor shaft. If excitation
frequency is more, then the shaft speed will not increase
but the slip between drive and shaft will increase due to
loading of drive.

4. Conclusions

In this paper, interesting case study of a rotor shaft with
internal damping and in-span external damping driven
through a dissipative coupling has been presented. The
dynamic behaviour has been obtained through extended
Noether’s theorem and umbra-Hamiltonian theoretically
as well as numerically. The study has examined the
various aspects of limiting dynamics of this rotor and
the same results are validated through simulation.
Further, the study examined that the regenerative energy
in the shaft due to internal damping is dissipated
through the in-span damper and the dissipative
coupling. Limiting dynamics basically occurred due to
the power imported by internal damping from the shaft
spin, which is balanced by dissipation of power by in-
span external damper, dissipation in the coupling and a
part of action of internal damping, acts as a external
damping. The animation results of the system have
revealed the entrainment of the whirl speed at different
natural frequencies.

Nomenclature:

A, = Amplitude of n' mode of the rotor

El = Rigidity of the continuous rotor

H" = Umbra-Hamiltonian of the system

1, = Rotary inertia of the rotor

1, = Inertia of the beam through principal axis
L =Lagrangian of the system

r = Umbra-Lagrangian of the system

R, = Damping coefficient of dissipative coupling
R, = In-span discrete damper

V = Infinitesimal generator of rotational SO (2)
group

V, = Real time component of infinitesimal
generator

V, = Umbra time component of infinitesimal
generator

a = Cross sectional area of the rotor

n = Mode number

p(r]) = Umbra-time momentum

p(t) = Real-time momentum

qlt) = Generalized displacement in real time

q(n) = Generalized displacement in umbra-time
0 = Generalized velocity in real time

i(n) = Generalized velocity in umbra-time

s = Angle or linear variables for rotational
transformation or linear transformation.

xi( ) = Linear displacements in real time or umbra-
time, where i =1...n

%() = Linear velocity in real time or umbra-time,
where i =1...n

t = Real-time in s.

0 = Excitation frequency in rad/s.

0, = Natural frequency of the rotor shaft in rad/s.
n = Umbra-time in s.

0] = constant angular velocity

o) = Angular displacement in umbra-time or real
time in rad.

49( ) = Angular velocity of the shaft in umbra-time
or real time in rad/s.

L = Umbra-Lagrangian density

p = Mass density of rotor shaft

Hy = External damping of the beam

M = Internal damping of the beam

a = Damping ratio

u;(t) = Real displacement coordinates of beam
u;(n) = Umbra- displacement coordinates of beam
H = Umbra-Hamiltonian density

H;, H, = Interior and exterior umbra-Hamiltonian
density.
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ABSTRACT

An online approach to nonlinear system identifimati
based on binary observations is presented in Hpep
This recursive method is a nonlinear extensionhef t
LMS-like (least-mean-square) identification method
using binary observations. It can be applied indhse

of weakly nonlinear Duffing oscillator coupled with
linear system characterized by a finite impuls@oese.

It is then possible to estimate simultaneously both
impulse response and Duffing coefficients, knowing
only the system input and the sign of the systetpuiu
The impulse response is identified up to a positive
multiplicative constant. The proposed method is
compared in terms of convergence speed and estimati
quality with the usual LMS approach, which is not
based on binary observations.

Keywords: nonlinear system identification, selftfes
binary data processing, microsystems

1. INTRODUCTION
Microfabrication of electronic components such as
micro-electro-mechanical systems (MEMS) or nano-
electro-mechanical systems (NEMS) has known an
increasing interest over the past two decades.nidst
notable innovation emanating from these systentiseis
possibility to massively integrate sensors with-tedt
features on the same piece of silicon. Indeed; well-
known that, as characteristic dimensions become
smaller, the dispersions afflicting electronic aea
tend to become larger. Typical sources of dispassio
and uncertainties are variations in the fabrication
process or environmental disturbances such as
temperature, pressure and humidity fluctuations.aAs
result, it is usually impossible to guarangepriori that
a given device will work properly. Moreover, expises
tests must then be run after fabrication to ensbae
only suitable devices are commercialized. An
alternative consists in implementing self-test (aetf-
tuning) features such as parameter estimation mesiti
so that devices can adapt to changing conditions.
However, traditional identification methods
(Walter and Pronzato 1997; Ljung 1999) are often
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tricky to “straightforwardly” adapt from macroscaepi
scale to microscopic scale. Their integration rezgithe
implementation of a high-resolution analog-to-didit
converter (ADC), which results in longer designdsn

as well as larger silicon areas. Thus, parameter
estimation routines based on binary observatiomss ar
very attractive because they only involve the iragign

of a 1-bit ADC. Some important contributions thaek

the added cost of testing as small as possible are
available in the literature.

In (Wigren 1998), Wigren has developed an LMS
approach to the problem of online parameter esiimat
from quantized observations. The principle is to
estimate the gradient of the least-square critebign
approximating the quantizer. Under some hypothésis,
is possible to guarantee the asymptotic convergehce
this method to the nominal parameters. In (Negsgiro
Carro, and Susin 2003), the authors have suggested
using a white Gaussian input to excite the unknown
linear system and to estimate the power spectraite
(PSD) of the binary output. From this estimated PSD
the modulus of the unknown system transfer function
can be analytically derived. However, it is not sibke
to obtain any information concerning the phasehis t
transfer function. This limitation has been overeobny
deriving an analytical relationship between the tisp
response coefficients of the system and the cross-
covariance of its binary input and output. Althougis
approach is fairly simple to implement, it relies the
mixing properties of the linear system, which mapt n
be guarantee priori. Recently, a basic identification
method using binary observations (BIMBO) has been
introduced in (Colinet and Juillard 2010). The
theoretical framework of this offline WLS-like
(weighted-least-square) approach is based on the
minimization of a criterion, where the parameter-
dependent weights are chosen in order to smoottheut
discontinuities of the unweighted least-squaresdnh.

It is then possible to guarantee the consistencthisf
approach even in the presence of measurement noise,
provided that the signal at the input of the quasttis
Gaussian and centered. Furthermore, the estimation
quality of BIMBO has been investigated in the seofe



correlation coefficient between the nominal and the
estimated system parameters. An alternative WLS
criterion, which is easier to implement in the epdtof
microelectronics, has also been presented in &ddijll
Jafari, and Colinet 2009). This approach is asieffit

as the previous one without measurement noise, but
leads to a systematic error otherwise. Finallypaline
LMS-like identification method based on binary
observations (LIMBO) has been derived from the past
two WLS approaches in (Jafari, Juillard, and Cdline
2010). Simulations have provided similar resultanth
those obtained with the Wigren's method in terms of
convergence speed and estimation quality, and those
with a lesser computational complexity.

Unfortunately, the methods listed above deal with
linear systems, while in many engineering applorai
and especially in microfabricated devices, the dyina
may significantly be affected by nonlinear effects,
which must be accounted for in order to robustlydeio
the system. In (Zhao, Wang, Yin, and Zhang 2004, t
authors have studied identification of Wiener and
Hammerstein systems, which are particular nonlinear
structures, with binary-valued output observatiolms.
this paper, we propose to extend LIMBO to nonlinear
systems. For that, we consider a nonlinear Duffing
oscillator that is coupled with a linear system
characterized by a finite impulse response. The
convergence of this recursive method is illustraigd
numerical simulations and our results are compared
with those obtained by the conventional LMS alduorit
(i.e. without quantization).

The structure of the article is the following. In
section 2, the nonlinear system and its model are
introduced. In section 3, the nonlinear LIMBO
algorithm is derived. In section 4, the proposedhoe
is compared with a traditional online method, whish
not based on binary observations, in terms of
convergence speed and estimation quality. Finally,
concluding remarks and perspectives are given in
section 5.

2. FRAMEWORK AND NOTATIONS
Let us consider a nonlinear system illustratedgore 1
below.

U H(z)

— Sk

Ve

NUBLOCK

Figure 1: Block diagram of the system model

The first branch of this block diagram corresponds
to a discrete-time linear time-invariant systém We
assume that this transfer function has a finiteulsg
response of lengtl, i.e. the impulse response can be
represented by a column vectBr= (6,)%_,. A cubic
nonlinearity (the so-called Duffing nonlinearityy then
introduced at the level of the negative feedba@nbn
such thaty, = ay? with a € R,. Obviously, the
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subscript indicesk denotes the discrete time. Lietbe

an unknown additive measurement noise and let
w =y + b be the noisy output. The system output is
measured via a 1-bit ADC such that only the sign
s = S(wy) is known. Here, the functiof of a real
numberx is defined as follows:

1if x=0
S(x) = (1)

—1 otherwise

By supposing the system weakly nonlinear, the
following approximation can be done (Schoukens,
Nemeth, Crama, Rolain, and Pintelon 2003):

Vi = hye x (uy — ay,f

= hy * (uk - a(hk * (uy — ayg))g) (2

= hy * (uy — a(hy * uk)3)

This approximation remains valid as long as the
nonlinear termay; remains smaller or of the same
order of magnitude asg,. The new block diagram of the
system model is then graphically illustrated inufig 2
below.

up — H(z) (\ Ik

> Sk

NUBLOCK = H(2)

Figure 2: New block diagram of the system model

Consequently, the scalar value of the system output
at timek is given by:

Yk = BT‘Pk,L - aeTll’k,L 3

In relation (3),¢,, = (w){ZF** is the regression
column vector of dimensiod at time k and,, is
defined by:

k—L+1

Y = ((9T¢I,L)3) 4)

=k

Our purpose is to develop a recursive estimation
method to find good estimates of both the parameter
vector@ and the Duffing coefficient, starting fromN
observations of the binary outpstand knowing the
input u. Let 8, (respectively,&,) be the estimated
parameter vector (respectively, Duffing coefficjeat
time k. Let us also introducg, the estimated system
output at timek ands, = S(§,).

3. PROPOSED LMS APPROACH

Under its original form (Jafari, Juillard, and Cudt
2010), LIMBO has been carried out in order to eatam
online the parameters of a linear system from linar



observations. From now on, since only the signof
the system output is available at tirke the authors
have judiciously defined the following instantansou
error;

&k = |5k — Skl Pk %)

The general LMS algorithm is used to adjust the
system parameters by minimizing this error using th
following criterion:

&e = (s — 8Tk (6)

This suitable formulation has been specified to
ensure the derivability with respect@g. We adopt the
same criterion to deal with nonlinear constraints.
Indeed,&? is clearly differentiable with respect ,,
which is also differentiable with respect &g andd,.
Consequently, the criterion defined in (6) s
differentiable with respect to the system paransetand
we can write:

_ ~ 1 0¢f
011 =0 — E#aa
k
.1 0&29y
=0 —spa 0k 7
27 09,00,
A 0
= 0 — u(sk — 5P 290,
k

In the same manner, the following relation can be
established:

-~

- - A 2e OF
Api1 = @ — A(s — Sk)ZYk a&i (8)

In relations (7) and (8y andA correspond to the
LMS step-size parameters that guarantee stabitity a
control the speed of convergence. The selectigdhasfe
parameters is therefore very critical. We propose a
procedure to determine an appropriate adaptive- step
size. We start by assuming that= A. The idea then
consists in findingu, such that;?kl(@kﬂﬁkﬂ):O

Unfortunately, no analytical solution of this prebi is
currently available (except in the ftrivial lineaase).
Nevertheless, a numerical solution can be obtained
without much difficulty directly by applying the dely-
used secant method, which is known to be a fast
iterative method. In counterpart, an extra divisisn
required.

The derivative with respect #, which appears in
relation (7) can be expressed by:

0Py,
29,

9 _

28, (9)

=@ — A (V’kL +0] —=
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By using the expression of,, introduced in
relation (4), we have:

61[; k—-L+1
60kkL =3 (‘PlL(ek‘PlL) ) (10)
This yields the following relation:
61/) k-L+1
o =3((0len)’)  =3%u (12)
k

Thus, the derivative with respect &, is finally
obtained by introducing (11) into (9). As a resule
find:
ak+1 = ak — e (sic — §k)237k(¢k,L - 4&k1pk,L) (12)

By following the same reasoning, the derivative
with respect tax, which appears in relation (8) can also
be easily expressed by:

y _
98, A (13)
And we obtain the following equation:
Bperr = @y + (S — 3 9Ok P, (14)

Algorithm 1 summarizes the main steps of the
method described above.

Algorithm 1: Nonlinear LIMBO

LIMBO NL

Require: w,s,L,N

1. <10 .. 0]
X1

11112

6,
<0
a, <0

for k =1toN do

o a0k w N

PrL < (uz)k e
k—L+1
7 Py« ((gk‘plL) )

i < ek‘Pk,L - akek'pk,L
Sk < Sk)
100 Xks1 < ak — pr (s — §k)237k(¢k,L - 4‘&k1pk,L)
Xk+1
1Xr+1ll2

120 fger < A + (s — §k)237k§£¢k,L
130 et < il Zpesn |13
14: endfor

11: By <

15: return 0.4, @qq




In algorithm 1, the normalization step on line 11
ensures that the norm 8f, remains constant and equal
to 1. As a result, line 13 is added to maintain the
homogeneity. We then guarantee the stability of our
method (in the stability limits of the system). In
counterpart, it is not possible to obtain any infation
about the amplitude of the impulse response. This
identifiability problem has also been encounterethie
linear case.

Finally, the full operating model is graphically
illustrated in figure 3 below.

U, r ; Yk

O

Experimental setup

Criterion
evaluation

Update ay,

Figure 3: Block diagram of nonlinear LIMBO

4. RESULTS AND DISCUSSION

In this section, the results obtained with nonlmea
LIMBO are compared in terms of convergence speed
and estimation quality with those obtained by ajgy

a typical LMS procedure. Let us underline that camt

to our approach, the standard LMS method is no¢dbas
on quantized output measurements. The objective of
this work is to compare the performances of ourhoet
with a widely-used one, which does not suffer fram
lack ofa priori information.

The input signal is a Gaussian white noise with
zero mean and unit standard deviation. We consgider
impulse response of length=50 and the Duffing
coefficient is set toa = 0.01. The identification
procedure detailed in the previous section is aplpli
starting from N = 10° observations of the binary
output. The quality of the online estimatid, is
defined asl — v, wherev,, is the cosine of the angle
made by, and@. Since both vectors are normalized,
we havev, = 878, and the following equivalence
relation:

I\l{im(l—v@zO@}lim v =1
(15)

Concerning the impulse response, both methods
present encouraging results in terms of estimation
quality and convergence speed, in absence of
measurement noise. Indeed, the fifty coefficieritthe
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column vectord, i.e. the entire impulse response, have
been rapidly and successfully estimated. Without
surprise, Duffing coefficient identification alsaelds
reasonable results for both methods in terms of
estimation quality, but with a notable advantagetifie
nonlinear LMS approach in terms of convergence
speed. This significant difference, which is an
immediate consequence of quantized data, is shawn i
figure 4 below.

Duffing coefficient identification

0.014
Desired
——LMS NL

—— LIMBO NL

0.012 -

0.01 -

—————— ——

0.008
0.006
0.004 J

0.002

0

I I I I I I I )
0 500 1000 1500 2000 2500 3000 3500 4000
k

Figure 4: Comparison of nonlinear LMS and LIMBO
methods for Duffing coefficient identification

The same behavior is distinctly observable in
figure 5, which displays the quality of the online
estimation. Indeed, LIMBO stops converging after
having reached an error level approximately eqoal t
107%, while the LMS approach converges to the
nominal parameters within the limits of finite mawdh
precision.

) Quality of the estimation
10
—— LMS NL
o —— LIMBO NL
10
107
107 -
10° |
- 8
T 10°
—
10*10 L

1072}

107

107

10718 0 ‘1 ‘2 ‘3 ‘4 ‘5

10 10 10 K 10 10 10
Figure 5: Comparison of nonlinear LMS and LIMBO
methods in terms of convergence speed and estimatio

quality (SNR = oo dB)

In order to perturb the data, we consider an
additive Gaussian noise such that the output signal
noise ratio (SNR) is equal t20 dB. The estimation
quality is graphically illustrated in figure 6 be&lo In
this experiment, the nonlinear LMS (respectively,



LIMBO) approach stops converging after having
reached an error level approximately equal 1@ *
(respectively,1073). Although measurement noise has
induced significant performance degradation, the
estimation quality remains quite appreciable. Once
again, the standard LMS method presents the best
results in terms of convergence speed, but theigap
slightly reduced.

Quality of the estimation

——LMS NL
— LIMBO NL

0 1 2 3 4 5

10 10 10 10 10

k
Figure 6: Comparison of nonlinear LMS and LIMBO
methods in terms of convergence speed and estimatio
quality (SNR = 20 dB)

Finally, let us remember that in LIMBO, unknown
parameters are updated onlysjf — 3, is not null,i.e.
only if s, # §,. This “change of sign” has appeared
about450 times in absence of noise, and abdu00
times with a SNR o020 dB. Consequently, the LIMBO
method has shown quite similar performances than th
typical LMS method, especially in the case of pdréal
data, and those with a lesser iteration number. d¥ew
contrary to the LMS approach, it is not possible to
obtain any information concerning the amplitudethef
impulse response, sincg is normalized in LIMBO
algorithm.

5. CONCLUSION

In this paper, we have extended the LIMBO method,
which has been introduced in (Jafari, Juillard, and
Colinet 2010), in order to estimate online the
parameters of a nonlinear system starting fromrkina
observations. We have focused on the identificatioa
nonlinear Duffing oscillator that is coupled witHiaear
system characterized by a finite impulse response.
Simulation results, in terms of convergence spestl a
estimation quality, have been truly admirable witho
measurement noise, and nearly similar to thoserata

by applying a typical LMS procedure, which is not
based on binary observations, in the noisy case.
Consequently, nonlinear LIMBO is an inexpensive
online test method that can be easily implemented o
microfabricated devices, since it only requires the
integration of a 1-bit ADC.
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ABSTRACT

This paper addresses a method to reduce computation
time of optimization procedure for fixture layout based
on a developing project self-reconfigurable swarm
intelligent fixture system (SwarmitFIX) funded by
European Commission FP7. The SwarmlItFIX combines
flexibility, self-reconfigurability, automation, and
swarm multi-agent cooperation. Based on a developed
optimization procedure which combines genetic
algorithm with finite element analysis, the proposed
method for reducing its computation time includes the
simplified finite element modeling method, dynamic
mutation probability and tree-database for adjusting the
optimization algorithm. Simulation is finally used to
prove the efficiency of the method proposed.

Keywords: SwarmltFIX, flexible manufacture, genetic
algorithm, computation time reduction

1. INTRODUCTION

Towards the current trend of life-cycle design,
sustainability production, and geometrical complexity,
the effect on manufacture equipment is gradually
shifting towards more flexibility, reconfigurability, and
automation. The same tendency affects the development
of fixtures, the devices used for locating and clamping
the workpieces. Aiming to such trend, an EU FP7
project--self-reconfigurable swarm intelligent fixture
system (SwarmltFIX), target for thin-sheet workpiece,

is being developed, Molfino, Zoppi and Zlatanov (2009).

During the development, there is a problem that
how to define the support position since for thin-sheet
workpiece, the deformation generated by the
manufacturing operations and gravity cannot be neglect.
An optimization procedure combining genetic algorithm
with finite element analysis was developed. However,
during the simulation, we found the computation cost is
time-consuming. This paper is going to address the
solution for reducing the computation time.

An, Choi, and Kim (2003) proposed a hybrid
algorithm to reduce the computation time of genetic
algorithm. Zulkarnain (2010) adopted the method of
reducing computation steps to increase the conputation
efficiency. Schonning, Nayfeha, Zarda (2003) utilized
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the  dependency-tracking language to  reduce
computational time during multidisciplinary design
optimization.

From practical composition of the optimization
procedure, by absorbing previous researchers’
achievements, this paper will reduce the computation
time from three aspects: to simplify finite element
modeling, to modify genetic algorithm parameters, and
to construct tree-type database.

The structure of this paper is like that, after having
introduced the characteristics and composition of
SwarmltFIX, the optimization procedure combining
genetic algorithm and finite element analysis for the
purpose of obtaining the optimal fixture layout for
flexible workpiece is presented. Based on such
optimization procedure, the method to reduce the
computation time is proposed. The simulation cases of
fixture layout optimization demonstrate the efficiency
of this method.

2. SELF-RECONFIGURABLE

INTELLIGENT FIXTURE SYSTEM
As illustrated in Figure 1, the SwarmlItFIX consists of a
bench and several actuated fixtures (agents), which
collaborate, without human interference, to support a
thin-sheet workpiece. The bench provides a surface for
the agents to move, and lock once they are at the desired
location. It will also incorporate the power-supply and
communication systems, as well as the means to
measure the accurate position of the agents.

Thin Sheet/Part /Madwne Tool Head
(

Head 'r >

SWARM

PKM Agent

Main Supply Services

Figure 1: General Scheme Of The SwarmltFIX System



Each agent is composed of one mobile base, one
parallel mechanism (PM), and one adjustable head. The
mobile base supports the whole agent and hosts all the
electronic parts for control. It provides the locomotion
of the agent on the bench and communicates with the
bench. The PM provides necessary workspace, support,
and six degree of freedom for the head. The head
directly contacts the sheet panel and has smart material
with phase-change capabilities to conform to the local
geometry of the workpiece. During the machining
process, the fixtures will change positions on the bench,
to form different supporting layouts as adapting to the
process plan. The developed system towards prototype
is shown in Figure 2.

Figure 2: The Developed SwarmItFIX

Beside its primary target application, the aerospace
industry (fuselage sections, aerofoils, and other panels),
in the future this system can be beneficial to other
secondary sectors as shown in Figure 3.

[sTanDARDS

o= - A, MICRO MILLING

N - L —

=Y ,—7 DRILLING
17\ DEMONSTRATOR.. Y

X, CONTOURING

Secondary appleations.

Primary appiications.

Figure 3: SwarmltFIX System Design and Development:
Primary and Secondary Beneficial Sectors

3. OPTIMIZATION PROCEDURE

The optimization algorithm combines FE analysis to the
use of a genetic algorithm. Genetic Algorithms (GA)
based optimization is radically different from the search
optimization methods, including traditional
optimization methods and other stochastic methods
(Renner, and Ekart 2003; Krishnakumar and Melkote
2000). No derivates is needed and it can escape local
minima. Its inductive nature makes it do not need to
know any rules of the problems and work by its own
internal rule. Thus, GA is ideally suited for the fixture
layout optimization problem since only the design
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variables are used with no gradient or other auxiliary
information (Goldberg 1989).

The fixture layout optimization
developed is shown in Figure 4.

In each generation of individuals generated by the
GA, the individual (support position) is sent to
ABAQUS to calculate the deformation. The values are
passed to the genetic algorithm as fitness values until
the final iteration condition is met. The final iteration
condition is the iteration number reaching the upper
limit of the generation number. All the code of genetic
algorithm is implemented in MATLAB, and the finite
element parameter modeling is implemented with
Python, the program language of ABAQUS.

Start Genetic
algorithm

procedure

FE model implemented
with Python program

Change support

osition

Nof TTTTTo oo

Abaqus
New Population

Figure 4: Optimization Procedure

Parameters passing

The algorithm of the proposed optimization
procedure is shown below.
Algorithm:
Step 1: Set the parameters of genetic algorithm
Step 2: Initialize the population, randomly generate
individuals
Step 3: Convert the binary individuals into the support
positions of fixtures
Step 4: Pass the converted data to FE program to
change the support positions of fixtures
Step 5: Run FEA
Step 6: Return the deformation to GA program
Step 7: Use the deformation for fitness valuation
Step 8: If the fitness satisfy the convergence condition,
go to Step 11.
Step 9: Follow the normal genetic algorithm procedure:
selection, crossover and mutation
Step 10: Get the new population, go to Step 3
Step 11: Return the final solution and Stop

4. REDUCTION OF COMPUTATION TIME

As noticed on many simulation cases, this optimization
procedure is time-consuming. There are three
possibilities to reduce the computation time: to simplify
FE modeling, to modify GA parameters, and to adjust
the optimization procedure.



4.1. Simplification of Finite Elements Modeling
During the FE modeling, the interaction between head
and workpiece needs to be set. Usually, such interaction
is set as contact model, either point-to-point contact or
point-to-surface contact (Satyanarayana and Melkote
2004). These contact models involve nonlinear
computation with a significant increase in model
complexity compared to linear modelling. However, the
heads, as shown in Figure 5, apply to the workpiece a 6-
DOF constrain and their stiffness is higher than the
bending stiffness of the workpiece. Since heads never
detach from the workpiece (what would require
modeling with contacts), we can use the linear
computation tie constraint of ABAQUS in place of
contacts reducing remarkably the complexity of the FE
model.

vacuum lip

Figure 5: Two Kinds of the Developed Head

Simulation results derived from different typical
cases are shown to check feasibility of such
simplification as shown in Table 1. We can find that the
deformation under contact model is average 7% larger
than the one with tie constraint model. Therefore, such
simplification is acceptable either from the point of
view of practical application and computation results.

Table 1: Comparison of Simulation Results under
Different Interactive Model

Maximum deformation under
Workpiece different models
dimension Under contact Under tie
model constraint
2D case 2.475e-3m 2.323e-3m
2mx 1mx 0.0
04m
3D case 3.25e-5m 3.12e-5m
0.6m>0.7m
Thickness
0.004m
Average
curvature
0.0011 mm*

One of the simulation cases is shown in Figure 6.
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(b) Deformation under Tie Constraint
Figure 6: Optimization Results of 2D Cases under
Different FE Modeling

4.2. Modification of Genetic Algorithm Parameters
From the genetic algorithm itself, dynamic mutation
probability can be used for speeding up the convergence
velocity and allowing large possibility to search global
optimal solution.

A compromise has been found by trial and error
between velocity of convergence and risk to fall in local
minima. The experimental mutation rate obtained is:

j“—(pm—%)

K (1)
Where j is the generation number, k is the iteration
number, p,, is the mutation probability and it changes

with the generation number until the maximum number
of iterations is reached. With the increase of the number
of generation, the mutation probability gradually
decreases. The relationship between the GA
convergence and the variable mutation rate is also
consistent with the relationship in (Beasley and Chu
1996).

Pn = Pn—

4.3. Adjusting the Optimization Procedure

Since this optimization procedure is based on random
generation, inevitably, there will be some individuals
(support positions) identical to the individuals in the
previous population pool. In this case, a tree-type
database, as shown in Figure 7, can be constructed to
reduce the repeated computation.



individual n deformation n
individual 2 deformation 2
individual 1

deformation 1

Figure 7: Tree-type Databge

In this tree-type database, there is a rule of
correspondence between the left branches and the right
branches such that there is a deformation value assigned
to each individual in the left branches. The “tree” will
grow up with the increasing of iteration number.
Therefore, before running FEA at the Step-5 of the
algorithm, each individual will compare with the data in
this tree-type database. If the individual is the same,
there is no need to run FEA. It can obtain the
deformation directly from the branches and thus save
the computation time. Conversely, if there is no
individual in the tree to match the individuals which
need to be computed, FEA will be run and
correspondence results will be saved in new branches.
Such adjusting can save the computation time,
obviously, especially during the convergence stage,
since many individuals are the same with those in the
previous population pool.

After all the above modification, the time-efficient
optimization algorithm is illustrated as follows.

New Algorithm:

Step 1: Set the parameters of genetic algorithm and
empty matrix for tree-database

Step 2: Initialize the population, randomly generate
individuals

Step 3: Convert the binary individuals into the support
positions of fixtures

Step 4: Pass the converted data to simplified FE
program to change the support positions of fixtures
Step 5: Run FEA

Step 6: Return the deformation to GA program

Added Step 1: Keep the individuals and deformation in
the tree-database

Step 7: Use the deformation for fitness valuation

Step 8: If the fitness satisfy the convergence condition,
go to Step 11.

Step 9: Follow the normal genetic algorithm procedure:
selection, crossover and dynamic mutation

Step 10: Get the new population, repeat the operation
addressed in Step 3

Added Step 2: Compare the individuals with the
individuals in the database. If some individuals is the
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same with individuals in the database,
corresponding deformation, go to Step 7.
Added Step 3: keep the remained individuals, go to
Step 4

Step 11: Return the final solution and Stop

get the

5. SIMULATION OF DIFFERENT CASES AND
DISCUSSION

For the purpose to check the efficiency of the solution,
different 2D and 3D cases are simulated. The hardware
specification is: Intel Core(TM) i5 CPU 660@3.33GHz,
3.49GB of RAM. The computation was implemented in
Matlab R2009 and ABAQUS V 6.10. The genetic
algorithm parameters are set as listed in Table 2.

Table 2 Genetic Algorithm Parameters
Population | Generati | Selection | Mutation
size on probabili | probability

number ty
20 50 0.8 0.8

For the comparison of the computation time, for
each case considered only the optimization algorithm is
different. All the other settings and conditions are the
same. Four typical cases are simulated and each of their
simulation runs 10 times. Their average computation
time is recorded in Table 3.

Table 3 Simulation Cases
Workpiece | Fixture Computation time
dimension | number (hour)

Case
type

Previous New
algorithm | algorithm
175h 20h

2D 2mx Imx | 3
0.004m
2D 0.85mx 15 | 3
m X 0.004
m
3D Imx09m | 3
Thickness
0.004m
Average
curvature
9.0015 mm’

160h 18h

150h 14.5h

3D 0.6mx 0.7 | 2 90h 10h
m
Thickness
0.004m
Average
curvature
9.0011 mm’

As shown in Table 3, the new algorithm can reduce
the computation time sharply. One of the simulation
case results is shown in Figure 8.



3D Case Optimization

L i P o Tiah A i ik )
] 5 10 15 20 25 30 35 40 45 50
iteration number

(a) Fitness Results at Each Generation

u, ui
+3.1202-05

(b) Final Fitness Result Shown in FEM
Figure 12: Optimal SimulationResults of 3D Workpiece

6. CONCLUSION

A developing project about self-reconfigurable swarm
intelligent fixture system which combines flexibility,
self-reconfigurability, automation, and swarm multi-
agent cooperation is addressed. The reduction in
computation time for the development of the
optimization procedure for optimal fixture layout is
proposed. Such solution can be implemented in practice
and has both academic and application significance.
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ABSTRACT

A robust trajectory tracking problem is treated in the
framework of a zero-sum linear-quadratic differential
game of a general type. For a cheap control version of
this game, a novel solvability condition is derived.
Condition, guaranteeing that the tracking problem is
solved by a cheap control game optimal strategy, is
established. A boundedness of the minimizer's control is
analyzed. Illustrative pursuit-evasion examples are
presented.

Keywords: Trajectory tracking, robust control, linear-
quadratic differential game, cheap control

1. INTRODUCTION

The problem of tracking a given trajectory under
uncertainties (trajectory planning, path following etc.) is
a well-known challenge in aerospace (Ben-Asher et al.,
2004; Zhang et al., 2008), underwater vehicles control
(Aguiar & Hespanha, 2007; Kiselev, 2009), robotics
(Wang et al., 2009; Kowalczyk et al., 2009)and many
other applications. Most of the approaches, known in
the literature, provide the trajectory tracking
asymptotically for time tending to infinity (see e.g.
(Aguiar & Hespanha, 2007; Sun et al., 2009; Cheng et
al., 2007)). In many practical applications, for example,
in aerospace, the tracking should be guaranteed on a
finite time interval. In real-life systems, the trajectory
should be tracked in the presence of uncertainty and/or
disturbance. However, to the best knowledge of the
authors, only a small number of the papers considers the
tracking problem from this viewpoint (see e.g. (Pei et
al., 2003; Mahony & Hamel, 2004)). In (Basar &
Bernhard, 1995; Tretyakov & Turetsky, 1995; Ben-
Asher et al., 2004), the tracking problem is formulated
on a finite time horizon in the framework of a
differential game. In this paper, based on such a
formulation, the tracking problem is solved by using a
cheap control linear-quadratic approach.

Condition for solvability of the linear-quadratic
differential game (LQDG) was first formulated by
Bernhard (1979; 1980) as lack of conjugate points on a
game time interval. This condition, although being
necessary and sufficient, cannot be verified directly.
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Thus, for the LQDG, the conditions, guaranteeing the
lack of the conjugate points, are of a great importance.
A number of works, dealing with this issue, can be
mentioned. In (Basar & Bernhard, 1995), it was
established that the game solution exists if the
maximizer's control cost in the performance index is
sufficiently large. In (Reid, 1972), the game solvability
follows from the invertibility of the solution of some
matrix linear differential equation. Due to (Mou &
Liberty, 2001), the game solvability is provided by the
existence of so-called lower and upper solutions of the
matrix Riccati differential equation, associated with the
game. These conditions do not provide a direct
verification scheme based on the dynamics and cost
functional coefficients. This drawback was partially
surmounted by the condition, formulated in (Shinar et
al., 2008) in terms of eigenvalues of some integral
operator in a Hilbert space. This condition can be
directly verified, based on the dynamics and cost
functional coefficients.

The cheap control problem is an optimal
control problem (differential game) with a small control
cost (with respect to a state cost) in the cost functional.
This problem is of considerable meaning in such topics
of control theory as singular optimal control and its
regularization (Bell & Jacobson, 1975), limitations of
linear optimal regulators and filters (Braslavsky et al.,
1999; Kwakernaak & Sivan, 1972), limitations of
nonlinear optimal regulators (Seron et al., 1999), high
gain control (Kokotovic et al., 1986; Young et al.,
1977), inverse control problems (Moylan & Anderson,
1973), guidance problems (Cottrell, 1976; Zarchan,
1994), robust control of systems with disturbances
(Turetsky & Glizer, 2004; Turetsky & Glizer, 2007),
and some others. Cheap control problems have been
investigated extensively for systems with a single
decision maker (see e.g. (Kokotovic, 1984) and
references therein). More recent results can be found in
(Woodyatt et al., 2002; Glizer et al., 2007) and
references therein. Cheap controls for differential games
have been investigated much less. To the best
knowledge of the authors, there are only few works
where differential games with cheap control have been
studied. In (Starr & Ho, 1969; Glizer, 2000; Turetsky &
Glizer, 2004; Turetsky & Glizer, 2007), a finite-horizon
game was investigated, while in (Petersen, 1986; Glizer,



2009), an infinite-horizon case was analyzed. In all
these works, excepting (Turetsky & Glizer, 2007) the
case of the minimizer's cheap control was treated, while
in (Turetsky & Glizer, 2007), both the minimizer's and
the maximizer's controls were assumed to be cheap.

In the present paper, the general tracking
problem is considered. In this problem, a tracking
criterion is chosen as a Lebesgue-Stilties integral G of
squared discrepancy between the system motion and a
given vector function (tracked trajectory), calculated
over the mixed discrete-continuous measure. The
problem is solved by using an auxiliary LQDG, where
the state term of the cost functional is represented by
G . Both the minimizer's and the maximizer's controls
are cheap. Note that this game is a cheap control version
of the LQDG, considered in (Shinar et al, 2008).
Novel, cheap control, solvability condition is
established. It is shown that, subject to some additional
conditions, the optimal cheap control strategy also
solves the original tracking problem.

2. TRACKING PROBLEM
2.1. Motivating Guidance Example

Consider a planar engagement between two moving
objects (players) - a pursuer and an evader. The
schematic view of this engagement is shown in Fig. 1.
The X axis of the coordinate system is aligned with the
initial line of sight. The origin is collocated with the

initial pursuer position. The points (x,,,), (X,,,)

are the current coordinates; Vp and V, are the

velocities and a >4, are the lateral accelerations of the

pursuer and the evader respectively; @,,¢,are the
respective angles between the velocity vectors and the
reference line of sight; and y =y, — ), is the relative
separation normal to the initial line of sight. The line-of-
sight angle A is the angle between the current and

initial lines of sight, 7 is the current range between the
objects.

YJ
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Figure 1: Interception geometry

It is assumed that the dynamics of each object
is expressed by a first-order transfer function with the

time constants 7, and 7, respectively. The velocities

Vp, V, and the bounds of the lateral acceleration

max

max
commands a,”", a,

of both objects are constant.

If the aspect angles ¢, and ¢, are small

during the engagement then (Shinar, 1981) the
trajectories of the pursuer and the evader can be
linearized with respect to the nominal collision
geometry. The final interception time can be easily

calculated as ¢, = ry/(V, +V,), where r; is the initial

distance between the objects and the initial time ¢, = 0.

The linearized model is described by the following
differential equation:

x=Ax+bu+cv, x(0)=x,, (1)
where the state vector is

_ T _ . T
x=(x,%,%5,%,) =(y,0,a,,a,) ,the

superscript 7' denotes the transposition,

01 0 0
00 1 -1
oo e o0 |
00 0 -l
. . @)
o Jo
O I R YA
Iz, 0

Xo = (OaxzoaOvO)T= Xy =V,0,(00=V,0,(0). (3)
The controls of the pursuer # and the evader v are the
respective lateral acceleration commands.

In this engagement, the pursuer can have
different objectives. For example, (1) to intercept the
evader, (2) to intercept it with zero relative velocity
(rendezvous), (3) to reach some prescribed points
during the engagement, (4) to track a prescribed relative
separation profile, etc. These objectives are expressed
by the following cost functionals:

Ji=x{(t,), J,=x[(t,)+x3(t,), @)

K A
ADYCIOEE NP [CXORSIONE
®)

where (tl.,xli) ,i1=1,...,K, are given points on the

plane (Z,x,); () is the prescribed function. Thus,



the pursuer's objective becomes to guarantee a small
value for the quadratic functionals (4) - (5). In the next
section, based on these functionals, a general tracking
problem is formulated.

2.2. Robust Tracking Problem Formulation

Consider a controlled system

x=A)x+B(Ou+C(t)v, x(4,) = x,, 1, <1<t

(6)
where x € R" is the state vector, u € R" and
ve R’ are the control and the disturbance,

respectively, ¢, and ¢ , are prescribed initial and final

time instants; the matrices A(¢), B(t) and C(t) are
continuous.

Let tie(to,t/], i=1,...,K, and
(a;,b;)[ty,t,], j=1,...,L, be prescribed time
instants and non-intersecting intervals, such that at least
one of the conditions 7, =1, b, = t,, is satisfied.
Let y(#) and D(2), t €[4y, ], be vector and matrix
functions of the dimensions # and 7 X 1, respectively,
continuous on each interval [a;,b;], j=1,...,L.

Let define the cost functional

J = G(x() = YD) - y(e))f +

L ™
2

> [ID@)x) = (@) at,

J=1 aj

where || is the Euclidean norm of the vector. Note

that the first sum in the right-hand part of (7) is the sum
of the intermediary costs, mentioned by Bernhard
Bernhard. The functional (7) can be written as a
Lebesgue-Stilties integral

Gx(N=" [ [D@Ox(@&)=y@) dm(),  ®)
[foalf]
where the bounded variation function m2(¢) has the

L

following structure. Let 7= U(aj,bj) and £ (1) be
Al

an indicator function of 7: {(¢)=1 for t €T and

S()=0 for t T .Let y([a,b]) be the number of

the values ¢, € [a,b]. Then,

m(6)= [¢ (s)ds + 2([1,,]). ©)

0
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It is assumed that the disturbance satisfies the
integral constraint

‘r
Ivz(t)dt <v, teltyt,).

%

(10)

Problem. For a given v >0 and for any
given ¢ >0, to construct a feedback strategy

u,(Z,x) such that the inequality

J <,

is satisfied for any admissible disturbance V() .
This

embedding it

differential game.

(11)

robust tracking problem is treated by
into an auxiliary linear-quadratic

3. LINEAR-QUADRATIC DIFFERENTIAL
GAME

3.1. Game Formulation

For (6), let formulate a differential game with the cost
functional

Jop = Jap();v()) = G(x() +

A A 12
a |u() P di= ] VT dr, .
fo I

where the functional G is given by (7), the constants
a, [ are positive.

The objective of the first player (u(Z)) is to
minimize (12), while the second player (Vv(Z))
maximizes it, by using feedback strategies u(Z,x) and
v(t,x), respectively. These strategies are defined for

te€lty,t,], x € R". Due to (Krasovskii & Subbotin,

1988) it is assumed that the functions u(#,x) and

v(t,x) are measurable w.r.t. ¢ for each fixed X and
satisfy the Lipschitz condition w.r.t. X uniformly w.r.t.

t. Moreover, for u=u(t,x) and any
v() € Ly[t,,¢,], the initial value problem (6) has a
solution on the entire interval [£,,7,], where

Lj[#,,t,] denotes the space of square-integrable
SO :lt,t,]>R".

v=v(t,x) and any u(-) € L}[£),,], the initial value

functions Similarly, for

problem (6) has a solution on the entire interval
[#),,]. In the sequel, the sets Y and G of all such

functions u(¢,x) and v(Z,x) are called the sets of
admissible feedback strategies of the minimizer and the



maximizer, respectively. For a given u(-)€Y, the

value

J, (u();ty,x)) = sup Jop> (13)
v(t)eL%[tO,tf]

is called the guaranteed result of u(-). The strategy

u’ (") is called optimal if

Ju(uo(');toa xo) = I{I)II% Ju (u(): toaxo)gjg(toaxo)-

(14)

Similarly the  guaranteed result of the strategy
v()eg is
J,(v()s 19, X,) =

inf Ja/;- (15)

u(nelylig /1
The optimal strategy v(-) is defined by
J, (v ()it x) =
max J, (V(-); 4y, X, )EJB (155 %,)-

v(-)eg
If

0 _ 70 ~ 70
Ju (toaxo)_*]v (toaxo):J (ZO,XO), 17)
then J°(t,,x,) is called the LQDG value, and the

(16)

pair of optimal strategies (#°(-),v"(+)) is called the
LQDG saddle point. In this case, the LQDG is called
and the triplet {J°(),u’(),v’()}
constitutes its solution.

In the sequel, this LQDG is analyzed for the
cheap control case

a—>0, >0, of=u=const.

solvable,

(18)
3.2. Cheap Control Solvability Condition

It can be directly shown that the solvability condition,
established by Shinar et al (2008), is not suitable for a
cheap control case (18). In this section, a novel
condition is formulated.

For a given f€[f,f,], the function m(-)
generates (see (Balakrishnan, 1976)) the Hilbert space
Ly([#,t,],m) of  the

vector functions

S(C):[6,t,]—> R", square-integrable over m(-) on

the interval [7,7,]. The inner product in this space is

defined as

SOLO = [ @ faGpdm),

[t ]

(19)

yielding the norm
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12
LFOL=CO SN =| [ 1/ dm(p)
(il
(20)
Let introduce the parametric family of the
@, (1), telty,t,], mapping
Ly ([t,¢,],m) into itself:

operators

@, (1) = éqy(r), (1) 11, (1) - D, (1),

€2y
where
Q. () f()=

[ Fue.nv)fydm(v), neltt,], k=u,v,

[t,tf]

(22)
Fk (ta 773 V) =

min(7,v)

D(U)X(ﬂa tf )( J. Qk (T)dT]XT (Va tf )DT(V)a
k=u,v,

(23)
0,(=X(t,,n)BOB" (X" (1,0,

(24)

0,(0=X(t,,nDCOC (X" (t,,0),
and X (t,7)
homogenous equation X = A(#)x . Also denote
0,,(7) = (0,(1) -0, ().

Due to (Shinar et al., 2008), for any ¢ € [#,¢,], the

is the fundamental matrix of the

(25)

operators @ (7) and @ (¢) are self-adjoint, positive

and compact.
Let introduce the matrix, vector and scalar

functions R, (¢), 7,,(¢) and paﬂ(l‘), satisfying the

following impulsive differential equations

fl—f ~ —RQ,,(NR-L(D)S(1). 26)
R(t, +0)=0, R(t,+0)—R(t)=—S(t), (7



dr _

==

—R(Q,, (Or+25 ()X (1,1,)D" (1) y(2),
r(t, +0)=0,

r(t, +0)—r(t,) =

2X"(t;,t,)D" (t,)D(1,) y(1,),

(28)

(29)

dp _ 1.1 _
g 02,0

Sy (D" (D) y(1),
p(t, +0)=0,
p(t;+0)—p(t)=
_yT(ti)DT(ti)D(ti)y(ti)a
where i =1,...,K ; {(¢) is the indicator function of
the set T; S(t)=X"(t,t,)D"()D()X(1,1,),
Q,,(f) is given by (25). Note that this impulsive

(30)

€2

system consists of the Riccati matrix differential
equation (26), the linear vector differential equation
(28) and the trivial scalar differential equation (30).

Let 4,(¢), i =1,2,..., be the eigenvalues of
the operator @ (7).

Theorem 1. Let for fixed 1t >0,

sup sup4,(#)<0. (32)

teltgit ) i
Then, for an arbitrary small & >0 and = o/u, the
LODG (6) -- (12) is solvable. For any position
(t,x) elt,, tf] X R", the value and the saddle point of
the LODG are given by
JO(t,x) = JaO# (t,x)=

XX (t,,0R,, ()X (t,,0)x+ (33)
T (DX (t,,0x+ p,, (0),

u’(t,x) =u,,(t,x)= —iBT(t)lgﬂ(t, x), (34)
VOt x)=v,,(t,x) = i C' (L, (t,x), (35
where

L, (t,x)0 X" (t,,0)2R,, ()X (t,,0)x 56

R, (1), 1,(t) and p, (1) satisfy (26) - (31).
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4. TRACKING PROBLEM SOLUTION
4.1. Tracking by LQDG Cheap Control

In this section, it is shown how the optimal minimizer

0

) can be used for tracking a given
() gag

strategy U

trajectory y(¢). In this case, the opponent control

v(t) is considered as an unknown disturbance from
L[t,,t +]. The tracking accuracy is evaluated by the

functional (7).
Let x,,(¢) denote the solution of (6) for

u= ugﬂ (t,x) and v=v(1), and
ua#(t)Eugy(t,xW(t)). Let introduce the operator

®,,=-D,(4), and the function

wo (1) = D)X (1,1))x, = ¥(1)), t€[ty,1,]. (37)
Let the eigenvalues and the eigenfunctions of ® o be
A and fi(6), k=12,..., te[t,t,], and the

function W, () be represented by the series

(0= 2w i),

Theorem 2. Let the inequality (32) hold. If A, >0 for
all k=1,2,..., and

(38)

w L2
Z—" < 00, (39)
=1
then for any v(-) € L} [fo,ff] ,
llm G(xa,u ()) = O (40)

a—0,p=au

Corollary 1. Let the conditions of Theorem 2 hold and
v() e Lsz[to,l‘f] satisfies the constraint (10). Then for
any § >0 there exists @ = a({,V) such that

G(xa/_z(.)) < é" (41)

This corollary means that, subject to the
conditions of Theorem 2, the LQDG optimal strategy

ug(c,m 4(t,x) for sufficiently small & solves the

robust tracking problem.
4.2. Control Boundedness

In the previous section, it has been shown that, subject
to conditions of Theorem 2, the optimal minimizer
strategy ugﬂ(t ,X) solves the tracking problem in the

sense (40). However, the corresponding time realization



ua,u(t) can become unbounded. In some real-life

problems, such an unboundedness is inconvenient and
even unacceptable. Therefore, deriving the conditions,

guaranteeing the boundedness of u,,(7), is of a

considerable importance.
It can be shown, that if the conditions of
Theorem 2 are valid, the control time realization is

bounded in the sense of L[f,,f,]. Next theorem

establishes necessary conditions of boundedness in the
sense of C[#,7,].

Let u,(t,x) be a family of admissible
minimizer's feedback strategies, where & is a positive

parameter, ¢ € [#,,1,], x € R". Let x,,(¢) denote the
solution of (6) for u = u,(¢,x) and arbitrary but fixed
v() € Ly[t,,2,].

Theorem 3. Let for any v(°) € Li[1),,],

lim G (x, () = 0.
a—0

If, subject to (42),
u,(t)y=u,(t,x,(t)) is bounded, ie. there exists
C >0 such that |u,(t) |< C, for all t €[ty,t,] and

sufficiently small o > 0 then: either

(42)

the control time realization

(A)

a, >t (43)

or

(B) a, =t, and

x, — y(¢,) € KerD(t,). (44)
Theorem 3 implies that if the condition

a, =t, andx, — y(t,) ¢ KerD(t,), (45)

is valid and the optimal minimizer strategy ugﬂ(-)

solves the tracking problem, then its time realization
u,,, () is necessarily unbounded.

5. EXAMPLES
5.1. Scalar Illustrative Example

Consider the LQDG for the scalar system

X=u+v,
with the pure integral cost functional

(46)
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s
Ty = [0 = y(0)) di+
’ @7)

tf tf
o [w (t)dt— B [V (t)t,

0 0
for which 1, =0, At)=0,
B(t)=C(1)=D(1)= X(t,1,)=1, K=0, L=1,

a,=1,=0, b=t,, yielding Q,(1)=0,(1)=1.
By simple algebra, due to (21) -- (22), this implies that

n's
D,/ () == [f(&dé)dv. (48)
0v
Assume g <1, which guarantees that this operator is
positive. Thus, the Sturm-Liouville problem for the
operator (48) can be transformed to the boundary value
problem

g+7'g=0, g(0)=0, g(z,)=0, (49)

n'f
where gD [ [ £(£)d)dv . y'=(1-wi. A
0v
is the eigenvalue of (48). From (49), the eigenvalues
and the eigenfunctions of (48) are

_ (-
Y (ml2+7k)?

2

l-p . [1-p
t)= sSin
AU, ) i

k=1,2,....
The eigenfunctions f, (¢) satisfy

<fk ()a f;n (')>t0 = Oa k# m;
_Qk+1)'x’
326,

t,1€[0,z,], (50)

51
1AOE e

Let the tracked function be y(¢) =1, yielding
W, (?) = x, —t . The coefficients W, of the series (38)

are calculated as

1 r
(sl AU k dé =

" TOT 1 DR

16(7rx,(2k +1) = 2(=1)"1,)t;

QRk+1)*~*
implying by (50) that

(52)

3



we /A, =

256(2(-1)" t,—(2k+ 1)7[)60)2 (r/2+ ﬂk)zl‘i
(1-w)Qk+1)*7*

which directly yields (39). Thus, the conditions of

Theorem 2 are valid, and the cheap control LQDG
optimal strategy solves the tracking problem for

(53)

9

t

A
G(x() = [(x()—1)dt.

0
In Fig. 2, the curve X =1 and the trajectories of (46)
for decreasing values of a, w=0.5, x,=0,
u= ugﬂ(t,x) and v(¢) =sin10¢, are depicted. It is

seen that the smaller is & , the better is tracking.

2
T
1.5/
]_
—y(t) =t
—a=0.1
—a =001
0.51 —a = 0.001
@ = 0.0001
% 0.5 1 15 2

Figure 2: Tracking function y(¢) =t

The respective control time realizations are presented in
Fig. 3. It is seen that in this example the realizations are
bounded.

—a =01
——a = 0.01
—a = 0.001
——qa = 0.0001

Figure 3: Control time realizations
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5.2. Guidance Example

For ¢, = 4, consider the guidance tracking problem for
the system (1) -- (3) with the functional

G(x()) =[x, (1) =11 +[x,(1.5)-1.5]* +

[x,(1.8)=3] +x,(4)° +x,(4) + (54)

[lx (0 -1@-0T,

which is the particular case of (7). In Fig. 4 and 5, the
tracking results (i.e. the graphs of x,(#) and x,(?))

for Tp=0.2 s, 7,=0.3 s, a=10"°, 1=0.5,

v(t) =100 m/s>. It is seen that the system trajectory

(shown in blue) tracks accurately both prescribed points
and prescribed function (shown in red).

Ty 4t

3.5

G 1 L &
0 1 2 3 ;4

Figure 4: Guidance tracking problem: X, (¥)

Figure 5: Guidance tracking problem: X, (¥)



Remark 1. In Section 5.1, a relatively simle scalar
example was considered. This example admits an
analytical solution. For more complex example of
Section 5.2, a numerical solution was obtained.
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ABSTRACT

Achieving the highest achievable tracks per inch (TPI)
in hard disk drives (HDDs) is equivalent to minimize
the H, norm from the disturbances to the position error
signals (PES). Thus the H, optimal performance is a
matter of great significance. This paper presents an
integrated method of the plant and controller design
sequentially to achieve an optimal H, performance for
voice coil motor (VCM) plant. The VCM plant is
redesigned first to guarantee that the modified plant has
a better H, performance by using the linear matrix
inequality (LMI) based approach. Then the H, optimal
controllers are designed for the modified plant. Finally,
simulation results are presented to validate the
effectiveness of the proposed modified plant redesign
and the H, optimal controller design method. It is found
that the modified plant has a better H, performance,
higher bandwidth and phase margin than the original
plant.

Keywords: damping ratio, H, performance, integrated
design, H, optimal controller design

1. INTRODUCTION

Traditionally, people employ the sequential design
method in the mechanical control design problem,
where the mechanical plant satisfying the requirements
of stiffness, strength, weight, etc., is first designed and
then the controller design follows. For the controller
design step, it is known that the change in the controller
topology and/or the application of the advanced
controller algorithm can improve the controlled
performance of a given plant. In particular, the key role
of advanced control techniques in improving precision
and accuracy has been well recognized in the field of
nanopositioning (Devasia, Eleftheriou, and Moheimani
2007; Du, Xie, Guo, and Teoh 2007; Du, Xie, Lewis,
and Wang 2009). However, this sequential design
method does not take the advantage of the freedom in
plant design to help the mechanical controlled plant
achieve a much better overall mechanical control
performance. It fails to meet the practical requirements
as systems demand higher performance (Joshi 1999),
for example the ever increasing high precision control
of the HDDs.
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In order to tackle this problem, the simultaneous
design method which aims to numerically optimize the
parameters of both plant and controller is proposed
(Hiramoto, and Grigoriadis 2006; Lu, and Skelton 2000;
Grigoriadis, and Wu 1997). And it has been known that
the system changes such as structural parameters can
influence the ultimate performance. Unfortunately, this
scheme has its inherent significant limitation since it
has been known that such an integrated design method
for most of the mechanical plant falls into a bilinear
matrix inequality (BMI) problem, which requires
iterative algorithm and intractable computation leading
to a local optimal solution. The optimal solution
depends on the initial conditions and conservative of the
adopted iterative algorithm. Besides, this method does
not provide us a deep understanding of how the plant
parameters have an impact on the plant property.

There is another mechanical control design method
proposed by Iwasaki, Hara, and Yamauchi 2003. In this
scheme, they consider the plant design to guarantee the
existence of a controller that achieves a good closed-
loop performance and argue that the mechanical plant
which is designed to be positive real in the desired
control bandwidth is the so-called good plant. An LMI
approach is given to verify this finite frequency positive
real (FFPR) condition. Based on the concept of finite
frequency property, the condition II and finite
frequency high-gain (FFHG) are further proposed to
clarify the so-called easily controllable plants (Kanno,
Hara, and Onishi 2007; Hara, Iwasaki, and Shimizu
2002). It seems that all of these three concepts of
defining a good plant, i.e., FFPR, condition II and
FFHG, point to a fact that a good or easily controllable
plant is the one that is designed to have the performance
as close as possible to the open-loop shaping
specifications of controller design, whose relationship
we have shown in the Figure 1. In fact, this inherent
relationship is not hard to intuitively understand since it
is obvious that a plant having performance close to the
open-loop shaping specifications may make the further
controller design easier and even improve the overall
controlled performance to a large extent. Although there
is not much theoretical justification for these three
concepts, they have been proven to be efficient in
tackling the placement problem of actuator and sensor
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to enhance the controlled performance (Iwasaki, Hara,
and Yamauchi 2003; Kanno, Hara, and Onishi 2007;
Hara, Iwasaki, and Shimizu 2002). However, when
these concepts come to the design problem of the
stiffness and damping parameters, they also result in a
BMI problem.

Finite frequency
characterization of easily

Open-loop shaping
specifications of controller

controllable plant design
FFPR:
The mechanical system should be designed Loy Phase margin
such that its phase does not go below -180 Y

[deg] within the desired control bandwidth.

Stability margin requirement in
the middle-frequency range.

Condition (IT):

The mechanical system should be designed
such that from the frequency at which the ———»
phase of the plant reaches -180[deg], the gain
of the plant is always less than 0[dB].

Gain margin

FFHG:

The mechanical system should be designed
such that its gain is larger than a certain
value within the desired control bandwidth.

High gain requirement
———» in the lower-frequency
range.

Figure 1: Relationship between Finite Frequency Plant
Property and Typical Open-loop Shaping Specifications
of Controller Design

Recently, the damping parameter design in
structural systems such as the vector second order
systems with collocated sensors and actuators has been
paid more and more attention (Hiramoto, and
Grigoriadis 2008; Mohammadpour, Meisami-Azad, and
Grigoriadis 2008; Bai, and Grigoriadis 2005; Bai,
Grigoriadis, and Demetriout 2006). Different from the
simultaneous design method and the FFPR condition,
the damping parameter design of such structural
systems can be formulated as a convex optimization
problem. This method has advantage over the other
integrated design methods in the computational
efficiency, especially for large scale structures.

In this paper, we will study the damping parameter
design for a class of non-collocated vector second order
systems. The static output feedback is used to modify
the damping ratios of the plant, then the control design
will be discussed. Furthermore, the result will be
applied into the VCM plant model in HDD, which
shows the efficiency of the proposed method.

2. SYSTEM MODELING

)y a,
Do ] (o]
+ |4, + |4,

i
O P —O—
.1. =

Figure 2: A Dynamic System P(s) with Disturbances
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Consider a dynamic system with disturbances as shown
in Figure 2, where P is the plant of the dynamic system,
d, is the input disturbance, d, is the output disturbance.
D; and D, are the input and output disturbance models,
and w, , w, are white noises with zero mean and unit
variance. The plant model of the system is easily
identified using the curve fitting method. Generally, the
plant can be represented as the following transfer
function:

P(s) =M Ll

where ¢; > 0 is the damping ratio, @; is the resonance
frequency, k; is the residue of the resonance mode and
m is the number of the resonance modes. This transfer
function can be realized by the following vector second
order system with non-collocated actuators and sensors

Mq(t) + Dq(0) + Kq(t) = B,dy(t) + Byu(t),
yp(t) = COq(t)i
z(t) = yp () + da(0), )

where, q(t), u(t) , yp,(t)and z(t) are the generalized
coordinate vector, control input, plant output and
measured output vector, respectively. Matrices M, D
and K are symmetric positive definite matrices that
represent the structural system mass, damping and
stiffness matrices of the mechanical system,
respectively. Matrices B, and C, are the distribution
matrices on the control input and the control output,
respectively.

It is easy to know that (1) can be described in the
form of (2), where

10 0 20p9 0 - 0
m=|0 1 9 p=|0 2am 0
0 0 - 1 0 0 v 200
@3 0 - 0] 1
=2 ...
K= 0. (?1 . ? ' By = }!
0 0 a,sz 1
C0=[k0 kq km]-

The disturbance models D;and D, can be modeled
based on the power spectrum of the PES. Assume that
the input disturbance model D, is a constant gain
Gp and the output disturbance model has the form

ka

: ®)

D,(s) = Xi4 W.
where {3 > 0,wq; kg, andr is the damping ratio,
resonance frequency, residue and number of the output
disturbance resonance modes, respectively, then d, can
also be generated by the following vector second order
system

My Ga(t) + Dg qq(t) + K4 qq(t) = B,w,(0),
d,(t) = Cuqq (D), )]



where g, is the coordinate vector of output disturbance
model. Matrices M;, D; and K; are the symmetric
positive definite matrices that represent the mass,
damping and stiffness matrices of the output
disturbance model, respectively. Matrices B,, and C,,
are the distribution matrices on the output disturbance
input and the output disturbance output, respectively.

Denote x(t) = [q(t) qa(t) q@) qq (®)] and
w(®) = [w () wy(®)]" , then the state-space
representation is

x(t) = Ax(t) + Byw(t) + Bu(t),

z(t) = Cx(¢), (5)
0 0 I 0
= 0 0 0 1
where 4 = _M-1K 0 _M-1D 0
0 —Mz'K, 0 ~Mz'Dy
0 0 0
— 0 01 - 0
Bi=| m-B,6, 0 [B2=|y-1p, | 20
0 M;'B, 0

Remark 2.1: When B, = C[I', the vector second
order system corresponds to the one with collocated
actuator and sensor placement. In particular, for a
single-input-single-output (SISO) system, this would
lead to an in-phase property of the mechanical systems
in the whole frequency range. The mechanical plant
with such an in-phase property has been claimed to be
helpful to expect a good controlled performance (Ono
and Teramoto 1992), however, it is a rather ideal case
since the actuators and sensors are not perfect and such
a requirement in the mechanical design may be
practically infeasible (lwasaki, Hara, and Yamauchi
2003) due to the unavoidable limitation on the control
bandwidth. The integrated design for such a collocated
vector second order system has been extensively studied
in several papers, see Hiramoto, and Grigoriadis (2008);
Mohammadpour, Meisami-Azad, and Grigoriadis
(2008); Bai, and Grigoriadis (2005); Bai, Grigoriadis,
and Demetriout (2006) and the references therein. What
we consider here is more general than the previous
discussed ones in that our formulation allows the case
when B, # CJ and furthermore we will incorporate the
output disturbance model. It is in this sense that we call
our problem as integrated design for the non-collocated
vector second order systems.

3. INTEGRATED DAMPING PARAMETERS
AND  CONTROLLER DESIGN FOR
OPTIMAL H, PERFORMANCE

This section provides an LMI expression for the

integrated damping parameters and controller design.

The plant is designed first by using the output feedback

to change the damping parameters.

Consider the vector second order system (5) with
the measured output equation

v = Cog (t) + CGa (D). (6)

Our objective is to design the static output feedback
control law

ug(t) = —Gv(o), U]

such that the closed-loop system is stable with its H,
norm satisfying ||T,,||, <y for a given y, as shown in
Figure 3.

U+ +

'L‘.’
G [

: ¥
——OO] o O—L, :

Modified plant P

Figure 3: Structure of Vector Second Order System
with Output Feedback Loop

It is easy to obtain the closed-loop system

x(t) = Agx(t) + Byw(t) + Byu(t),

z(t) = Cx(t), (8)
where,
0 0 I 0
0 0 0 I
Aa =|_y-1g 0 -M™'D —-M7'B,GC,|
0 -Mi'Kqy 0 ~Mz'D,
D =D + B,GC,.

It has been shown that an upper bound of the H,
performance for the collocated vector second order
system can be explicitly given using a solution for the
linear matrix inequality formulation of the norm
analysis conditions (Mohammadpour, Meisami-Azad,
and Grigoriadis 2007; Mona, Javad, and Karolos 2009;
Mohammadpour, Meisami-Azad, and Grigoriadis
2008). In this paper, we will study the case of the non-
collocated vector second order systems and apply the
result into the analysis of VCM plant model. For this
purpose, we first introduce the following lemmas.

Lemma 3.1 (Scherer, Gahinet, and Chilali 1997):
Consider the stable system (5) with no control input, i.e.
u = 0, then the system can achieve an H, norm vy if and
only if there exist symmetric positive matrices Q and Z
such that

ATQ +QA QB

| grg  -11°° ®
g CZT] >0, (10)
trace(Z) < y2. (11)

Lemma 3.2 (Boyd 1994): The block matrix



511 512
51T2 S22
positive definite if and only if S;; >0 and S,, —
SI,81181, > 0;0r Sy, > 0 and S;; — S;,571S,t > 0.

Using the above formulation and lemmas, the
solution of the integrated damping parameters and
output feedback controller design to satisfy higher
closed loop H, performance is obtained.

Theorem 3.1 For the closed-loop system (8), if the
following matrix inequalities are satisfied,

], where S;; and S,, are symmetric, is

—(D + D) + aByBY -B,GC,,

— (B,GC,)T _2p, +aB,pr| <" @2
ek 0 CT
0 ak; CI|>0, (13)
¢ C, Z
trace(Z) < y?, (14)

then the integrated design problem of designing the
output feedback gain G and the damping parameters
¢;, i =0,1,---,m in D is solvable such that the H, norm
of the closed-loop system (8) satisfies ||T,, |, <y fora
given y.

Proof: From Lemma 3.1, the closed loop system
(8) with no input can achieve an H, norm vy if and only
if there exist symmetric positive matrices Q and Z such
that LMI (9)-(11) is feasible.

Choosing the candidate Lyapunov matrix Q as

K 0 0 o0
- 0 Ka 0 0
C=aly o M of

00 0 M,

where « is a positive scalar to be used as an additional
degree of freedom in order to reduce the
conservativeness of the H, norm bound. Then the LMI
(9) can be simplified as follows,

[ —a(D+D") -aB,GC, aB, 0 ]

|- (aB,GC)T —2aD, O aB,|

| aBg 0 -1 0 |<0'
0 B! 0o -1 ]

By using the Lemma 3.2, we can obtain
—(D +D™) + aByB} -B,GC, ] 0
— (B,GC)T —2D, + aB,B?
yielding the LMI (12) with respectto a, G and D.

Q " ic equ
Furthermore, [C_ Z] > 0 is equivalent to LMI
(13) by using Lemma 3.2 again.

Remark 3.1 The integrated damping parameter and
output feedback gain design problem can be solved as
an H, optimization problem as follows:
ming g, ¢ v* (15)
Subject to (12)-(14)

Remark 3.2 In fact, the closed-loop system (8) after
integrated damping parameters and output feedback
gain design in this section can be seen as a modified
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plant (see Figure 3). Based on the observation in Figure
1, we have concluded that the plant having a good open-
loop specification may be expected to ease the control
and improve the overall performance. Then the
advanced control techniques can be further applied to
achieve possible better control performance.

4. APPLICATION IN HDD

In this section, we will apply the result obtained in the
above sections into the damping parameters design of
the VCM plant in HDDs. It has been shown in the
mechanical engineering community that the damping
configuration for the head actuator can influence its
tracking dynamics (Jiang and Miles 1999).

In order to achieve higher TPI, one would have to
minimize track misregistration (TMR) caused by the
disturbances. TMR is defined as three times of the
standard deviation of the PES (z in Figure 7), i.e. 30pgs.
opgs IS defined as

’ 1 ,
Opes = |71 ?=1PES(1)2 )

where n is the number of the PES samples.

(16)

Let T,, denote the transfer function from the
disturbances to the PES. When n is large enough, the H,
norm of T, is given by

1 .
IToll, = |- ¥, PES?

Therefore, the control problem to increase TPI can be
formulated as the H, optimization problem.

Consider the typical servo loop of HDDs as shown
in Figure 2, where P is the VCM plant, d, is the input
disturbance representing all torque disturbances, d, is
the output disturbance including disturbances due to
disk motion, motor vibration, suspension and slider
vibrations.

an

Table 1: Parameters of the Original Plant

mode i k; ; w; (rad/s)
0 1 0.2 27100
1 -0.8 0.02 279700
2 -0.5 0.03 2714000
3 -1 0.03 2720500

We consider the VCM plant in a 2.5 inch HDD
with three resonance modes, i.e. =3, to show the
efficiency of the integrated design method. The
frequency response of the original plant is shown in
Figure 4. The dash line stands for the measured data
from the experiment and the solid line represents the
modeled frequency response using the resonance



parameters in Table 1. Here, we omit a resonance mode
at 7k Hz because of the large damping ratio.
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Figure 4: Frequency Response of the VCM Plant
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Figure 5: Power Spectrum of PES NRRO without Servo
Control

Based on the power spectrum of PES NRRO data
without servo control as shown in Figure 5, we can
model the input disturbance model D; as the constant
gain and the output disturbance model D, as the
structure in Equation (3) with r = 3. The parameters of
the output disturbance model are shown in Table 2,
where three main resonance modes are consider.

Table 2: Parameters of the Output Disturbance

mode i ka, {a; wg; (rad/s)
1 0.04 0.3 27500
2 0.005 | 0.03 274000
3 0.01 0.05 278000

The integrated design is proposed for the HDD
VCM plant model to determine the damping ratio ¢; and
feedback gain G such that the H, performance of the
closed-loop system (8) would satisfy ||T,,|l, <y for
some positive scalar y. Such an LMI problem can be
solved by (15).

After obtaining the damping parameters and the
feedback gain of the plant, we can get the modified
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plant model P(s). Here we just take two cases for
example, as shown in Figure 6. The modified plant; and
the modified plant, has the H, norm 4.4103nm and
3.9424nm, respectively. On the contrary, the original
plant has the H, norm of 4.9655 nm. Obviously, the
modified plant which is closer to the rigid mode will
have a better control performance than the original
plant.

- Rigid body mode |_.__
----- Original plant
20| e Modified plant1

Modified plant2

Magnitude(dB)
o

IS
1=
=)

Phase(deq)

500
10°

Frequency(Hz)

Figure 6: Comparison of the Frequency Responses of
the Rigid Body Mode, Original Plant and Modified
Plants

A block diagram presentation of a typical HDD
servo loop with disturbances and measurement noise is
shown in Figure 7. Then the optimal H, controller K is
designed for the original plant P(s) and the modified
plant P(s) using algebraic Riccati equations (Li, Guo,
Chen and Lee 2001), respectively.

Modified plant [’

Figure 7: H, Control Scheme for HDD Servo Loop with
Disturbance Models

Remark 4.1 In fact, the H, optimal controller K and
the output feedback G can be considered together as the
combined controller K. ,as shown in the Figure 8. Let
P: (A, By, C,,0) with the state x,=[q" ¢"]" ,

T
Dy: (A, Ba,Cq,0) with the state x, =[q] 45 .
K:(A. B, C.0) with the state x., v = Cyx, + Cxg
with G, = [0 Co], €, =[0 C,]. Define the state of

. T
the combined controller as x.. = [x; xj xI|, then
the combined controller K. is

Xec(k + 1) = Agexec (k) + Beey(k),
ti(k) = Cccxcc(k):



where A, = 0 Ay 0 [

0
ol,cccz[—cép -GC, C.,

c

B =

_[ O I 1 o
Ap = [—M—lK —M—iD]’ By = [M‘lBu]’
I

A, = 0
47 [-Mz'Ky —Mg Dyl

K. {7 ——

Combined
controller

Figure 8: Equivalent Servo Control Systems of Figure 7

Table 3: Control Performance Comparison

Performance | Rigid body Original Modified Modified
mode plant plant; plant,
Open loop 0 dB 1.82 1.45 1.55 1.74
Crossover
frequency (Hz)
Gain margin 7.93 7.93 7.93 7.93
(@B)
Phasemargin 30.3 28.1 28.3 28.6
(deg)
H; 2.4803 2.8222 2.6985 2.5482
performance
(6,)(nm)

The comparison of the control performances is
summarized in Table 3. The modified plants have the
higher phase margin, higher bandwidth and the same
gain margin. The H, performance of the closed loop
systems with modified plants is lower than the original
plant. The sensitivity functions are also compared in
Figure 9. The modified plants have the higher
bandwidth, but the sensitivity hump is almost the same.
The power spectrum of PES NRRO data (z in Figure 7)
of the original plant and the modified plant, are
compared in Figure 10, from which we can observe that
the modified plant, yields a considerable improvement
in the low frequency up to 2k Hz. Above 8k Hz, the
modified plant, leads to a bit small degradation. Overall,
the H, norm of the modified is lower than the original
plant, as shown in Table 3.
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Figure 10: Power Spectrum Comparison of the PES
NRRO with the Original Plant and Modified Plant,

5. CONCLUSIONS

We have developed an LMI based approach to design
the damping ratios of the plant and the output feedback
gain to guarantee that the modified plant has a better H,
optimal performance. The corresponding H, optimal
controllers are designed for each case. A numerical
example of the VCM plant in HDD is presented to show
the validity and effectiveness of the proposed method.
Two modified plants are proposed and compared with
the original VCM plant. From the simulation, the
proposed modified VCM plants have the lower H,
performance, higher phase margin and bandwidth.
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Analytical Redundancy Relations from Bond Graphs of Hybrid System Models

W. Borutzky

Bonn-Rhein-Sieg University of Applied Sciences, D-53754 Sankt Augustin, Germany

Abstract—This paper picks up on one of the ways reported in
the literature to represent hybrid models of engineering systems
by bond graphs with static causalities. The representation of a
switching device by means of a modulated transformer (MTF)
controlled by a Boolean variable in conjunction with a resistor
has been used so far to build a model for simulation. In this paper,
it is shown that it can also constitute an approach to bond graph
based quantitative fault detection and isolation in hybrid system
models. Advantages are that Analytical Redundancy Relations
(ARRs) do not need to be derived again after a switch state
has changed. ARRs obtained from the bond graph are valid
for all system modes. Furthermore, no adaption of the standard
sequential causality assignment procedure (SCAP) with respect
to fault detection and isolation (FDI) is needed.

It is shown that the approach proposed in this paper can pro-
duce the same ARRs given by Low et. al. for a network example
reproduced in Fig. 1. Moreover, its usefulness is illustrated in a
small case study by application to a switching circuit from the
realm of power electronic systems. The approach, however, is not
limited to FDI of such systems. Analytically checked simulation
results give confidence in the approach.

Keywords—Hybrid models, FDI, ARRs, bond graphs with
system operation mode independent causalities, power electronic
systems, averaged bond graph models.

I. INTRODUCTION

Depending on the application, it is justified and convient to
model fast state transitions as instantaneous discrete events
giving rise to hybrid system models encompassing time
continuous state transitions and discrete events. Bond graph
representations of such hybrid models have been considered
for a long time and various approaches have been reported in
the literature. Early proposals have been to represent switches
considered non-ideal by means of a modulated transformer
controlled by a Boolean variable in conjunction with a resistor
accounting for the small ON-resistance of the switch [1-
3]. Other approaches also aiming at an invariant causality
assignment independent from system modes have been the use
of sinks of fixed causality switching off degrees of freedom
[4], or the use of a Petri net representing system modes
and discrete changes between them along with a set of bond
graphs with standard elements modelling the time continuous
behaviour in each identified system mode [5]. Also, in order
to account for ideal switching in a bond graph with time-
invariant causalities, so-called switched power junctions (SPJs)
have been introduced more recently [6, 7].

Bond graph representations of hybrid models allowing
for variable causalities are based on (ideal) switches [8—
11] (switched bond graphs), or junctions controlled by a
local automaton [12, 13]. Bond graphs with such controlled
junctions are usually called hybrid bond graphs.
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Moreover, early publications such as [14] have given rise to
an increasing interest in bond graph model based quantitative
fault diagnosis resulting in remarkable achievements during
recent years [15-21]. Due to the nature of bond graphs,
the focus has been mainly on fault detection and isolation
(FDI) in systems represented by time continuous models.
In [22], hybrid bond graphs are used for fault diagnosis in
systems represented by hybrid models. As switching on or
off controlled junctions entails at least a partial reassignment
of causalities in a bond graph and affects the generation of
Analytical Redundancy Relations (ARRs), a modification of
the causality assignment procedure with respect to FDI has
been recently proposed by Low and his co-workers [23-25].
They term the result a Diagnostic Hybrid Bond Graph.

In this paper, bond graph based FDI in hybrid models
does not start from controlled junctions that entail either a
dynamical reassignment of causality or a modification of the
SCAP. Instead, conceptual switches are represented by trans-
formers with Boolean modulus in conjunction with a resistor
and by applying the unchanged standard Sequential Causality
Assignment Procedure (SCAP) to the bond graph. As a result,
ARRs derived from the bond graph with invariant causalities
hold for all system modes. It is shown that derivation of
equations leads to the same ARRs given by Low et. al. for
an example [23].

Clearly, the representation of switching devices by a trans-
former with Boolean modulus and a resistor is not limited
to electronically implemented switches and may be used for
switching devices in other energy domains as well, e.g. for
hydraulic check valves. Furthermore, suitable formulation of
derived equations may enable the ON resistance of switches
to be set to zero turning them into ideal switches.

The paper is organised as follows. The following section
briefly revisits bond graph model based fault detection and
isolation. Subsequently, the derivation of ARRs from a bond
graph of a hybrid model is considered. The approach is
illustrated by application to a simple buck converter example.
Simulation results are verified by some analytical evaluation.
The conclusion summarises the advantages of the approach.

II. BOND GRAPH MODEL-BASED FAULT DETECTION AND
ISOLATION

Fault detection and isolation clearly needs fault indicators.
In a bond graph model based approach, the sum of efforts or
flows respectively at junctions can provide them. In a bond
graph model of a non-faulty system, evaluation of these sums
results in values called residuals that are equal or close to zero



due to numerical inaccuracies. If nonlinearities in the model
permit, unknown variables in these equations can be replaced
by inputs and known variables. That is, the result is a constraint
relation between known variables usually termed Analytical
Redundancy Relations (ARRs). Output variables of a bond
graph model are often indicated by detector elements. In the
context of FDI, these sensed variables are considered known
variables. Accordingly, the causality of detectors in inverted.
Furthermore, in order to be independent of initial values of
energy stores, Samantaray et al. suggested to assign derivative
causality as preferred causality to energy stores [21] and have
termed the resulting bond graph diagnostic bond graph.

If values of the known variables in an ARR have been
obtained by measurements of a real process or from another
behavioural bond graph model accounting for possible faults
in the process, then the residual of the ARR is likely to be
different from zero over time due to noise in measurement,
to parameter uncertainties or due to the occurrence of a
fault. Noise in measurement can be suppressed by appropriate
filtering before measured values are used in a diagnostic
model. If the residual exceeds certain thresholds, then this
event indicates that a fault has occurred in one of the system’s
components. As more than one system component usually
contribute to an ARR, it is not clear in which component
the indicated fault has happened. The information of which
components are involved in an ARR is called the signature
of the residual. Residuals with different signature are called
structurally independent. Their number is equal to the number
of sensors added to a system [21]. However, the set of ARRs
is not unique. The information of which system component
contributes to which residual is usually expressed in a Fault
Signature Matrix (FSM) [26]. Its diagonal part directly in-
dicates single faults that can be isolated. For isolation of
simultaneous faults, parameter estimation by means of least
squares optimisation has been used [20]. In this paper, the
single fault hypothesis is adopted.

III. DERIVATION OF ARRS FROM A BOND GRAPH OF A
HYBRID MODEL

In this paper, switches in hybrid models are represented in a
bond graph by means of a transformer modulated by a Boolean
variable and a resistor with statically assigned conductance
causality as has been initially proposed by Ducreux, Dauphin-
Tanguy and Rombaut for bond graph modelling of power
electronic circuits [2]. The advantage of this approach is that
the hybrid model is represented by one single bond graph and
application of the SCAP results in causalities that hold for all
physically feasible combinations of switch states. From such
a bond graph of a hybrid model, ARRs can be derived in the
same way as from a bond graph of a time continuous model.

For illustration, the network example used by Low et. al.
in [23] is adopted. It is shown that the approach in this paper
leads to the same ARRs given in [23]. Fig. 1 displays the
circuit diagram and Fig. 2 an associated bond graph. As can
be seen from the bond graph in Fig. 2, detector causalities have
been inverted and derivative causality has been assigned to
energy stores as proposed by Samantaray et al. [20]. although
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Figure 1. Network with a switch (cf. [23])
R: Ron
N
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Df: f C:Cy R: Ry C:Cy C:Cs

Figure 2. Bond graph of the network in Fig. 1

this is not necessary for the derivation of ARRs expressed in
terms of the derivatives of energy storage variables instead
of their integral. The auxiliary capacitor C : C, in integral
causality with a small capacitance C, has been added to
resolve the causal conflict at junction Os. In its constitutive
relation solved for its current, C, is considered small so
that the current vanishes. In the formulation of equations, the
parameter of an auxiliary storage element used for resolving
a causality conflict at a junction is set to zero. That is, the
auxiliary storage elements will not lead to a set of stiff model
equations with regard to simulation performed for a numerical
evaluation of residuals.

For comparison, Fig. 3 reproduces the diagnostic hybrid
bond graph given by Low et al. in [23]. In that diagnostic
hybrid bond graph, junction 13 is a controlled junction ac-
counting for the connection and the disconnection of circuit
nodes by the pass transistor modelled as a switch. The resistor
R : Ry2 is an artificial resistor resolving the causal conflict
at junction 04 similar to the auxiliary capacitor C : C, in the
bond graph of Fig. 2.

In [23], ARRs are derived from the junctions 0s, 04, 15. In
general, ARRs are obtained from the balance equation of those
junctions to which a detector has been attached that represent a
real sensor. According to the choice made in [23], summation
of flows at junction Oy of the bond graph in Fig. 2 yields for

R: Ry C:Cy R: Re De : €1 R:R3 De : €2
| N .
Vi
Se {1 102 A‘13} 0, }15 — 0
I /) L
Dfif R:Rp‘l C:Cy C:Cs
Figure 3. Diagnostic hybrid bond graph of the network (cf. [23])
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Figure 4. Two tank system (cf. [25])

the residual rq

o= f—Chtl— ise — Catl . (1)

As C is assumed very small, the term C,% can be neglected
in (1). Due to the conductance causality of the ON resistance
R : R, the constitutive relation of the switch takes the form
b2
isw = S5 5 - 2
t Ron + b2R2 (u el) ( )
where b € {0,1} . Finally, the voltage u is determined from
the sum of efforts at the left 1-junction
Vi—Rif . 3)

As a result, the ARR for r; reads

d
—C— (Vi —
f=C 7 (Vi — Raf)
b2
- (Vi—-Rif — . 4
R011+b2R2( 1f —e1) 4)
Likewise, summation of flows at junction 04 and of efforts at
junction 15 respectively and elimination of unknown variables
according causal paths in the bond graph gives the ARRs
T2 = dsw — Caé; — C3ég &)
€1 — R3C’3é2 — €2 . (6)

u =

r =

rs =

These results are identical to the ones reported in [23] if R,
is neglected in the ON mode of the switch.

Clearly, the derivation of ARRs from bond graphs in which
elements modelled as switches are represented by a Boolean
controlled MFT in conjunction with a resistor in conductance
causality is not limited to electronic circuits with switching
elements. In [25], Low et. al. consider a hydraulic two tank
system in which an ON-OFF controller ensures that the fluid
level in the tank connected to the pump does not exceed a
certain level. This tank has got a drain to prevent an overflow
in case the controller fails (cf. Fig. 4). Fig. 5 displays a
bond graph with Boolean controlled MTFs of that system.
The residual r; derived from the bond graph in Fig. 5 reads

b1Qp — C1p1 — bokiy/b2lp1 —p2| —Q  (7)

where k1 is a constant, b = 0 for p; < pp and by = 1 for
p1 > pp (overflow).

rn =

C:Cy R : Rs() C: 0y
De :P1 De P2
b1 —F\/ j —F/
MSf f-— MIF — 0, — 1 0 ——= R:Ri()

Qp

w b bl

Ri):R ) MTF ~— 1 }—— Se:pp  Df:Q R : R3()

Figure 5. Bond graph with Boolean controlled MTFs of the two tank system
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Figure 6. Schematic of the DC-DC buck converter circuit

IV. CASE STUDY

Beyond the result of the previous section, FDI in a DC-
DC buck converter circuit [16] is considered in a small case
study in order to show that bond graph modelling based on
the representation of switches by modulated transformers and
the use of the standard SCAP can well support FDI in hybrid
system models and produces correct result.

Fig. 6 shows the circuit schematic of the buck converter.
A bond graph of the buck converter is displayed in Fig. 7.
Again, the capacitor C' : C, has been attached to junction
02 to resolve the causal conflict at that junction caused by the
fixed conductance causality of the ON resistors of the switches.
Physically, it can be justified by the small capacitance of the
circuit node against ground.

Assume that the inductor current ¢;, and the voltage drop
across the capacitor uc are measured. Accordingly, Fig. 8

RZRQ
MTF : 1/m Cc:C, I:L
Q 1L
se 24 0 ——f 1| 0 I c.c
1 1 2 2
\ l
1 R:R
v
MTE : 1/ms
v
RZRD

Figure 7. Bond graph of the DC-DC buck converter circuit (cf. Garcia, 1997)
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Figure 8. Diagnostic bond graph of the DC-DC buck converter circuit
TABLE I
FAULT SIGNATURE MATRIX OF THE BUCK CONVERTER WITH SENSORS
Df : iy, AND De : uc

Component Parameter/ 1 T2 Dy, Iy
Output
Supply of signal m; | my 1 0 1 0
Switch Q Rq my = 0 mi=11| 0
Diode D RD mo = 0 mo = 0
Inductor L 1 0 1 0
Capacitor C 0 1 1 0
Resistor R 0 1 1 0
Sensor of iy, ir, 1 1 1 0
Sensor of u¢ uc 1 1 1 0

depicts the diagnostic bond graph. From the diagnostic bond
graph, the following two ARRs can be derived

di
15 r = U_Ldif_UC (3
1
02 : ro = iL — C’dc — EUC (9)
where
u = kmiE—kRgir (10)
and
R
k= & (11)

m%R D+ m% RQ
with mo = 1-— mi.

With these two residuals the structural fault signature matrix
in Table I can be set up. Clearly, a fault in the pass transistor
or in the diode can only be detected when these elements are
active. This is indicated in the first additional column with
the heading Dy,. As can be seen from the last column with
the heading I},, no fault can be isolated given the two sensors.

However, isolability can be improved by adding more sensors. A

TABLE I
PARAMETERS OF THE BUCK CONVERTER

Parameter Value Units
E 100 v
L 50 mH
C 50 uF
R 50 Q
T 1073 s
a 0.7 -

3.0

Adsadid ANAAL LA

vy

1.0 T

0.0+ T T T T T T T T T T T
0.000 0.005 0.010 0.015 0.020 0.025 0.030
time [s]
Figure 9. Time evolution of the inductor current 77, for the case of a non-

faulty operation

A. Non-Faulty Behaviour

Neglecting the capacitance C,, the following two state
equations can be derived from the bond graph in Fig. 7.

di 1

ditL = 7 [u — ] (12a)
duc _ 1. uc

o GPL‘ﬁﬂ (12b)

Given the parameters listed in Table II, and assuming that
Rg = Rp = Rgy, Fig. 9 shows the time evolution of the
current ¢;, through the inductor and of its mean value iy,
for the case of a non-faulty operation of the buck converter.
In Table II, T denotes the duty cycle of the signal switching
the pass transistor Q1 on and off and « the duty ratio. The
transistor is on for the period o7, while it is off for the
remaining part (1 — )7 of the period.

For Rg = Rp = Roy, the dynamic equations of the average
inductor current i1, and the the average voltage uc, read

di 1

Lo~ S0 - Rovive —uca (130
du a 17, UCq

i = ol 1)

Fig. 10 shows a bond graph of the average model.

B. Fault Scenario 1

As one of the possible fault scenarios, consider the case that

6 the signal controlling the switch Q is not properly supplied for
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Figure 11. Faulty time evolution of the inductor current due to a temporarily
permanently closed switch

some period of time. Let the switch be permanently closed for
the time interval [0.01s, 0.02s] and assume that this is the only
fault. By consequence, the diode is permanently off during that
interval. Fig. 11 shows the faulty time history of the current
ir,. As to be expected from the fault signature matrix, this
single fault is indicated by the time evolution of residual ry
(cf. Fig. 12). For the residual 1, an analytical expression can
be found and used for verification of the result obtained by
simulation. Let

i Rp

= — 14
T?L%RD-FT?L%RQ 14

with the tilde denoting possibly disturbed variables or param-
eters. Then, the expression for r; reads

r1 (15)

= (km? —km?)E — (k — k)Rgir, -
A permanent closure of the switch Q1 during the time interval
under consideration means mj = 1, while in the non-faulty
system model, m; switches values between O and 1. Thus,
for my = 1,m9 = 0 and m; = 1, my = 0 the residual r;
becomes zero. For my = 1,me = 0 and m; = 0,mg = 1,
the expression for r; reduces to E. That is, during the time
interval [0.01s,0.02s], the value of r; oscillates between zero
and £ = 100V as displayed in Fig. 12.
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Figure 13. Faulty time evolution of the inductor current in case 2

C. Fault Scenario 2

In a second fault scenario, the diode is considered to be
permanently conducting as of a time instant £3 = 0.03s. That
s, m1 = mq, ﬁlg = 1. Fig. 13 shows the faulty time history

of the current i;, along with its mean value for this case. For
t > ts, the state equations read

dir, Rpm? Rp ~
— = - Rqir
dt miRp + Rq miRp + Rq
—Ug (16a)
dic e
— - = 16b
C 7 L3 (16b)

From these equations, the mean values i La, Ucg for t — oo
can be computed. For Rg = Rp = Ry, these values are
Uce = 35V and ELQ = (0.7A in accordance with Figures 13
and 14. This fault occurring for ¢ > t3 is indicated by the
time evolution of residual r; in Fig. 15 as to be expected from
the FSM. Again, the simulation result for 7; can be checked
analytically. Let ¢ > ¢3 and Rg = Rp = Roy. In this case,
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Figure 14. Faulty time evolution of the voltage across the capacitor in case 2
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Figure 15. Residual 1 in case 2
(15) then reduces to
4 2
mi my .
o= —— E+— Rgir, . amn
my +1 mi + 1

As the ON resistance R, is small, Rq is neglected in (17).
As a result, it can be seen that r; oscillates between zero
(my = 0) and the value —E/2 = —50V in case m; = 1.

V. CONCLUSION

Aiming at a bond graph based derivation of ARRs for
hybrid models, this paper picks up on a proposal known for a
long time to represent switches by a transformer modulated
by a Boolean variable and a resistor in fixed conductance
causality accounting for its ON resistance. This representation
has been used to come up with a model for the purpose of
simulation. The paper demonstrates that this representation can
well constitute an approach to bond graph based quantitative
FDI of hybrid models offering the following advantages.

o Computational causalities once assigned are independent

of system modes. There is no need for adjusting causal-
ities after a change from one system operation mode to

another.

This means that neither model equations nor ARRs need
to be derived again after a discrete change of a system

mode.
o There is no need for a special version of the SCAP as has

been proposed for bond graphs with controlled junctions
in [23].

o Existing bond graph software such as SYMBOLS [27]
could be used to generate a single set of ARRs. As these
ARRs include Boolean variables, there is not one single
FSM but a set. Detection and isolation of faults become
system mode dependent. (In [23], they are called Global
ARRs.)

Causal conflicts at junctions may require auxiliary storage el-
ements with a small parameter value to be attached. However,
in the derivation of equations from a diagnostic bond graph
with storage elements in preferred derivative causality, the
parameter of these auxiliary storage elements can be set to zero
so that the additional storage elements will not lead to a set of
stiff model equations with regard to simulation performed for
a numerical evaluation of residuals. If it is decided to keep
the small ON resistance of the switch model, i.e. switching
devices are not represented by ideal switches, then small time
constants may result.

It is shown that the approach in this paper can come up
with the same ARRs given in [23] for a network example.
Moreover, the approach has been applied to a switching
circuit. Simulation results obtained with Scilab [28] have
been analytically checked giving rise to confidence in this

approach.
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ABSTRACT

A new nonlinear model for a semi-active damper which
describes a broad variety of hysteresis effects is pre-
sented in this paper. The novel part of the model is that
the few parameters can be identified easily and cost ef-
fective for the automotive industry. Despite the few
amounts of parameters, the validation of the model
shows, that it describes the behavior of a real semi-
active damper with strong hysteresis effects very well.
Additionally, the influence of the unknown parameters
is discussed in a detailed parameter study. In order to
consider the hysteresis in the current control, the model
is embedded in a dynamic feed-forward control struc-
ture.

Keywords: Damper model, hysteresis, dynamic feed-
forward control

1. INTRODUCTION

The fundamental objectives of a car suspension are the
isolation from vibrations introduced by the road irregu-
larities and the improvement of road handling by means
of a spring and a damper element. The suspension sys-
tem supports the weight of the vehicle, provides direc-
tional control during handling maneuvers and provides
effective isolation of passengers from road disturbances.
These goals are generally at odds, so that the tuning of
parameters in the suspension design involves finding a
compromise.

The limitations of passive suspension can be enhanced
by mechatronic systems, which can ease the conflict of
the objectives ride comfort, ride safety and limited sus-
pension deflection. In the last years, fully active suspen-
sion systems have been intensively studied. However,
because of high costs and high energy demand their ap-
plication in production vehicles is limited. Instead, be-
cause of the relatively low requested power, semi-active
dampers are primarily integrated, which offer perfor-
mance advantages over passive devices, see e.g. Ahma-
dian (1999). These suspensions feature "smart" shock
absorber, which can vary the damping characteristic de-
pending on the control strategy, mainly skyhook based
comfort or handling oriented control laws. The generat-
ed force follows the passivity constraints, thus no ener-
gy can be introduced into the system. For more infor-
mation and an overview on the semi-active control de-
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sign refer to Guglielmino et al. (2008) and Savaresi et
al. (2010) and the references therein.

Because of the complex damper mechanical construc-
tion and the switching elements in the valve, the beha-
vior is highly nonlinear (see Duym and Reybrouck
(1998) and Savaresi et al. (2010)). To exploit the poten-
tial of modern semi-active dampers a detailed damper
model based on the static characteristics is desired, in
order to be able to incorporate static and dynamical ef-
fects, such as hysteresis. In some works an approxima-
tion of the damper dynamics has been considered intro-
ducing first order lag elements (see e.g. Koch et al.
(2010)). In the literature several models have been pro-
posed to capture the hysteresis effects: A survey is giv-
en in Visintin (1994) and in Sain et al. (1997). To dam-
per modeling purposes the Bouc-Wen model is fre-
quently adopted. More details can be found in Gugliel-
mino et al. (2008) and in Sain et al. (1997) and the ref-
erences therein. A review of several idealized mechani-
cal models for electrorheological and magnetorheologi-
cal dampers based on a Bouc-Wen model is presented
in Spencer et al. (1997). The models found in the litera-
ture are not able to reproduce the behavior of the twin
tube hydraulic semi-active damper with internal switch-
ing valve.

The aim of this work is to model the adopted electro-
mechanical device with strong hysteresis effects due to
the design specifications and the interaction between
fluid and moving mechanical components (valve). The
parameter identification of the model is kept easy and
only the measurement procedure adopted to obtain the
static characteristics are utilized in order to produce no
additional costs in the development process of the au-
tomotive industry. A model which fulfills these re-
quirements is presented and the parameter influence on
the model behavior and on the hysteresis shaping is dis-
cussed.

The remainder of the paper is organized as follows: The
physical effects due to the fluid dynamics, the electro-
mechanical valve effects and the construction characte-
ristics are introduced in Section 2. In Section 3 the static
damper characteristics are presented and compared to
the measured damper forces. Based on the resulting in-
sights the hysteresis model is presented in the same Sec-
tion together with the validation of the damper model.
In Section 4 a model based force tracking control in or-



der to reach the desired force considering the nonli-
nearities is presented. In Section 5 the measurements
results are discussed.

2. PHYSICAL EFFECTS CAUSING THE NON-

LINEAR BEHAVIOR

In this Section, according to Duym and Reybrouck
(1998), Lang and Segel (1981) and White (1986), some
hydro-mechanical and thermodynamical aspects, which
are able to modify the damper response, are considered.
According to models of physical phenomena already
described in the literature, a damper model is presented,
which considers the major physical aspects in order to
explain the measurement data which is shown in the
next Section. Comparing the measurement results to the
model output, the model performance is considered as
basis for decision making of introducing or overcoming
a physical effect. Aspects like model costs and com-
plexity, time calculation needed for the determination of
parameters, computer memory requirements and numer-
ical problems in the simulation have been considered
and thus only relevant effects are included in the model-
ing.

A common way to describe the behavior of a dam-
per is the static force velocity characteristic which is
shown in Figure 1. But as it can be seen in measure-
ments (see e.g. Figure 3), the static relation is not suffi-
cient to completely describe the coherence between the
relative velocity and the damping force. In order to re-
produce the real damping behavior, the physical charac-
teristics of the fluid are taken into account. The oil
flowing through the valve on the piston rod and build-
ing up pressure in the compression and rebound cham-
bers is considered compressible and its impact can be
modeled by a spring with linear stiffness. The oil com-
pressibility leads to a lag of the pressure build-up in the
tube and a phase loss of the damper force especially vis-
ible in the high range of velocity measurements.

[ [
—min. damping |
---max. damping | prrg

P

force

=

relati ve velocity
Figure 1: Static damper characteristic

As already analyzed in Duym and Reybrouck
(1998) and Lang and Segel (1981), due to the damper
design materials, the mechanical components are not
perfectly rigid. Above all the rigidity of the cylinder
walls has a direct effect on the oil pressure in the cham-
bers. Their effect is similar to the oil compressibility
and can be modeled as well as a spring. The two effects
are considered together and will appear in the model as
a spring component.
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In addition to the mechanical friction also a hydro-
dynamical friction exits, which appears in elements
moving in a viscous medium. This effect is known as
Striebeck friction, Beitz and Kiittner (1994). This kind
of friction probably emerges between the valve
mounted on the damper rod and the cylinder. Consider-
ing a standard Striebeck friction curve it can be ob-
served, that the friction has a nonlinear dependency on
the velocity and on the oil viscosity. Therefore, the
amount of required parameters for modeling the friction
is high and taking the minor effect on the damping force
into account, friction is neglected for the presented
model. Additionally, it has to be noted that the viscosity
and density depend on the temperature in the chambers,
which either has to be measured or estimated in order to
consider these dependencies. As this would require high
costs and efforts, it is assumed that the damper is heated
up at a constant working temperature and thus tempera-
ture effects are also omitted.

The complete behavior of the damper depends not
only on the characteristics of the fluid and the gas, but
also on the mechanical switching element. By adjusting
the rod valve, in order to change the damping coeffi-
cient of the damper, it can be noticed that the force be-
havior in this case also depends on the damper state.
Defining the switching time, the time lapse in which
90% of the final force is reached it can be noticed that it
varies between 10ms and 30ms. According to Heifling
and Ersoy (2007), it depends on the absolute value of
the damper velocities, on the rebound or compression
direction as well as on the switching direction (from
soft to hard or vice versa). This effect has to be imple-
mented in the damper model because it describes the
relation between the damper velocity (which is general-
ly not the velocity of the oil through the valve assem-
bly), the valve adjustment point (that means the current
applied to the valve) and the resulting damping force.
This phenomenon is strong nonlinear and very difficult
to describe. In the presented model the switching time is
approximated with a first order lag element for both di-
rections and both switching directions.

Moreover, the structure of the inner valve assem-
bly, which consists of different check valves, intake
valves, port restrictions and blow-off valves (e.g. Duym
and Reybrouck (1998)) is strongly nonlinear. The rod
and the base valve assemblies are responsible for the
static force velocity characteristic of the damper (Figure
1). In order to avoid switching noises of the valves, the
pressure gradient is reduced by a damping element,
which leads to a delay time while opening and closing.
This effect causes nontypical hysteresis effects and
peaks in the damper force, especially at high frequen-
cies or high velocities. In order to improve ride and
acoustic comfort, a special mount is attached between
the damper and the chassis. This element is a flexible
compound of metal and rubber and is designed in order
to isolate the chassis from high frequency vibration in-
duced by the damper (Heiling and Ersoy (2007)). How-
ever, this flexibility causes an additional stiffness,
which also affects the damper force. As the measure-



ment data used in this work has been obtained without
damper mount, it is not considered in the model but it
can easily be approximated by adjusting the upper stiff-
ness ratio. The effect of the damper mount is that a
spring-mass mechanical system is generated due to the
fact that the damper rod is directly connected to the top
mount. By non-optimal design parameters the system
can be excited with high frequency vibration, which can
deteriorate the damping action. Anyway, these frequen-
cies are not in the range of interest, in which the suspen-
sion works. Therefore, the effect is not implemented in
the proposed model.

Serveral major physical effects have been pre-
sented in this Section. However, there exist many other
physical effects affecting the damper force (see e.g.
Lang and Segel (1981), Reimpell and Stoll (1989)).

3. THE NONLINEAR DAMPER MODEL

3.1. Model equations

Figure 2 shows a semi-physical model for a semi-active
damper, where the major physical effects for hysteresis
that have been discussed in the previous Section, are
considered. The stiffness of the cylinder walls, the dam-
per mount and the fluid compressibility are substituted
by a stiffness k and a damping factor b, . This spring-

damper element is connected in series with the main

damper b,;, where the static, nonlinear force-velocity
characteristic (Figure 1) is considered.
NN\
I
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Figure 2: The nonlinear damper model

In order to take the opening time of the check
valves into account, two relative velocities have to be
distinguished. The velocity between the piston and the
rod of the damper is generally used for calculating the

damper force and will be denoted as v, =2z, -z in

this work. As the check valves do not open instantly,
the effective relative velocity on the main damper v, is

slightly different. A first order lag element
1
Ve = m Vpr
is suggested in order to approximate the coherence of
these two velocities, with 7., being the time constant of

ey

the check valves. This effect is symbolized by the dam-
pers acting on the check valves in Figure 2. Also the
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dynamics of the current can be considered by a first or-
der lag element
1

T, s+1
with the time constant T,

cur *

Balancing the forces and summarizing these equa-
tions leads to the differential equations for the nonlinear
damper model

ieﬁ' - ides > (2)

. k b .
7 == 7 +—"z, (3)
b, +b, b, +b,,
iy :_—Tl oy L i dos )
. k b .
Vg == Ve + 7+ L 5, (5)
B ch ch (bl +bnl) ch (bl +bnl)

where Z,and i, are the inputs of the system and the
damping force

kb, bb, .

amp = - 4+ " z 6
W by T by by ©

is considered as the output of the system.

3.2. Parameter identification
As it is shown in Section 3.4, the hysteresis behavior
can be influenced by the model parametersk ,b;, b

andT

cur*

nl
In order to guarantee the highest flexibility of
the model for different valve currents and therefore hys-
teresis types, it is suggested to introduce a dependency
of the named parameters on the effective current i .

The damping coefficient of the main damper b,; addi-
tionally depends on the effective relative velocity v,

and is determined using the static force velocity charac-
teristic of the damper (Figure 1). Therefore, it is consi-
dered to be known. The rise time of the current 7, de-
pends on the inductivity, the resistance and the control-
ler parameters of the electrical circuit (Savaresi et al.
(2010)). It can be either calculated if the parameters are
known or read from a measured step response of the

electrical system. The remaining parameters k, b, and
T,, are estimated by optimization such that the differ-
ence between the output of the model, i.e. the damping
force, O,,4e and the measured output O, , which can
be expressed in the cost function

RN .
J(k’bl’ch):_Z(Omodel(tj’ZZ’ldes’k’bl’ch)_Omeas(tj))
n =
(N

is minimized for a fixed valve current i, and a given
velocity input z, for all considered time steps ;. The

model parameters are then interpolated linearly for cur-
rents which have not been considered in the parametri-
zation process.

For a cheap parametrization of the model in industrial
application, it is desirable to use no additional mea-
surements than those, which are used to obtain the static



characteristic of the damper. The static behavior is de-
termined by exciting the damper by a sinusoidal signal
with a fixed stroke amplitude and several predefined
velocity amplitudes for fixed valve currents. The damp-
ing force is measured for the point, where the velocity
reaches its maximum what leads to one point in the
force velocity diagram (Figure 1). For further informa-
tion on the routine the reader is referred to Reimpell and
Stoll (1989). In order to excite the hysteresis behavior
of the damper, it is suggested to modify the stroke am-
plitude from 0.05 m to 0.01 m, what can be achieved
easily by today's damper test rigs. The values for the
amplitudes and the resulting frequencies are listed in
Table 1.

Table 1: Input signal for parametrization according to
Reimpell and Stoll (1989) and modified stroke ampli-

tude
Stroke[m] 0.01
Velocity [m/s] | 0.052 | 0.131 | 0.262 | 0.393 | 0.524
Frequency[Hz] | 0.83 | 2.08 | 4.17 | 6.25 8.34

By using the whole signals for the minimization of (7)
instead of only one point of each data set, the parame-
ters k, b, and T,, can be estimated. As this measure-

ment data is sufficient, the requirement of producing no
additional costs for the parametrization is fulfilled by
this procedure.

3.3. Model validation

The model parameters are identified for the semi-active
damper using the input signals according to Table 1. In
order to validate the parameters, the model output is
compared to measurements for different amplitudes and
frequencies of the sinusoidal input signal (Table 2).

Table 2: Input signal for validation

Stroke[m] 0.005
Velocity [m/s] | 0.052 | 0.131 | 0.262 | 0.393 | 0.524
Frequency[Hz] | 1.66 | 4.17 | 8.34 | 12.51 | 16.67

The result of this comparison can be seen in Figure 3
for the maximum damping, in Figure 4 for medium
damping and in Figure 5 for the softest damping.

Fdamp
——

BV —Sim 12571 Hz
Z

Figure 3: Fit to experimental data, i, =0A
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F damp

—Sim 12.51 Hz

zp
Figure 4: Fit to experimental data, i, =0.9A

Fdamp

z
Figure 5: Fit to experimental data, i, =1.84

Table 3: Fit values of the model in [%]

Frequency [Hz] | 1.66 4.17 834 1251 16.67
0A 848 954 91.7 91.1 86.4
1A 90.5 86.9 902 90.7 87.9
1.8A 85.1 92,6 90.9 90.5 86.9

The model output is compared in regions, where the
damping forces nearly match the static characteristic
(low velocities and/or soft damping) and also for in-
creased velocities and damping forces, where minor
(Figure 3, 4.17 Hz) and major (Figure 3, 12.51 Hz) hys-
teretic effects appear. It can be seen, that, in all cases,
the proposed model matches the measurement data very
well. In order to quantify the validity of the model, the
fit value

[Eonas = Foin
||F5im||rms
for each considered frequency and current is given in

Table 3, whereas a mean fit value of 89.4 % can be cal-
culated.

fit=1- )]

3.4. Parameter variation

Depending on the set of parameters, a broad variety
of hysteretic effects can be described using the new
damper model. Figure 6 shows simulation results for
three different parameter sets which result in minimal
hysteresis, common hysteresis and hysteresis with an
additional loop.
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Figure 5: Model possibilities at 0 A and 16.67 Hz

>
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The corresponding parameters are listed in Table 4 and
it can be seen, that the hysteretic effects can be in-
creased by increasing the response time of the check
valves and reducing the stiffness and damping of the
upper mount.

Table 4: Parameters for Figure 6

k bl ch
minimal hysteresis | 9¢7 | 9e4 | 2e-5
common hysteresis | 5e6 | 5e3 | le-4

strong hysteresis | 4e6 | 2e3 | 2.2e-3

In order to understand how the parametersk ,b;
and T,, affect the hysteresis behavior in the force ve-
locity diagram, parameter variations have been made
and the result is depicted in Figure 7. It can be seen, that
the parameters k and b; have an effect on the general

hysteresis shape of the curve. Rising values of k or b,

lead to a smaller area which is enclosed by the damping
curve. This seems plausible, because increasing stiff-
ness and damping parameters stiffen the spring-damper
element, which is connected in series with the nonlinear
static damping element (Figure 2) and therefore, the in-
fluence of the static damper becomes higher. Most of
the effects are influenced equally by k& and b, , except
for the loop in the compression case, where slight dif-
ferences can be seen. The size of both loops can be ma-
nipulated by the time constant of the check valves T, .
Because the influence of the first order lag element (1)
is getting smaller with lower time constants, the loop
size decreases for faster response times.

3. T,y rises

F damp

z2
Figure 7: Influence of the model parameters
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4. MODEL BASED CURRENT CONTROL

4.1. Dynamic feed-forward control

As seen in the previous Sections, the inversion of the
static damping characteristics for a given desired damp-
ing force may lead to an improper resulting force due to
the hysteresis of the damper. The previously described
hysteresis model can be used to consider this nonlinear,
dynamic behavior for the calculation of the appropriate
valve current by embedding the model in a control
structure, based on a dynamic feed-forward control
structure, which has been proposed in Franklin et al.
(2010) and is shown in Figure 8. It can be seen, that the
static inversion of the damping characteristic, which is
calculated in the feed-forward block in Figure 8§, is ex-
tended by a controller, where the current is adjusted
whenever an error between the desired and the calcu-
lated damping force occurs. The sign of the calculated
force is multiplied with the force error because a posi-
tive error must lead to an increased damping, regardless
of whether the damper is in compression or rebound.
The corrected valve current is then applied to the real
damper leading to a lower error between the desired
force and the resulting force of the real damper. Of
course, for proper tracking, it is required that the model
matches the behavior of the real damper and that the
dynamic feed-forward control is fast enough, i.e. the
controller gain is high. A good performance can already
be achieved by a proportional gain, which is also used
in the present implementation. The gain is determined
by optimization using a genetic algorithm such that the
error between the desired force and the damping Force
Fyamp 18 minimized.

FZ 2 feed- o idesL hysteresis
des forw ard (=} model
ides
%controller
TR
=
Fdamp

Figure 8: Dynamic feed-forward control structure

4.2. Numerical results

The dynamic feed-forward control approach is com-
pared to the static calculation of the damper current us-
ing the hysteresis damper model for the simulation of
the real damper. The desired force has been chosen to
be proportional to the relative velocity, which has been
measured from a real road profile. It is noted, that of
course only desired forces, which are between the min-
imum and maximum characteristic of the damper, can
be tracked. The results are shown in Figures 9 and 10
and it can be seen, that the error between the damper
force and the desired force can be reduced significantly
using dynamic feed-forward control. Especially the
force peaks, which lead to high vertical accelerations



and therefore are sensed most by the passenger, are
tracked more accurately. The root mean square value
for the force error is reduced by 38 % from 125.5 N to
77.2 N by using dynamic feed-forward control instead
of the static inversion for this example. In order to esti-
mate the robustness of the controlled system, the para-
meters of the simulated real damper have been varied
by 30 %. The results show, that there is still an im-
provement of the rms value for the force error of 18.9 %
for the variation of k, b;, b,; and T,, in the positive
direction and 5.6 % in the negative direction. A more

detailed analysis of the robustness will be part of future
work.

desired force
- | —— Faamp static I
F damp dynamic

[

T
+—+

1 15 2
time [s]

force

Figure 9: Comparison of absolute forces between static
and dynamic current calculation

error static
error dynamic

force error

time [s]
Figure 10: Comparison of force error between static and
dynamic current calculation

5. CONCLUSION

In this paper, a novel hysteresis model for a semi-active
damper has been presented, which can be used to de-
scribe a broad spectrum of dampers. The advantage of
the model is that the few unknown parameters can be
identified using only measurements, which are already
made in the automotive industry in order to obtain the
static characteristic of the damper. The identification
process has been shown for a real damper with strong
hysteresis effects and the validation showed that the
model matches the measurement data very well. Fur-

55

thermore, a study on the parameter variation has been
presented and the influence on each parameter on the
shape of the hysteresis curves has been discussed. Final-
ly, it has been shown that the model can be used in or-
der to improve the force tracking of the semi-active
damper by embedding it into a dynamic feed-forward
control structure.
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Abstract— During the processing of synthetic aper-
ture radar (SAR) images, unknown-moving objects
cause phase modulations in their phase histories. De-
pending on the motion, such modulations cause unde-
sirable image distortions such as blurring and object-
displacement artifacts. This paper discusses the es-
timation of time-frequency representations of non-
stationary signals, by means of autoregressive moving-
average (ARMA) model with time-dependent coeffi-
cients. This estimate will determine the object’s mo-
tion law and consequently the possibility of reconstruct-
ing and plotting the true trajectory.

Keywords— Syntethic aperture radar, Time-varying
auto-regressive moving average models, Kalman filters,
Phase estimation.

1. Introduction

In this section we describe some basics of the SAR
principle. As shown in Figure 1, a pulsed airborne
radar moves in the indicated flight path, transmitting
pulses and receiving echoes reflected from the scene.
Suppose the cycle starts at point A where the radar
transmits a pulse, then others at xo, z3,...,2,_1 and
so on until reaching point B in x,. What defines the
interval size between A and B is the first and last con-
tact of beam with the object (indicated in the figure
as range-A and range-B). During that period the ob-
ject is being iluminated by the radar lobe, receiving
z, pulses. This distance is what is called synthetic
aperture. Moreover, the returns of each pulse which
contain range information (fast-time), are stored by
columns in the SAR data matrix. The cells of each
column is called range-increments, where his size is
defined by the pulse-width. Thus, in cell Cy; is stored
the farther return in distance and the nearest in cell
Cin1. The same applies to the transmitted pulse in s,
but their returns are now stored in column 2 (cells C'o

to CmQ)
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Figure 1: SAR Geometry

This is repeated until the column n (cells Cy,, to
Cinn) is reached. Also, the typical assumption is that
the platform moves with a constant and known speed
and the escene objects is static, which ultimately im-
plies the existence of a Doppler effect. Row cells (slow-
time) store “versions” of the returns but shifted in
phase (phase history), as shown for the case of row;.
Optimized algorithms focus the distributed energy of
the raw data for all scene locations simultaneously.
However, if marine or ground objects have an unknown
motion they will cause a unknown phase modulation in
their phase histories, precisely because of the unknown
relative motion between sensor and object (section 2.).
In turn, these modulations cause SAR image distor-
tions such as blurring and smearing (Sparr and Krane
2003).

In order to develop this work (Figure 2), we consider:
1) the time serie (T'S), comprised of the sequenc-
ing radar returns, is modeled by a time-varying auto-



regressive moving average (T'V-ARM A) model, 2) the
TV — ARM A coefficients are updated by a Kalman fil-
ter (KF), 3) using the ARM A coefficients updated at
each iteration we obtain the instantaneous estimated
power spectral density (PSD), 4) the maximum value
of PSD provides us with the instantaneous frequency
IF, 5) finally, the last objective is to analyze and to
compare the performance of a phase ARMA — KF
estimator, operating in a non-stationary simulated en-
vironment which has a moving object, using as frame-

work the WignerVille distribution WV D.

2. SAR simulated scenario whith a dynamic ob-
ject

Here we define the scenario that contains an object

with rotational movement around a fixed point as

shown in Figure 3, which considers the projection of

this movement over the line of sight (LOS).

Cadmdas | | ARMA model
p ) a,(n), b,(n) PSD=f[ay(n), by(n)]
It il coefficients coeflicients

simulated | W "
data E

‘ ““Q Kalman information compare IF
a,(n}, by(n} extraction estimation
coefficients

He estimator
conditions .
— ! radar data |
WVD ;
process noise joint time-frequency ‘:::Z::'_j'_::
— B distribution oot B
observation % simulated |
noise ! data ]

Figure 2: ARMA — KF and WV D processes block
diagram

Let the freedom to choose the location of the refer-
ence system so that: 1) the radar platform is placed at
[0, 0, k], 2) the object has a initial coordinates [xq, Yo, O]
and a absolute position [z(n),y(n),0)], determined by
R(0) plus the phasor r (whose initial phase is o),
3) The relative coordinates are the projections of r
on the z and y axis, i.e. with a oscillatory variation
proportional to sin(nwy,) and cos(nw,,) respectively.
The term w,, represent the object rotational frequency.
The magnitude of range R(n) measured from the radar
to the object is

|R(n)| = \/(a:(n) —vpn)? 4+ h? + y(n)? (1)
The Figure 4 shows the successive positions of the plat-
form. As we have stated, it is necessary to apply a
phase correction (applying a rotation to the appropri-
ate phasor) to each return received. The error and
therefore the correction phase, is directly proportional
to d?, the square of the j-th instantaneous position rel-
ative to the center of the aperture. But more impor-
tant here is that it is inversely proportional to |R(n)|2.
Namely, the correction is (Stimson 1998)
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It is obvious that lack of knowledge of true coordinates
x(n),y(n) of the object, preventing an effectively phase
correction. Let’s see in the next section how this sce-
nario affects the signal model.

P~

3. Physical signal model

As we will see in the section 4. this scenario allows
us to form a TS {z(n)} of the trajectory. Then,
each transmitted linear frequency modulated LFM
pulse is expressed by the complex exponential s;(7) =
g(7’)ejQTF(*DO*fC’TJrO‘TQ)7 where 7 is the pulse round-trip
time, g(7) is a square pulse of T, [usec] wide, « the
slope of the modulating frequency, ¢ an arbitrary ini-
tial phase, fo the carrier frequency, so (o + fo7 +a7?)
is the phase ¢(7) [rad]. The signal s;(7) is valid in the
interval [—T,,/2,T,,/2]. Therefore, the received echo
from an object at the distance R will be

ei2m(potfo(r—2R/e)ta(r—2R/0)*)  (3)
In this work we are only interested in the resulting sig-
nal at the end of the reception chain, i.e. after pulse
compression processing. As the SAR platform moves
along a hypothetical circumference arc flight track, the
radar emits and receives pulses. Considering one ob-
ject of interest, the difference between pulses will be
determined by the attenuation of the signal from the
path loss and the antenna pattern as well as by the
change in distance to the object. Based on this, the
pulse compressed signal before SAR processing is

s1(1) = g(7)

_ 2R(n)/c =T

Spe(n, 7) = T(1 T

)ejQTrfg (2R(n)/c—7)
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2R(n)/c — 7|

sinc(2maT,(2R(n)/c — 7)(1 )
T,
function of m, and 7 and valid in the interval
2|R(n)|/c — Tw,2|R(n)|/c + T). Using the ex-
pression above, renamed as xz(n) we generate a set
Spe(n,7) n =0,...,N —1, where each element is a
complex-value signal per pulse. N is the number of
pulses emitted during the aperture time. We will use
that set to test the proposed ARM A — K F methods

and reference WV D time-frequency representation.

4. Building a mathematical model for TS

Now we will develop a mathematical model of the re-
ceived SAR signal

ar(n)z(n—k)+ > br(n)w(n—k)+n(n)

k=0

(5)
where x(n) is considered as one that describes the sys-
tem and the measurement process, with coefficients
{ak,br} and w(n) the clutter noise input driving se-
quence, independent w.r.t. past values xz(n — k).
The values of p and ¢ are the order of autoregressive
ARM A model. Now, if we consider that the T'S sam-
ples has varying spectral properties, it is also natural
to assume the coefficients to be time dependent. So,
it is more realistic: 1) to model the a, by with a de-
gree of randomness i.e. agp(n + 1) = ag(n) + vq(n)
and bg(n+1) = bg(n) +vp(n), where the zero-th order
random processes v(n) = {vq(n),vy(n)} can be inter-
preted as the uncertainty of the prediction of the next
coefficient value and 2) accept the measurements as
being noisy. To denote this new condition, the z(n)
expression is modified by the adittion of the observa-
tion noise n(n), as independent of AWGN coefficient
noise v(n) and clutter w(n) processes.

23

k=1

5. T'S expressed as state-space model (SSM)

As we saw, {z(n)} is an uni-variate T'S represented as
an ARM A model with coefficient ay(n), bg(n). Now

(4)
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Figure 5: PSD versus time-frequency

we pose our problem of spectral estimation in SSM
term. For this, let the ARM A coefficients represent
the state of the system

s(n+ 1) = s(n) + v(n) (6)

where s(n) = [a1(n),...,ap(n),bo(n),...,be(n)] is the
(m)-dimension (m=p+q+1), unobservable state vec-
tor and vI'(n) = [v1(n),...,v,14(n)] is the (m — 1)-
dimension noise vector, that as mentioned above, mod-
els the unknown statistics of the coefficients. So,
get the state vector s(n) is to get the TV ARMA
coefficients. On the other hand, if we define the
(m)-dimension vector of returns and noise process
as C(n) = {—z(n —1),...,—z(n — p),w(n),w(n —
1),...,w(n—q)}, we can write the measurement equa-
tion as

z(n) = C(n)s(n) + n(n) (7)

6. State estimation via the AKF

Comparing equations (6) and (7) with the conven-
tional SSM model equations, we can conclude that,
in the problem under study: 1) the transition ma-
trix ® is the identity matrix I, 2) the measure-
ment matrix H is represented by C and 3) the es-
timate of state vector s(n) (or ARMA coefficients
{ak(n),br(n)}), can be gotten from the observed data
{z(n)} using a KF (Harashima, Ferrari and Sankar
1996). To illustrate this “recast”, let (p,q) = 2,
C(n) =[-z(n—1),—z(n—2),w(n),w(n—1),w(n—_2)]
and s(n) = [a1(n),az(n), bo(n), b1 (n), ba(n)]T, then we
can express x(n) in matrix form as

—z(n—1) Tl a
—z(n — 2) as
z(n) =1 w(n) bo |+n(n)  (8)
w(n —1) b1
w(n — 2) by
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Moreover, the state s(n) of the system and the gain
matrix K(n) can be estimated recursively, with the
proper interpretation of stochastic characteristics of
both, the input driving signal {v(n);c,%} and mea-
surement noise {n(n);c,%}. To apply the AKF, we
also assume that a;(0) and bg(0) are Gaussian ran-
dom variables.

7. Initializing the augmented KF

In this section we define the set of parameters re-
quired to initialize the AKF' algorithms, considering
that the only information available is the noisy mea-
sure of range represented by the T'S x(n) and covari-
ances of the noises R(n) and U(n), as we will see later.
Moreover, we will not repeat here the recursive set of
equations that make up the AKF, except those re-
lated to the initialization process. We only recall that
one way of expressing an estimated §(n) of s(n) that
is as close to it as possible in a mean-squared sense is
§(n) =18(n—1) + K(n)[x(n) — CI§(n — 1)]. We know
that the recursive computation of the variable-gain
matrix K(n) involves three matrix equations (Auger,
Flandrin, Gongalves and Lemoine 2002)

K(n) = J(nn—1)Cn)T[C(n)I(nn—1)CHn)T +
+ R(n)!
J(n|n) J(n|n —1) —K(n)C(n)J(nln —1)
Jotin = LI(nn)I" +U(n)

where J(n|n) = E[[s(n)—8(n)][s(n)—8(n)]T] is just the
covariance matrix of estimation errors. Note that in
our time-varying case the matrices J(n|n) and K(n)
can not be computed a priori because of the depen-
dence of C(n) on the actual system measurements.
Moreover, as the inspection of the Kalman gain re-
veals, we must consider that if the measurement noise
is small, then K(n) will be large, i.e. a lot of credi-
bility will be given to the measurement. In contrast,
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if the measurement noise is large, then K(n) will be
small, i.e. very little credibility will be given to the
measurement, in both cases when computing the next
value of x(n).

Now, the key issue is to assume values for the variances
0,2, 04,2 and o,2. In the case of 0,2, it should be
assigned on the basis of our knowledge of the noise

introduced by measurement sensors.

8. Phase estimation

From the moment that we have the time-varying coef-
ficients of the ARM A model, is possible to obtain the
unknown phase from the PSD, expressed as a func-
tion of that coefficient ay, by. The ridge-peak of this
function is the instantaneous frequency.

7 —jkw|2
Pw(ejw) _ ‘ZZ:O bq(k)e ’ ‘

T stwmerE O



9. Comparison between the ARMA — KF esti-
mator and the WV D

In this section, we compare the performance of the
ARMA — KF estimator against WV D. To do this
we consider the following design parameters. With re-
spect to the platform: 1) The antenna has a physical
inclination (look-angle) of 76[degrees] 2) we assume a
pulsed linear frequency modulation (LFM) transmit-
ted signal, of Tp, = 10[us] wide and slope of the modu-
lating frequency « = 40[M Hz/s], 3) a pulse repetition
frequency PRF = 500[H z], frequencying a duty cycle
or interval between pulses IP of 1% or ~ 2.0[msec]
of maximum processing-time, 4) the transmiter has a
carrier frequency fo = 1.275][GHz] (A = 0.0235[m]),
and a intermediate frequency stage F'I of 25[M Hz],
where the radar video is sampled at a frequency f;
100[M H z|, with a sample interval At = 1/f, = 10[ns]
and time of the sample n defined by tn = nAt, 5)
the platform operates in stripmap mode, with a spa-
tial and azimuth resolution of 6[m] and 1[m] respec-
tively (depend on the size of the antenna), 6) besides
that exposed, the platform has a speed of 100[m/s]
and a height of 4000[m] results a ground-range value
of 1800[m] (see xo in section 2.), 7) moreover, from
the supposed speed of the object and also from an ar-
bitrary value of dsin(d) = 50[m], we then obtain a
simulated signal with frequency f,, = 0.5[Hz], 8) fi-
nally, the number of samples N depends on the range-
cell resolution (RCR), which is proportional in turn
to the compressed pulse wide. If the compression ra-
tio is 20 then the RC'R = 75[m] or 500[ns]. Since f
100[M Hz], then an acceptable minimum is N = 64.
With respect to the ARM A and kalman filter: 1) we
use p = g = 2, 2) for the variances 0n2, 04,2 and 0,2
we consider a reception chain SNR > 10[dB] and mea-
surement errors of 1%, then we can use 0,2 = 1000, 3)
in the case of 0,2, after an assessment of the way the
w(n), representing the clutter, is likely to vary (An-
derson and Moore 1979). Again, if the signal to clutter
ratio SCR > 10[dB], with values of radar video sig-
nal on the order of [mV], we consider then o,,% = 1,
4) moreover, for 0,2, we consider a trial an error ap-
proach method, 5) finally, we need to assume a priori
initial values for each ay(n), by (n) of these coefficients,
in that case, we assume complete ignorance of them,
so a;(0), b (0). We test three case studies, all of them
related to the scenario of section 2.

CASE A- Scenary with a constant frequency sig-
nal. Is a signal with f,, = 25[Hz], SNR = 15[dB],
with amplitude of F15[mV]. This signal is processed
by the ARMA — KF algorithm proposed. Figure 5
shows a three-dimensional representation of the PSD
in [dB] versus time-frequency. The crest of the sur-
face manifests a maximum value of PSD for 25[Hz].
The WV D representation using a Matlab® Time-
Frequency Toolbox (Auger, Flandrin, Gongalves and
Lemoine 2002) is shown in Figure 6. At a sampling
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frequency fs = 100[M Hz|, the normalized frequency
of 0.25 represents the 25[H z] searched by estimation.

CASE B- Scenary with a object moving at constant
speed. The example plots the PSD calculated using
equation (9), received from a object moving at the
speed v = 10[m/s] (36[km/h|, as shown in Figure 7.
The rotating frequency is fo = 6.5[Hz]. The object is
moving along a straight line, which gets closer to the
observer up to a distance d = 5000[m] and then moves
away.

CASE C- Scenary with a radar return signal.
The example uses 128 samples of the test radar return
signal with doppler frequency f,, = 0.9578[Hz]. The
estimated instantaneous frequency calculated by the
ARMA — KF procedure is represented as the max-
imum of PSD as shown in Figure 8. The Figure
9 shows a PSD time-frequency representation of the
same signal.

10. Results, conclusions and future works

The study aims to estimate the phase caused by the
unknown dynamics of an object moving relatively
slowly with respect to the platform. To estimate this
phase we use an ARM A — K F model and as frame of
reference a non-parametric time-frequency representa-
tion. The ARM A — K F model is very good in resolu-
tion, but totally dependent on the model order, that is,
a higher order ARM A would show unnecessary peaks
and a lower order may miss the peaks in the clutter
spectrum. However, WV D has the problem of cross-
spectral components and needs some insight in under-
standing the distribution, as can be seen clearly in the
Figure 10, where we have applied the Hough transform
on the WV D image to produce a representation with
peaks, whose coordinates give estimates of the linear
frequency modulation parameters. This is in contrast
to the immediate interpretation of the PSD of the
proposed method, Figure 9. The time progression of



radar signal return in complex form, in the presence
of additive measurement AW GN and AW G N-clutter,
was evaluated. This procedure utilizes the adaptive
feature of the K'F' which is carried out recursively for
each sample, and offers sufficient resolution in time-
frequency domain, in spite of the higher computa-
tional severity compared to other parametric or non
parametric methods. The first experimental results
show that the resolution of the introduced method is
equal or higher than other usual time-frequency tech-
niques. The reliability of the procedure was tested us-
ing Matlab® programs on simulated data. Compared
with standard methods, the ARM A — K F-based esti-
mation responded most quickly to parameter changes.
The usefulness of our approach in the analysis of Radar
returns (SAR) was introduced by an example. Refer-
ring to this application, from a general point of view,
the use of Kalman filters for the estimation procedure
has some advantages compared to other approaches:
Kalman filters can be constructed for multivariate sys-
tems with stochastic variation of the parameters and
the properties of the resulting estimates can be de-
scribed theoretically. Particularly, this is not neces-
sary to search for a suitable set of base functions to
model the temporal evolution of coefficients or to im-
plement procedures for the detection of change points.
Furthermore, the Kalman algorithm is appropriate for
implementation on microcomputers due to its recur-
sive structure that allows on-line processing, even of
huge data sets.

The disadvantage of this procedure is the afore men-
tioned strong dependence on the order of ARMA
model and the establishment of the initial conditions
of the variances 0,2, 0,2 and 0,2. It also depends on
the initial covariance of the estimation error P and the
initial values of the coefficients ay(0), bi(0). On the
other hand, since the model of system represented by
equations (6) and (7) is conditionally Gaussian with
covariance J(n|n), the estimates can be of high vari-
ance, thereby a smoothing procedure for the estimates
should be involved. Therefore, as future work, to
maintain the adaptation speed a nonlinear recursive
lowpass filter a; and I;k should be used for each com-
ponent a; and by of the estimated coefficient vector
s(n).

On the other hand, as well as tasks to develop in the
future, we list: 1) compare the performace with an
AR model in place of the WV D, 2) implement the re-
construction of trajectory as suggested in section 8.3)
improvement the solution of the K F' Ricatti equation
trought the use of Cholesky factors (known as squared-
root filter), 4) use other K'F to identify the initial
ARM A — K F values, 5) also in the K F, the use of an
alternative implementation of state vector, called in-
formation filter to improve the numerical stability, spe-
cially in cases of very large uncertainties of initial con-
dition estimations, 6) design other types of trajectory
dynamics such as the aforementioned rotational trans-
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Figure 10: Hough transform to WV D

lation, 7) non-Gaussian clutter with varying SCR, 8)
other model for the unknown statistics of the coef-
ficients, 9) analysis and comparison of the computa-
tional complexity between ARMA — KF and WV D,
10) extraction of information from a time-frequency
image.
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ABSTRACT

This paper presents the building of a Bond Graph model
of photovoltaic cells based on PN junction by modeling
directly the wvarious phenomena involved in the
photovoltaic conversion from incident sunlight to final
electricity. The basics of photovoltaic conversion and
the classical equivalent circuit modeling are presented.
Then a new original Bond Graph model of a
photovoltaic cell is elaborated. It is built with regards to
the physical energy structure of the light and to the
energy structure of the PN junction used for the
conversion device i.e. the photovoltaic cell. A particular
attention is paid to causality problem, as the light
appears as a power source of energy which implies very
particular constraints explained and leads to a model
using bi-causality. Finally, it is shown how this model
can be reduced to the classical equivalent circuit model.

Keywords: photovoltaic, modeling, Bond Graph, bi-
causality

1. INTRODUCTION

Electricity generated from solar photovoltaics (PV),
even if it is so far negligible with regards to the global
electric power, with about 40 GW of peak power
installed in the world at the end 2010, is characterised
by a very significant growth of about 30% by year for
the last ten years and more than 100% during the few
last years (PV status report 2010, Eurobserv’er 2011).
Indeed, in the context of sustainable development, this
electricity generation directly from the solar radiation,
the most abundant renewable source of energy, is
expected to become one of the major sources of
electricity in the middle of XXIst century (WWF energy
report). Photovoltaic generators began to be used 50
years ago in space and 30 years ago on ground
applications after the first oil crisis. Now well known,
but not yet as largely developed as other types of
electricity sources, the PV field is still strongly evolving
with  numerous researches and technological
developments for new materials and new systems as
well for small power remote applications as for grid-
connected generators and for large power plants up to
tens of MW.

The studies of electric systems are traditionally
based on equivalent circuit models or their derivatives.
Faithful equivalent electrical circuits of PV cells or
arrays are well known. But other types of modeling are
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exploited, such as Bond Graph (BG), because they are
better suited to studies of heterogeneous energy systems
within different disciplinary fields (Karnopp 1991).
Particularly, the use of Bond Graph representation has
proved very fruitful in many domains as for example for
the study of systems including PV and/or
electrochemical components (Andoulsi 1999a and
1999b, Astier 2004, Saisset 2006, Menard 2010).
However, this use relied on a direct translation of the
electric circuits models of PV generators, not on
modeling the PV conversion directly in Bond Graph.

In this paper, considering a solar PV cell classically
based on a PN junction, we present the building of a
Bond Graph model by modeling directly the various
phenomena involved in the photovoltaic conversion
from sunlight to electricity. First we recall some basics
of photovoltaic conversion and the classical equivalent
circuit model. Then we describe the construction of an
original Bond Graph model of photovoltaic cell based
on PN junction. We pay particular attention to causality
problem and analyze it especially in comparison to
those of other power converters as electrochemical
ones. It is particularly shown that a bi-causal modeling
is required. Finally, it is shown how this model can be
reduced to the well-known equivalent circuit model.

2. PHOTOVOLTAIC CONVERSION AND
CIRCUIT MODEL
2.1. Solar radiation and light energy carrying
Irradiance
M,(Wm-2pm-1) Number
- of photons
W, (Si) N, (s-'m-2)
|
1
1
1
1
1
05 10 1 15 20 Aum
1
40 20 10 08 W, (eV)

Figure 1: Solar radiation spectrum in space and
associated flux of photons.
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Solar light in the vacuum of space has a spectrum of
electromagnetic radiation of wavelengths ranging
continuously from 0.2 um to 4 um as shown on Fig. 1.
This spectrum is very near from the one of the radiation
emitted by a black body at 5800 K, the irradiance
following the theoretical Planck law.

From the energy point of view, this electromagnetic
radiation consists in a population of photons (Fig.1),
each one carrying the energy w, associated with each
radiation of wavelength A and given by (1) where h is
the Planck constant and ¢ the speed of light in vacuum.

c

The surface density of the power carried by an
electromagnetic radiation, called spectral irradiance M,
[Wm?um™] is therefore as well a surface density of
photon flux (Fig. 1) N, [s'm?] given by (2) where dA
represents a slice of spectral wave length of a given
width.

A
N}”:M}”h_cdl (2)

At the ends of the visible spectrum:

e for 2=0.40 um (UV); w; =3.10 eV; N, varies

between 1 and 3.1017 photons.cm?s™
e for 1=0.78 um (IR); w; = 1.59 eV; N, varies

between 3 et 5.1017 photons.cm?s™*

2.2. Photovoltaic conversion and materials
Generating electricity from electromagnetic radiation
follows conditions already set by Einstein:

1. the photons must be absorbed by the material
(optical absorption) by transmitting their
energy to charge carriers of material
(electrons);

2. the energy acquired by the excited carriers
must be a potential energy recoverable as
electrical work (voltaic) but not a thermal
energy (Kinetic energy);

3. the excited carriers (electrons) must be
collected in the external circuit before
returning to their initial energy level by
recombination.

These conditions lead to define the criteria to
realise an ideal photon-electron converter: a
semiconductor material and a strong electric field at the
location of excited electron-hole pairs. These conditions
are particularly satisfied by a PV cell made from a PN
junction structure with a semiconductor material. The
Fig. 2 shows two classical structures of PV cells using
either crystalline silicon or amorphous thin film silicon.

On the one hand the organisation of energy levels
of electrons as a band structure with a wy band gap in
the semiconductor allows the photovoltaic conversion:
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an electron from the valence band jumps to the
conduction band gaining the potential energy w.

On the other hand, the strong internal electric field,
linked to the space charge around the PN interface,
enables to collect the excited free carriers from within
the material to the external electrical circuit connected
to the front and rear faces of the cell. This function
particularly appears on p-i-n structures of thin film
amorphous silicon cells (Fig. 2).

_ Front contact

Glass

Sn02

150-250 pim

i-asi

1-2 microns

Rear contact Ag
Figure 2: Structures of PV cells based on PN junction:

crystalline and amorphous thin film silicon

According to their individual energy w;, photons
are either reflected or absorbed or transmitted. Only the
photons with an energy w;, greater than the band gap wj
of the material are useful to the generation of
photocurrent and to the photovoltaic effect. Thence a
first basic necessary condition for the photovoltaic
conversion to be realised is given by (3):

c
w, <w, :hz (3)

The energy of the photon is only partially absorbed
in breaking a valence bond, which creates, thus, an
electron-hole pair capable of mobility. The energy in
excess is rapidly transferred to the lattice as heat
(phonons). The electron and hole must be quickly
released and collected to then participate in electrical
conduction before their recombination. The pairs that
reach the area of space charge are separated by the
junction field and then collected. An absorption
efficiency 7, can thus be defined: for crystalline silicon
74 is about 0.4.

In this complex process, we can consider a simple
“two levels model of the photovoltaic conversion” so
that:

e a photon with an energy w; less than the band
gap energy wg is not absorbed and passes
through the material without transmitting any
energy;

e a photon with an energy w, greater than the
band gap energy wy is completely absorbed
and creates an excited electron-hole pair;

e excited electrons only acquire the potential
energy equal to wy. Some of them are involved
in recombinations, the other ones participate to
the generated photocurrent. However, for the
following, the hypothesis of no recombination
can be considered in order to simplify.



It results of these phenomena that the band gap
energy wy of the semi-conductor material is a major
factor of the photovoltaic conversion.

On the one hand the band gap energy wj fixes the
only part of the spectrum that can be converted and
shown on Fig.1, i.e. the radiations of shorter wave
length less than A (4):

hc
AL =— 4
e T 4

g9

Then, considering the actual solar spectrum on
earth, at ground level, the ideal values of bandgap
energy to do an efficient conversion with a “two level
system” should be comprised between 0.9 and 1.5 eV.
This is why, the most used material and technologies
are, for example:

e Silicon with wy (Si) = 1,11 eV

o  Gallium Arsenide: wy (AsGa) =1,35 eV

e Cadmium Telluride: wy (CdTe) =1,45 eV

On the other hand, the band gap energy wg also fixes the
potential energy gained by the free photo-excited
electrons and consequently the maximum output
voltage Vg of the theoretical unit cell given by (5) where
e (e=1.6 10™ C) is the absolute value of electric charge
of electron:

vV, =— (5)

As a consequence, any elementary photovoltaic
converter, called PV cell, is a low voltage generator. As
an example: Vg=1.1V for silicon cells.

In addition, the energy of radiation being
quantified, the number of photons for each wavelength
is fixed by the irradiation M, and by the spectrum
(Planck’s law, Fig.1). Consequently, this determines the
number of photo-excited electrons and thus the photo-
generated current ..

In this process, such a theoretical photovoltaic
converter appears to behave as a power source Py, (6),
imposing simultaneously and separately the voltage Vg
AND the current |, delivered by the voltage source V.

Pon =Vg o (6)

Such a lock is physically incompatible with the
connexion to an actual electric circuit of given
impedance, except if it can satisfy exactly the relation
(6), i.e. with an equivalent resistance Req such that:

V, =Rl (7)

g eq’ ph

Fortunately, this lock is broken thanks to the
different losses that make the real semi-conductor
converters imperfect, particularly with the diode effect
linked to the PN junction, different voltage drops linked
to conductions and different current leakages.
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The well-known simplest equivalent circuit of the
ideal PN junction PV cell, given on Fig.3, is deducted
from the preceding physical considerations: it includes
the current source lyn, which models the photoelectric
current, coupled with a diode in parallel which models
the diode effect linked to PN junction.

Iph=1lcc I 'd‘ Vp

Figure 3: Equivalent circuit of an ideal PV cell based on
PN junction.

Let’s notice that the current source is well related
to the quantified nature of light which behaves as an
imposed flow of photons. Many other power converters
models involve a voltage source of energy such as for
electromechanical or electrochemical ones as recalled in
the analysis made further in this paper.

In practice, several factors reduce the efficiency of
the PV conversion:

o the reflection of radiations on the cell surface;

e electron-hole recombination which reduces the
output current (collecting efficiency);

o the actual output voltage V, is lower than the
theoretical voltage V,

o the voltage drops at contacts and current
leakage at the edges of the junction.

All these additional losses of energy, linked to
voltage drops and leakage of current can be globally
taken into account by adding to the ideal model of Fig.
3 the two resistors Ry and Ry, as indicated on Fig. 4.

Iph= s I 'd‘ L

O
Figure 4: Equivalent circuit of a real PV cell based on
PN junction with additional losses.

The equations of this model Fig.4 are (8), (9), (10):

V
I, =1 d_ (8)
d s[exanVT J
\Y
l,=1_-1,——% 9
P sC d Rsh ( )
V, =V, —Rs |1, (10)

The values of the parameters of this equivalent
circuit depend on the actual cell and determine its



performance. For good quality cells, Ry, is more than 10
kQ and R; is less than 1 Q.

A more accurate model can use two diodes
connected in parallel, which better represents the
mechanism of recombination of minority carriers near
the middle of the band gap in the area of the space
charge. Another simple way to improve the Fig.4
model is to introduce a diode factor np in the single
diode model as done in (8). The diode factor is slightly
greater than 1. Choosing np=1 neglects the
recombination zone in the space charge.

A dynamic model can be obtained by putting a Cp
capacitor representing the electric stored space charge
associated to the PN junction across the diode on Fig. 4.

This static single diode model is very widely used
in studies of PV systems with the well known shape of
associated characteristics as indicated on Fig. 5.

P

sc

Peak power point

Ve, V
co p
Figure 5: Typical electric characteristic of a PV cell

based on PN junction.

The short circuit current I is proportional to the
power of the light (total irradiance). For a silicon cell,
the open circuit voltage V. is about 0.6 V at 298 K. It
varies with the temperature at a rate of about -0.4 % K™.
Thence the basic PV cell is a DC current generator with
a very low voltage of about 0.5V at peak power. Higher
voltages can be obtained first by connecting a large
number of PV cells in series as in commercialized PV
modules and PV arrays, and second by means of well
chosen static converter as a boost chopper for example.

3. BOND GRAPH MODELS OF PV CELLS

3.1 Bond graph model deducted from
equivalent circuit model

A bond graph model can be easily deducted directly

from the equivalent circuit given on Fig. 4.

c:C R: R

[S
Set lon | > 0

I
I |

D
R: R, R:Ry

Figure 6: Bond Graph model of a PV cell deducted
from the equivalent circuit of Fig. 4 (Cp is added).
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The diode is represented by the nonlinear R: Rp
element governed by the laws of electrical and thermal
behavior of the PN junction. The equivalent capacitor of
the junction is added and represented by element C: Cp
which determines the causality on the zero junction.
This type of model has been used efficiently in many
studies on photovoltaic system with Bond Graph (Astier
2004, Andoulsi 1999a and 1999b).

The structure of this dynamic model can be
simplified with no fundamental change of the behaviour
by involving Rq, within Rp and Rg within the load Zg,.

3.2. Bond graph model for monochromatic
photovoltaic conversion (without causality)

Now, in order to obtain another model of photovoltaic

conversion directly in Bond Graph, let’s consider

directly the conversion of the radiant energy.

At first let’s consider a monochromatic radiation of
wavelength A carrying a power density P,. Each photon
carries the energy w, given by (1). Thus the photons
flux density N, is given by (11).

P, =N

A AW

A (11)
In order to use a normalized measure of collections

of particles, we can consider molar flows densities (by

m?). Then the molar flow density of photons &, is given

by (12) where N, is the Avogadro number (Na = 6.023

10%).

N L= 5/1 N A (12)

The energy W, of one mole of photons is given by (13)
and the power density of the radiation P, by (14).

W, =N,w,
P}. = N}.W}. = fAWA

(13)
(14)

In the electric field, the photo-created current 1, is
therefore given by (15) where F = 96500 C is the
Faraday i.e. the electric charge of one mole of electrons.

I, :kpeNAe:kpe@F (15)

kpe < 1 takes into account the conversion rate and
recombination before collecting the excited electrons.

But in order to simplify it will be considered ky. = 1 for
the following which doesn’t change the model.

Now, in a first step, if we consider the total transfer
of the energy of each photon to each excited electron,
the power conservation implies a theoretical voltage V,
in the electric field depending only on A by (13).

PEW W W, he
I, 1, F e e



Then, with (15) and (16) it is easy to give the Bond
Graph model of this theoretical ideal photovoltaic
conversion from light field to electric field as on Fig. 7
with a TF element whose ratio is F.

WA (J.mol ™) TF Vi (V)

& (mol. 3) 12 (A)

Figure 7: Basic Bond Graph model of an ideal
monochromatic photovoltaic conversion.

In the light field the molar flux of photons &, is a
Bond Graph flow while the energy W; is the effort. At
this step it is independent from the actual semi-
conductor material used by the conversion device.

3.3. About causality of PV model

Such a model of Fig.7 looks very similar to the one of
the electrochemical conversion of power (Saisset,
Meénard) which is recalled on Fig. 8. In this model & is
the molar flow of the chemical reaction and AG the
variation of the molar Gibbs free energy. Considering
the causality, the molar flow & (i.e. the reactant
consumption) is a direct consequence of the current |
absorbed by the electric circuit. Thence the & flow is
imposed by the electric side while the effort AG is
imposed by the chemical side (molar free energy), thus
imposing the voltage E in the electric field.

-AG (J.mol?) E (V)

§(molst) ™ :zF | (A)
Figure 8: Basic Bond Graph model of an ideal
electrochemical conversion.

Differently, the model presented on Fig. 7 does not
enable to fix any causality at this step. Indeed the
radiation appears as an input power source imposing
simultaneously the current 1, and voltage V,. This is the
result of the microscopic quantification directly
reflected at the macroscopic level by the mechanism of
photon-electron conversion. Such a property will
require a bi-causal formalism to be rightly represented.
But, before, the material behavior also implied in the
actual PV conversion has to be introduced.

3.4. Bi-causal BG model of PV conversion

The band energy structure of electrons in the semi
conductor imposes to the excited electron the wy energy
instead of w;, so that the energy drop (w; - Wy) has to be
represented. As all the energy w; is first transferred to
electric charges, the exeeding power appears as a
kinetic power Py acquired by electric charges and lost
by interaction with the lattice becoming heat. Thence,
this energy dissipation can be expressed in the electric
field as a voltage drop from V, down to Vg, as in (17).

I:>k ZWA _Wg = (V& _Vg)'ll (17)

We have to represent this phenomenon both with the
behavior of the light as a power source. The bi-causal
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model on Fig. 9 proposes a solution. In this model both
W, and &, are imposed by the light on one side, which is
represented by the bicausal source S.Ss in the light field.
On the other side, in the electric field, the potential
energy in the semi-conductor is imposed equal to W,
i.e. an electric potential Vg, which is imposed by the
source of effort Se : Vg. The inserted bicausal element
D¢Ds has the right constitutive law in order to dissipate
precisely the power Py = (V,-Vqg )1,

Set Vg
|l£|£vg
S RN 3 Vs
SeSs: Py, |?l = = 1 = #
A . i

Figure 9: Bond graph model of a monochromatlc of PV
conversion using a material of Vg bandgap (part1).

At this step, just as before with the circuit modeling
approach, the only possible working point in the electric
domain is : (Vg, 1,). The output of this model appears as
current source I, flowing out from the voltage source
V,. So, all the model of Fig. 9 can be replaced by the
equivalent bi-causal source: S¢S : Vg I,

Now, just as before, in order to get a more realistic
model representing the actual process, it is necessary to
introduce the diode effect tightly coupled to the
photovoltaic conversion process for collecting excited
carriers. Classically, the diode effect involves both a
dissipative phenomenon and a capacitive one due to the
space charge stored at PN interface. A solution is
proposed on Fig. 10. The element Rp has the static
constitutive law of a diode. The transition capacitor of
the diode fixes the output causality by imposing the
voltage V.. Both with Rp and the electric load Z, this
constitutes the causal part of the model which has to be
connected to the part 1 of Fig. 9, globally replaced on
Fig. 10 by the bi-causal source S¢St. Vl,.

C:C,
Se5¢: Vgl .%1 I% 0 — 2]

Jor
DDy R: R,

Figure 10: Bond graph model of a monochromatic of
PV conversion using a material of V, bandgap (part2).

On Fig.10, the inserted bi-causal element DDy
insures the transition between the bi-causal part and the
causal part of the model representing a part of losses
causing a voltage drop from V, to V..

Indeed, even in open circuit the open circuit voltage
(Ve= V) is less than Vg This because a potential
barrier equal to the band gap Vy is not realistic in
practice, corresponding to the extreme case of doping
(pn™) which would imply a too short lifetime of excited



charges to be collected before recombination by tunnel
effect. So another doping configuration is chosen in
practice for PV cells, such as (pn®), with the
consequence of a voltage drop of the potential barrier
down to a voltage V. in open circuit less than the
theoretical V. More losses resulting in voltage drops
and leakage currents can be modeled either with two
more dissipative elements, R, and Rg, as on Fig. 6 and
not represented here or involved within Rp and Z,.

Finally, models of Fig. 9 and Fig. 10 can be
associated together (part 1 + part 2) so as to constitute
the Bond Graph dynamic model of a monochromatic
PV conversion. This model satisfies the aim of the
study, representing the different phenomena involved in
the photovoltaic conversion from the light field to the
electric field. But, at this step, it is only valid for
monochromatic lights, which is not the case of the
sunlight.

3.5. Bond Graph model of photovoltaic
conversion with white sunlight
Now, with the white sunlight, a continuous multi-
chromatic spectrum (Fig. 1) must be converted with a
unique semi-conductor material of wy band gap energy.
In this case, the different values of energy w;, of every
convertible photon are all together downed to wy when
transferred to electrons, the surplus being kinetic energy
dissipated as heat in the lattice as already seen.
Therefore as many legs as wavelengths have to be
combined to give the global photo-current 1y, which is
a discrete or a continuous summation of the various I,
(considering slices dA around A). And considering the
different dissipative phenomena, the common voltage of
photo-generated electrons is V,. Then the model of the
electric field is not changed and the Fig. 11 shows a
model for a light spectrum with a discrete number n of
monochromatic radiations. With a continuous spectrum,
the number of legs would be infinite.

Si: b
Figure 11: Bond graph model of a poly-chromatic
photovoltaic conversion using a PN junction.

Now, the proposed model passing from the light field to
the electric field represents the different phenomena

involved in the photovoltaic conversion. But, it clearly
appears complex, this complexity being related to the
continuous spectrum of the white light. In order to
avoid this great or infinite number of legs, inddeed not
useful in practice, the part of the model at the left side
of junction 0 can be replaced by a global flow source Sy
Ion (current source). This operation leads us to the model
of Fig. 6 which was directly deduced from the electric
circuit model of Fig. 3 ... of course!

4. CONCLUSION

In this paper a new Bond Graph model of a photovoltaic
cell based on PN junction, involving both light field and
electric field, has been constructed by modeling directly
the various phenomena involved in the photovoltaic
conversion from sunlight to electricity, doing this
instead of just translating the classical equivalent circuit
in Bond Graph. If it is truly interesting considering
physics, the continuous spectrum of white solar light
leads to a model with an infinite number of legs, one for
each slice of wavelength! Regrouping all the generated
photocurrent in one current source Iy, finally leads to
the well known model in the electric field. However,
this approach showed that the model of PV conversion
requires a bi-causal representation in the light field: this
is very original among all well known models of power
converters. Moreover, such an approach could be
interesting for example to model the multi-junction cells
(up to six junctions) which are developed for
multispectral non linear responses under concentrated
light with the aim to reach high efficiencies over 40%.
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ABSTRACT

In helicopter field, -electromechanical devices
controllers are usually designed and tuned from global
analysis with transfer functions calculations. This leads
to control architectures with a reduced number of
controllers. Their regulating loops are usually global
PID controllers where parameters are directly set up on
dedicated test benches. Energetic representation tools
such as Energetic Macroscopic Representation (EMR)
aim at simplifying systems analysis and control
providing model and control structuring method. In this
paper, a simplified helicopter flight axis control is
modelled with the intention of controlling the helicopter
stick force feedback. Performances of both global PID
and energetic model based inversion controllers are
discussed through simulation results.

Keywords: causal inversion, model-based control, EMR

1. INTRODUCTION

From the first flight in 1903 of Wright Flyer in Kitty
Hawk (US) to the last new technology ones, aircrafts
have been equipped with mechanical and hydro-
mechanical actuators for flight control. Over time,
designers have increased the number of elements of
each flight axis control to improve pilots comfort. For
example, electrohydraulic actuators controlled by a
breakthrough analogical Automatic Pilot Module have
been introduced in 1980 on the Dauphin Eurocopter to
stand in for overload pilot tasks. From 1983 to 1993,
embedded equipments have increased of 50%, from 77
(A310) to 115 (A34) units, in the Airbus industries.
Friction effort controls, stability and security
improvement systems are at the heart of aeronautical
industry and leads to more complex and heavier flight
controls. However, mechanical and hydro-mechanical
systems are relatively heavy, difficult to adjust and
without possibilities of evolution. They also have
limited  dynamic  capabilities = compared  to
electromechanical systems but are able to provide
higher forces. Researches are focused on development
of new architectures to minimise the number of passive
elements. Airbus A320 was the first airliner in 1983
with digital fly-by-wire controls and more recently the
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Dassault Falcom 7X became the first business jet with
fly-by-wire controls. Evolution towards electronic
control architectures sometimes leads up to the
mechanical decoupling between pilot control interfaces
and final controls on aircraft’s steering (Defay, 2010).
Pilots generally have mini-sticks and are thus totally
disconnected from the force applied on flight controls.

Fly-by-wire brings a lot of advantages in term of
weight, cost and ease to connect in axis flight controls.
Possibilities to improve or create new flight control
functions are enlarged thanks to the flexibility and the
high dynamic of the electronic controls which have
ability to adapt flight parameter controls in real time. In
the helicopter context, interest of fly-by-wires is
reduced compared to its high advantages for planes:
distance from pilot sticks to hydraulic power control is
quite small and mass gain profits against costs are
consequently reduced. Mechanical links between pilot
sticks and hydraulic power control is maintained except
on the fly-by-wire NH90 Eurocopter helicopter
(Perrimond 2006). Nevertheless, active force feedback
is a mean to dynamically limit the flight envelope. High
or sharp inclination of paddles may lead to collisions
between paddles and anti-torque rotor (case of nose-up)
or may block off turbines air intake (case of nose-
down).

Designers are attempted to develop new active
flight architectures with more functions, more
flexibilities, more securities and more comfort with less
elements. Associated control structures are thus
becoming more and more complex with difficulties in
setting control parameters avoiding over shoots,
oscillations and respecting correct response times.

The control of an electromechanical device is
usually made separately, locally i.e. independently from
other surrounding devices. They are elaborated from
global  transfer  function  calculations,  using
Proportional-Integral-Derivative ~ controllers  (PID).
Transfer function parameters are estimated from flight
structure  identifications. PID  parameters are
consequently directly set up on test benches with typical
regulating difficulties. This classical “element by
element approach” may be useful for a size limited
structure, with specifications on time response, over



shoot and stability by customising gain and phase
margins. However difficulties come up when the active
actuator is surrounded by several physical subsystems.
Graphical approaches can be used to help in modelling
and controlling multi-physic systems (Hautier 2005). In
order to determine a control architecture adapted to the
system and correctly set controller parameters, graphic
and more specifically energetic methods suggest to
properly model the system by respecting physical and
natural causality. One of these methods is the Energetic
Macroscopic Representation (EMR) which allows
deducing a global and a systematic control architecture
system representation.

The purpose of this paper is to elaborate a global
control strategy of the system using the Energetic
Macroscopic Representation tool. A helicopter axis
control is described and the model using the EMR is
proposed. A systematic model based control is then
determined to control the stick force feedback. In the
last part, a simulation using Matlab/Simulink shows the
interest of that energetic approach compared to a single
PID structure.

2. MODELING

This section is dedicated to the presentation and the
model of a helicopter flight axis control. The proposed
lumped parameters model is then represented using the
EMR formalism to facilitate the model inversion
exposed in the next section.

2.1. Helicopter axiscontrol

Initially, a helicopter pilot directly had to control the
rotor blades angle via direct mechanical chains, without
any assistance. With the increase of the aircraft size,
and consequently the increase of their mass, the
hydraulic powered assistance became necessary to
provide the control efforts up to 30kN per axis
(depending on the helicopter range). Three hydraulic
power-actuators are located under the rotor plate to
control the blades angle. The residual frictions of the
mechanical chains from stick to the hydraulic actuator
control inputs are then one of the most important loads
for the pilot.

For the sake of comfort and/or security, additional
passive and active devices have been introduced step-
by-step, such as (figure 1):

- A damper to reduce the dynamic capabilities of
the flight control axes;

- A stabilisation actuator to provide oscillating
motion of the control axis;

- A spring based artificial force feedback
element;

- An electromechanical actuator controlled by an
Auto Pilot Module (APM);
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Nowadays, helicopter flight axis control is thus a very
complex system composed of numerous discrete
subsystems.

The purpose of this paper is to describe an
improvement of one of these subsystems: the spring
based artificial force feedback element is replaced by an
active force feedback electromechanical system. The
objectives are to keep the sensation of moving steers
and to give to the pilot a sensation of the flight control
states. Force feedback is a feeling indicator to have an
indication of the flight envelope and prevent risks for
the pilot to overpass high and dangerous inclination of
flight controls (to avoid stall for example). The stick is
the interface between the model and the pilot. Through
the stick, the pilot has the possibility to control paddle
angle and thus the helicopter behaviour and trajectory.

Figure 1:

Simplified helicopter axis control
considered system is delimited by the rectangle)

(the

2.2. Lumped parameters model
A lumped parameters model is further used to establish
the EMR of the system. The goal is to locate energy
storage and dissipation elements.

Equivalent parameters are listed from the helicopter
axis control described in previous section and
represented in figure 1. Characteristics (size, materials)
of the stick compared to the other elements let us
assume that the flexibility of the axis flight control is
mainly due to the stick stiffness. This stiffness is thus
called K« and is located in the stick block as shown in
the lumped parameters model of figure 2. Each motor
(force feedback, damper and stabilisation actuators) and
each element with significant mass (load) contributes to
the system dynamics (inertia). They are grouped in two
parts:

e The first is located in the output shaft of the
force feedback element and represents motors
and rods inertia (Jegmoteur);

e The second represents the load inertia
considered as the control axis output (Mjy,q).

On the stick side, two configurations are to be
considered according to the piloting mode. The first
mode, called “hands off”, is the case where the pilot
does not handle the stick. The stick is free to move and



stick inertia is then considered in the model. The second
mode, called “hands on”, is the case where the pilot
handles the stick. The stick movement is therefore
imposed by the pilot. Both cases are represented on the
lumped parameters model of figure 2.
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Figure 2: Lumped parameters model in hands on and
hands off configurations.

2.3. Energetic Macroscopic Representation
formalism

EMR is a graphic and energetic oriented tool defined in
2000 at L2EP research laboratory in Lille (Fr) (Barre
2006). EMR has been invented in order to facilitate
analysing and control of the power transfer of a multi-
physic complex systems by representing the power
fluxes from the energetic sources (electric, mechanical,
hydraulic... represented on figure 3.a) to the ending
elements. EMR is a general modelling method: it
transcends physical fields and has been developed as
modelling and analysing tool for complex system. EMR
is not limited to either mechanical or hydraulic or
electronic systems but every physic field elements may
be represented with a unique formalism, on a unique
model. It is thus quite close to Bond Graph (BG)
(Geitner 2006) which is a more common energetic tool
also used for the design, modelling and analysis of
complex multi-physic systems. The main particularity
of EMR is that it describes physical processes imposing
natural causality integration in order to deduce an
inversion based control from the energetic model. BG
can also be used for system control and analysis of
controllability, observability, relative degree and
stability of systems. For example Junco S. et al (Junco
2001) propose a BG approach to the trajectory tracking
of a series DC motor. However, the BG graphical form
doesn’t appear like a dedicated control oriented tool and
state space representation is often used to determine the
control.
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Oriented power fluxes on EMR indicate the natural
causality which means that each transfer between two
elements is either a rigid (timeless relation with no
specific direction, figure 3.b) or a causal (integral
relation, oriented from cause to consequence relation
(figure 3.c). Without natural causality restrictions,
unphysical derivative relations may appear on systems
which lead to uncontrollable energy storage elements.
Application of this essential rule allows a systematic
control which is discussed in section 3. Kestelyn
(Kestelyn 2009) presents a graphical modelling based
on lumped-parameters model of a symmetrical Gantry
system. He then deduced from it an inversion based
control. In this paper, an equivalent energetic approach
is used in application to helicopter field.

i F 1 Q
B
e Vv Q Q )
Figure 3.a Figure 3.b Figure 3.c

current source kinematic relation Inertia, stiffness

Figure 3: EMR formalism, (a) Energy source, (b)
Energy converter (timeless relation) and (c) Energy
storage element (Causal relation)

EMR brings a macroscopic vision of systems. Only
energy storages elements and power fluxes are
represented. If existed, dissipated terms are associated
with energy elements they concern. This simplification
is particularly helpful to model both multi-physical and
complex systems and simplifies the comprehension of
the global system.

2.4. EMR of the model

The system is composed of a stick, an active force
feedback electro-mechanical converter, a damper and a
stabilisation actuator (figures 1). Two configurations
corresponding to “hands on” and “hands off” flight
mode and described on the lumped parameters of figure
2, are discussed. In “hands on” case, the pilot has hands
on the stick and he controls the helicopter motion. Stick
inertia Jgicx 1S thus negligible compared to pilot arm
inertia which is not considered. The pilot imposes a
velocity on the stick, i.e. on the stiffness K;qk, and feels
a force feedback Fgy. as a reaction of the motion. The
pilot is therefore assimilated to a power source
imposing the velocity. On a stiffness element, the force
is a consequence of the relative velocity between its
extremities, as shown in equation 1:

t
Fstick(t) = Kstick fo (Vstick(T) - Vcouplingl (T))dT (1)

Where Vgijck and Vegupling: respectively represent
the stick and the attached rod velocities.

In the case where pilot does not handle the stick,
the helicopter motion is directly controlled by the Auto
Pilot Module (APM) via the force feedback actuator.
Stick inertia Jg;ex is not anymore negligible and has to
be considered. The motion imposed by the APM
controller creates a torque [ on stick via the stick



Ko s .the electromechanical coefficient of the EMR formalism is exposed in figure 5.
stabilisation motor.
F Tstick inversion L F (4)
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The remaining part of the axis helicopter flight 3.1.2. Indirect inversion
control is mainly composed of the hydraulic load The inversion of a causal relation consists in
assistance. Load is assimilated to an equivalent mass determining the input of a storage element depending on
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stiffness Kk (equation 2). This torque (cause) implies
the stick movement Qg (effect).

1—‘stick(t) = Lstwk * Ftiek (£)

stlck (t) f FSthk(T) daT (2)

The active force feedback control consists in
controlling motor torque depending on the position of
the flight controls. In our simple representation, electric
components are assimilated to an electric energy source
which delivers a current i (figure 3a). As shown on the
lumped parameters on figure 2, gear box is supposed to
be perfect, without clearances. Motor and part of the
equivalent axis flight control inertia are merged and
designated by Jeqmotor (figure 4). According to equation
2, inertia imposes angular velocity; velocity which is
carried towards the first coupling on figure 4. From that
coupling, velocity is propagated and modulated by the
axis kinematic to the next energy potential storage
elements.

Damper effect is added in coupling 2. It is a passive
element assimilated to a mechanic energy source (figure
4). Its role is to limit the flight dynamic control by
outputting a resistant torque opposed and proportional
to the stick velocity, like a viscous force.

The last part of the modelled system is constituted
of the stabilisation system. Depending on helicopter
measurement and reference attitude, APM calculates
and transmits electric orders towards stabilisation
actuator. Motors are generally mechanically fixed on
non-moving structures. In this paper, the motor is
placed in series inside the flight control. Electromotive
force (ens) is then deduced from the velocities
subtraction, one imposed by the upper part (Vo,q), the
other one from the underneath system (Vcoupling2)-
Mathematic relation is explained in equation 3, where

~N e —

Mioaq and is represented by a mechanical effort source
(figure 4). Displacement of that equivalent load is
representative of paddles displacement.

The time constant of the motor electrical part is
supposed to be negligible compared to the mechanical
time constants. The electrical part of the active force
feedback actuator is therefore not represented.

3. CONTROL

This section focuses on the determination of the control
architecture in order to control the stick force feedback.
The energetic model described in previous section
allows a systematic model based inversion control.

3.1. Model based inversion control

Control architectures of multi-element systems are often
separately elaborated and locally tuned. Their regulating
loops are usually PID controllers where gain parameters
are directly set up on dedicated bench tests. Difficulties
in tuning correctors then appear when the system
contains several energetic interactions, in case of
complex multi-elements system for example.

Defining control architecture of a system is
determining the exact inverse of the model (Barre
2006). As the EMR model has been represented with
rigid and causal relations, two different model based
inversion control solutions are described in this section.

3.1.1. Directinversion

The inversion of a bijective rigid conversion is obtained
by directly inverse the relation which results in
determining regulating value according to a desired
value like exposed in equation (4): a torque Igicx 1S
applied to the stick of length Lg; which generates a
force Fg;x. The inversion of the model consists in
calculating a regulating torque Iy reg to obtain the
desired stick force Fiick pes. Rigid inversion using

Figure 4: Energetic models of a simplify helicopter control axis in hands on (4.a) and hands off (4.b) configurations
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the desired output. The direct inversion would consist in
knowing the desired output value and its future
evolution to calculate the reference value. This would
lead to an unphysical derivate relation. The inversion of
the causal relation of the model illustrated by the
equation 1 consists in controlling the accuracy of the
stick force F;.x by comparing and raising the difference
¢ between the measured and the desired stick force
values  (Fgtickypg Fstickpgs)-  The  rod  velocity
Veouplingireg Which has to be regulated is calculated by
modulating the difference & with a proportional
corrector K, (equation 5). The indirect causal inversion
using the EMR formalism is exposed in figure 5.
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J |
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Causal indirect inversion

GﬂFstickDES

Rigid direct inversion

Figure 5: Direct and indirect model based inversion
control using EMR formalism.

3.2. Inversion of the model

The control of the simplified axis helicopter flight
control modelled in figure 3 has been obtained using the
direct and indirect inversion principles and the result is
shown in figure 6. At each flight control position is
associated a reference force feedback. Stick feel forces
is thus regulated thanks to the motor current control.
Simple analysis of energy storages on EMR (figure 4)
between stick and motor defines number and location of
causal storage elements which therefore determine
number of correctors. Two energy storage elements are
located in the control path: the first one is the kinetic
storage element (inertia) which has to be controlled by a
primary velocity loop, the other one is the potential
energy storage due to the stick stiffness and has to be

managed by a force loop control.

The motor velocity is controlled by the PI
controller. EMR is structured to deduce from the model
a maximal control structure. It is not only resulting into
the direct and indirect inversions control like exposed
previously but a maximal control structure is obtained
by measuring and compensates the reaction parameters
in order to increase the efficiency of the regulating loop.
In figure 5, motor torque is a measured factor required
to increase the efficiency of the controller. This
improvement is only possible when the measure is cost
reasonable and conceivable. In the proposed system,
there is no torque sensor on output motor shaft. Without
compensation the motor torque reaction is seen as a
disturbance source. The closest sensor is the force
sensor used for the force feedback controller. A more
practical control structure is then determined by
anticipating the reaction torque control from the stick
force reference value and using the kinematic of the
model.

Energetic approach lets opportunity to rapidly
guess how many signals should be measured, nature of
these signals (velocity, effort, current) and how many
controllers should be set up. In the ideal case, the
proposed methodology determines a maximum control
structure: each energetic storage element has its own
sensor and its own controller.

4. SSMULATION

For simulation purpose, the simplified axis helicopter
control is modelled in a Matlab/Simulink environment.
The Simulink model is based on EMR constraints as
represented in Figure 6. However, only elements from
the stick to the active haptic device have been modelled.
Damper and stabilisation actuator are considered as
disturbances and are ignored in first approximation. The
brushless motor is controlled to create a force feedback
to the pilot. The simulation is focused on the force
feedback quality and more particularly on the ripple
sensibility. The motor technology inevitably generates
torque ripples which are uncomfortable and should not
be felt by the pilot. An estimate of motor torque ripples
is therefore added to the model.
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The system is supposed to interact with the pilot
(“hands on”). Studies of the relation between muscular
activation patterns and movements show that human
beings dynamic capabilities are limited and can be
modelled with minimum-Jerk trajectories (Harris 2004).
Such a smooth motion is generated thanks to a
trapezoidal velocity signal filtered by a sliding mean
filter. The trapezoidal shape simulates a forward stick
displacement whereas the mean filter allows smoothing
the velocity signal in order to limit the Jerk. The
corresponding position motion is calculated by
integrating the velocity and is represented in figure 8.a.
The aim of the active actuator is to output a force
feedback depending on the stick position. A theoretical
effort against position curve is defined to compute the
force reference depending on the stick position. This
force map is shown on figure 7. The law is composed of
two symmetric effort gradients.

Effort law

Stick force (N)

Stick position (°)

Figure 7: Force feedback map
Two different types of control structures are elaborated:

1. A unique PID control which represents the
most common used control loop.

2. An inversion model based control deduced
from the energetic methodology presented in
this paper.

The model obtained by wusing the energetic
approach points up two energetic storage elements. The
common PID control architecture regulates the global
system energies with a unique force controller whereas
the model based inversion control represented on figure
6 recommends the regulation of both storage elements,
as if to regulate a velocity primary loop and a secondary
force loop. Control loop characteristics are summarised
in table 1. Both regulating loop has been set up
regarding the following characteristics:

maximising phase margin,
minimising overshooting,
minimising force error
45Hz force bandwidth

Table 1: Controller characteristics

Controller Phase margin Bandwidth

Force PID 66° 45Hz
Speed PI 66° 113 Hz
Force PI 35° 45Hz

The human being has an asymmetric sensing
control capability. The maximum frequency at which
the human fingers can transmit or control a position to
their environment is from 0 to 10Hz but human can
perceive a force or position signal at up a frequency of
20 to 30Hz (Burdea 1996). The 45Hz force bandwidth
is therefore large enough for both control architectures.

Results of simulation are shown on figure 8. The
measured force feedback map (figure 8.b) and the stick
force feedback error (figure 8.c) for both control
structures demonstrate that torque ripples are
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Figure 8: Matlab/Simulink simulation results

Figure 6: model inversion: appli%tion to an helicopter axis control



significantly reduced thanks to the regulations.
Nevertheless, better performances on force feedback
error are observed for the model based control with a
maximum force error of 100mN peak to peak. The
maximum force error on PID control reaches 400mN
peak to peak which is largely felt by the human
sensibility.

5. CONCLUSION

Energetic tools such as EMR recently became visible to
structure models and determine a systematic model
based control. An axis helicopter flight control has been
modelled and an active force feedback has been
generated on stick. The EMR energetic method has
been used to define the control architecture respecting
natural causality and resulting performances are
compared to a more common used PID control loop. A
Matlab/Simulink simulation demonstrates that the
model based control allows the smoothing of the motor
torque ripples whereas the PID controller only reduces
the amplitude of the torque ripple. The pilot comfort is
therefore improved.
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ABSTRACT

The Passive Fault Tolerant Control (PFTC) approach
defines a unique, robust control law able to achithe
control objectives even in the presence of a fatllis
work addresses the PFTC problem in the Bond Graph
(BG) domain. The control law is obtained using an
energy and power shaping method in this domairitsAt
first step, the method proposes a so called Tagad
Graph (TBG) that expresses the desired closed-loop
behaviour, i.e., the control system specificatioms,
terms of a desired closed-loop storage function and
power dissipation function. The control law is obéal

in a subsequent step via BG-prototyping. In order t
make it fault-tolerant, this control law is further
robustified by using a residual signal obtainedrfra
modified version of the diagnostic bond graph (mDBG
which is created from the TBG. This results in @seld-
loop behavior under faults that it asymptotically
equivalent to the faultless case.

Keywords: Passive Fault Tolerant Control, Bond Grap
Energy and Power Shaping, Diagnostic Bond Graph.

1. INTRODUCTION

Fault tolerant control (FTC) can be classified in
two main categories, Passive Fault Tolerant Control
(PFTC) and Active Fault Tolerant Control (AFTC).€Th
passive approach defines a unique control law to
achieve the control objectives even in the presehee
fault. Generally speaking, the passive approachress
stability and confers robustness under faults te th
control system, but there exists a trade-off betwee
performance and robustness (Isermann 2006). The
active approach modifies the control law according
the faults occurred, so that in this approach thdtg$
must be detected and isolated and a decision naust b
made in order to reconfigurate the control law. lBot
approaches are usually complemented in the praxis t
improve the performance and stability of the fault
tolerant system (Blanke, et al. 2006). Refer toafath
and Jiang 2008) for a bibliographical and histdrica
review on FTC.

There are many methods for model based FDI
defined in the BG domain. Most of these methodwderi
analytical redundant relations (ARR) from the BG

75

model (Ould Bouamama et al. 2003) and other use the
BG model for direct numerical evaluation of ARRs
(Samantaray et al. 2006), (Borutzky 2009).

This work addresses the problem of Passive Fault
Tolerant Control (PFTC) in the BG domain. To obtain
the fault tolerant control law, an energy and power
shaping method in the BG domain is used (Junco 2004
This method first expresses the control system
specifications in terms of desired closed-loop gper
and power dissipation functions, capturing thena iso
called Target Bond Graph (TBG) matching the desired
closed-loop behaviour. The method proceeds further
constructing the control inputs to the plant vianBo
Graph prototyping in such a way that the couplifig o
the resulting controller-BG (a BG representing the
control law) and the plant-BG is equivalent to TH&G.

The classic approach to solve problems of system
parameter dispersion and to simultaneously reject
disturbances is adding integral action to the adletr
(Khalil 1996). The BG solution to this problem
presented in (Junco 2004) has been generalized in a
Port-Controlled Hamiltonian Theory context in
(Donaire and Junco 2009). This previous result is
shown in this paper to solve a PTFC problem, but
yielding a closed-loop response different than the
originally defined in the TBG. In this paper, a new
control law based on a modified Diagnostic Bond
Graph (mDBG) is proposed. It makes the closed-loop
system behave like the original TBG, at least
asymptotically.

As presented in (Samantaray et al. 2006) the
Diagnostic Bond Graphs (DBG) are originally used to
generate residuals for fault detection and isatafkeDI)
in Active Fault Tolerant Control (AFTC) problemshd
standard version of the DBG uses the plant inpots a
the plant measurements to generate a residuallsigna
This residual signal depends on the model parameter
and the real plant parameters. Here, a modifiedimer
of the DBG is proposed: instead of feeding the fplan
nominal model with the measurements, the original
TGB, i.e., the nominal control system, is fed witte
actual reference signals and measured plant outputs
Thus, the residual signal obtained from the mDB@ is
measure of the error between the desired and toalac
dynamics of the control system. If the residuahalgs



zero, then the control system behaves like the BBG
the control objectives are achieved. So, the cotdr
aims at making the residual signal vanish in time.

The methodology proposed here is developed
through a case study and validated numerically in
simulation using the software 20sim (Controllab
Products B.V).

The rest of the paper is organized as follows.
Section 2 presents the system under study, its
mathematical model and some background results
necessary to introduce the contributions of theepap
Section 3 presents the methodology contributedhiy t
paper illustrated through an example. Section 4gnts
some simulation responses that prove the good dgnam
response of the control system. Section 5 addresses
some issues related to controller reconfiguratiod, a
finally, in Section 6, conclusions and future wake
addressed.

2. BACKGROUNDS

This section presents the system under study ame so
background on the energy and power shaping method i
the BG domain.

2.1.System under study

The system under study, depicted in Figure 1a,istins
of two tanks located one above the other, where the
upper tank discharges into the lower tank.

The tanks are fed with one input flow which is
splitted between them through a distribution valve
whose parameter € [0,1] determinates how the input
flow is distributed to the tanks, if = 1 then all the
input flow in directed to the upper tank.
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The state equations can be read from the BG using
the stored liquid volumes as state variables, aalusr
the liquid levels, as done here in (1):

X =— a1/pgx1 + az\[pgx; + (1—}’)u

A1 Ap A1 (1)
X, = — op9xz 4 v,

Az Az

Where x; and x, represents the liquid level of
tankl and tank2 respectively; and A, are the cross
section areas of the tanks, related to the tanisalyic
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capacities by the relatiaf) = % (with i=1,2); p is the
constant density of the liquidg is the gravitational
acceleration and, and a, represents the cross section
of outlet hole from the tanks.

Observing the BG model of Figure 1 it is easy to
see that the system is structurally state contstd|a
because all states are input-reachable which ntbans
exist a causal path between the source and evergen
store in integral causality, and the energy storage
elements can change causality when derivative tigusa
is preferred (Sueur and Dauphing-Tanguy 1991) (this
being a result valid for linear systems can be iagpio
a version of our BG linearized around an equilibriu
point). Moreover, the tank levet; can be achieved
through two different causal paths. The shorter emm
directly from the modulated source through the
transformer (input-to-state relative degree 1). otreer
causal path comes from the modulated flow sourez ov
tank2 (input-to-state relative degree 2). So, ttedes
variable x, is input-reachable by two different paths;
this structural redundancy can be used in casaudfsf
in the distribution valve. Indeed, even for a seviault
like y = 1, i.e., for a complete obstruction of the lower
duct, which directly feeds tankl, the system idl sti
structurally state controllable.

Let x; and x, be the measures of the system
making it observable. In steady state condition the
system imposes the following constraint:

2
— yai\“ —
X =\—) X
2 ( az ) 1

This steady state constraint allows controlling one
tank level forcing the other level to a desiredusealThis
dependency can be used in case of sensor faults.

The faults considered in this work can be clasgifie
in three different groups:

e Faults in the constitutive relationships of the

BG components, for example an obstruction /
opening of the discharges orifices.

e Structural faults, for example an obstruction in
the distribution valve =1 or y=0),
Leakage in one or both tanks.

» Sensor faults.

(2)

2.2.Power and Energy shaping on bond graphs
The power and energy shaping control technique
defines the control problem as a stabilization one,
imposing the desired closed-loop energy and power
dissipation, and obtaining the control law through
matching equations relating the control open-loop
energy function (a kind of control Lyapunov functjo
see Sontag 1998) and the desired closed-loop @nxcti

In the BG domain the desired stored energy and
power dissipation are captured in the TBG. In ortder
obtain the control law, the controlled sourceshia BG
model of the plant are prototyped with the aim of
obtaining a so called virtual BG that matches tiB&T
For further details the reader must refer to (JU2@@4).



This method is exemplarily performed on the disedss
two tank model with the following control objecten
tank1:

* Level tracking.
« Disturbance rejections.
* Robustness regarding parametric uncertainties.

The proposed TBG for the closed loop system is
shown in Figure 2 with the desired stored energy an
power dissipation expressed in terms of the tragkin
error state variable in (3) and (4). To simplifyeth
notation in the equations the following constaraseh

(pg)?
(PQ) Ci, ky = £

— whereRy
Ry
represents a hydraulic resistance @pa tank hydraulic
capacity.

been introducedk, =

_(ipe AR:Ry
C:a
Figure 2. Proposed TBG
V(x) ==k
.(x) 1xe 3)
V(x) = —kz Xe
Xe = _A_lxe 4)

In the equations above, the tracking ersgr=
x; — x;° is the state variable of the (incremental) TBG,
x1* is the tank1 reference level, ahd= <2

pg

To enforce the desired closed-loop dynamics
specified by the TGB, the virtual BG of Figure 3 is
constructed. It shows how to proceed in order tmiob
the control law. The left half of the figure is abted
prototyping the controlled power source M& such a
way that access is gained to the chosen outputeted
X;, and an overall equivalent behavior to the TBG is
achieved (some cancellations can be seen follottiag
causal paths, also note that there are some virtual
elements with negative “gains”).

: : C=Cz 1
: MSe‘*Pz : :
1 ) !
1 l/ , E TFHoﬂlv‘Razﬁ‘
! T:(l—y) : / 1
| | !
| | !
ol 1——TF 1 ;
3 f (1 a-n E L 3
! MSf— 0 ——~IC:-¢ ‘ \
‘ 1 : TFHOﬁ‘R a;\P; :
! L Loatn ‘
1P Mse A 1—0—> Ci6| , ‘
| | ! ci |
I ! !
b RRe Lo

Figure 3. Virtual BG.
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Using the standard causality reading procedure, the
control law (5) is obtained directly from the vialuBG.
This law can be thought of splitted into three
components as in (6). The first and second terncetan
the perturbation from tank2 and the nonlinearitytiof
outlet flow of tank1, respectively, and the thirdposes
the tracking error desired dynamics.

u= (le) [—az/pgx; + ar[pgx; — b(x; — % f) +

A4 (5)
u= (le) [u; + u, + usl (6)

Uy = =0z PgX2, Uz = A1/ PGX1,

us = —b(x; — ) + 4, 1]

Assuming exact model knowledge and perfect
measurements, this control law yields a closed-loop
behavior equivalent to the TBG of Figure 2, i.de t
closed-loop dynamics satisfies (7). As no objectiaee
imposed on tank2 and its dynamics is hidden inedes
loop, its stability must be analyzed after the calfgr
has been designed, property that can be easilfieeri
in this case.

. b
Xe = —A—lxe

(7

Perturbed closed-loop dynamicsBecause of
parameter dispersion, faults, modeling errors, &ens
limited precision, noise, etc., neither the modal the
measurements are exact. To deal with this it is
convenient to think the control input as composgd b
two terms as in (8), where, is the “rated” part ofu.
This means the control input part that performs the
power and energy shaping under ideal plant and
measurement conditions. In the same expres§jpig
the unknown controller part due to modeling errors,
parametric dispersion, faults, etc. The BG of Fegdr
reflects this situation.

u=u,+ 4, (8)

S*MSflﬁoﬁlR ‘Ry

(1-7) 'l;

C:q
Figure 4. Perturbed TBG

Under this situation the closed-loop dynamics no

longer satisfies (7) but (9), whepgeis the rated value of
the distribution valve parameter:

b 1-v)
—X +A_r6u

Ko = —
e Ale

)

It can again be verified that the hidden closegloo
dynamics of tank 2 is stable as it satisfies (10):



%L = _ A2:/pgxz + a1vr/pgx1 er(xl—xIef)
2 (1-vr)A2 (1-vrA2 (1-vrA2
Alyrxref Y
—1 1+ =6, (10)

1-vP4z Az

It can be seen in (9) that the level error of tarik
driven bys§,. A remedy must be found if this induces
inadmissible behavior in closed-loop. The next
subsection shows how to do this in the BG domain
using existing results. The solution is shown taybed
even under the presence of some faults. In the next
section a new result is presented which recovers a
closed-loop performance closer to that of the ogbi
TBG.

2.3.Robustifying the control law adding integral

action.
Looking at the perturbed TBG of Figure 4 a solution
comes immediately to mind: inject a state-dependent
flow into the O-junction that (asymptotically) cats
the flow injected by the disturbance source. Tlis i
attained adding the I-element as shown in Figure 5,
which is exactly adding integral action to the coht
law, a classic approach to solve problems of system
parameter dispersion and to simultaneously reject
disturbances (Khalil 1996). This kind of BG solutio
first presented in (Junco 2004) has been theohgtica
generalized in the context of the Port-Controlled
Hamiltonian Systems Theory in (Donaire and Junco,
2009).

05 AR:Ry

-L e
Cu
Figure 5. Perturbed TBG with integral action

The control law with integral action has to be
calculated on the modified TGB given in Figure 6.
Proceeding in the same way as when deriving equatio

(5) the control lawu = (ﬁ) [uy + uy +ug +uylis
obtained, withe, = K [(x; — x]°").

Kl 0 —AR:Ry

]

C:4;

Figure 6. TBG with integral action

The tracking errox, can be shown to satisfy (11),
ie., a second order dynamics is obtained whichediff
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from the first order dynamics error defined by TG
of Figure 2. Note however that this second order
dynamics can be made to arbitrarily close approtéraa

first order dynamics with the correct choicezbef (i.e.,
1

Ry) and K, at least theoretically, then this is
mathematically possible but physically limited byet
capacity of the actuators.

Xe +

b . (1-yn) o
A—lxe +Kxe = A—n5u

(1D

2.4.Diagnostic Bond Graph
The Diagnostic Bond Graph was first presented by
(Samantaray et al. 2006) for numerical evaluatibn o
analytical redundant relationships (ARR). The ARRs
are calculated to perform FDI in an AFTC frame.
Basically, the DBG is obtained from a BG model
of the plant injecting the plant measurements apdts
through modulated sources. The residual signal is
obtained by measuring the power co-variables of the
modulated sources, see Figure 7.

res 2

t

(oo —

ﬁTF'ﬁZlﬁR 1024/P;
(urmst

1

CCz

ﬁﬂ:lﬁo —AR:a, P,

a-n
@*MSeﬁll
pg
resi cC:G

Figure 7. Diagnostic Bond Graph. Plant measurements
to be fed into the DBG encircled in red.

Reading directly from the BG the residuals are:

resl = A% + ay\/pgx; + az\/pgx, — (1 — y)u(lz)
res2 = Ayx, + a,,\/pgx, —yu

As can be noted in (12), the residuals depend on
system parameters. If the model represents perfeel
controlled system, then the residual signals ame.ze
The derivative causality is an advantage in FDtawse
no initial states are necessary to evaluate thduals.

In the sequel only residual 1 is considered, &S it
the only one related to the TBG associated to ¢imerol
problem the paper deals with.

3. MAIN RESULT

In this section, the residual signal obtained fram
modified version of the DBG is used to obtain atozn
law which is robust to faults.



3.1.Modified Diagnostic Bond Graph (mDBG).

The mDBG is defined injecting the tracking errovdke
(as measured on the real control system) into B& T
through modulated sources, see Figure 8.

+ X
“>MSe —A1 0, R:z,
— pg l I/e
x:e[ res
C:q

Figure 8. Proposed mDBG. Measurements to be fed
into the mDBG encircled in red.

The mDBG yields the new error dynamics in (13),
whereres is the residual signal read from the mDBG, a
measure of the difference between the actual aed th
ideally expected closed-loop dynamics. This sigsal
used to make the control law more reliable undelt$a

Xe ==X (13)
As it can be seen in (13), the error dynamics is

driven by the residual signal, whenes =0, x,
responds as previously defined in the TBG of Figure

3.2.Obtaining the control law.
The control objective is reached when there exasts

control lawu = u(xy, x,, ]/, res) such thates tends
to zero with growing time.

The residual expression (14) obtained reading the
mDBG clearly shows that choosing as in (5) yields
res = 0 in absence of faults and modeling errors.

res = —ay,/pgx; + ay\/pgx; + b(x, — xlre}c) -
(14)

Al + (1 =pu

To compensate for faults and improve the control
system robustness, the extra temmshown in (15) is
added to the expression (5) for

u= (ﬁ) [—ax/pgx; + ay\[pgx; — b(x, — ) +

4,57+ uy) (15)
Choosing u, = —K [res yields the residual

dynamics (16):

res + Kres = (1 —v,) &, (16)

Thus, with constan$,,, res goes asymptotically to
zero with time constani /K. As already anticipated,
this forcesx, to approach asymptotically the desired
error dynamics defined in the TBG of Figure 2.

Representingu, in terms of (x; —x]*) yields
(17), expression showing that, in this case, tis&dtal
signal defined in the mDBG has a PI structure. Note

however that this does not necessarily generadinege
the resulting structure depends on the TBG.
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uy = —KA,(x; —x]) = Kb [ (x, — x]*) 17)
4. SIMULATIONS RESULTS

The parameters used in the simulations Aye:
28cm?, p = Zjn—ry g =981 CS—T and a; = 0.71cm?
(Johansson 2000 =1, K=1, y =0.5,y, = 0.45.
The control law given in (15), (17) is used.

The simulation scenario concerns abrupt faults in
the system and the measurements are noise free.

The dynamic response of the control system with
different faults occurring at tim& = 75s is shown in
Figures 9-13. As can be seen from these figutes,
recovers its reference leve]*” = 30cm after the fault
occurrence, and the residual signal, which is sgadio
the faults considered, tends to zero whijeremains
bounded.

= — o

time (s}

Figure 9. 75% obstruction in the outlet hole ofkan
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Figure 10. Fault in the distribution valve= 1
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Figure 11. Fault in the level sensor of tank2, mesd
level equal to zero.
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Figure 12. Leakage in tankl.
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Figure 13. Fault in the discharge flow from tank2 t
tankl, only 50% enters into tankl.

Figure 14 shows the dynamical response of the
controlled system under multiple sequential faultise
simulation scenario is as follows, at tinfe= 75s a
75% obstruction in the outlet hole of tank2 happexts
time T = 250s the distribution valve failsy(= 1), at
time T = 400s the level sensor of tank2 measures 50%
of its actual value, at timg = 550s a leakage in tankl
appears with outlet hole cross sectiohicm?, finally,
at time T = 700s only the 50% of the outlet flow of
tank2 enters into tank1.

-x1

o e A —
e

Tank1 level{cm}
8

-20
3 r m=res
3 60
2

0 100 200 300 400 500 600 700 800 1000
time {s}

Figure 14. Multiple sequential faults.

As seen in the figures above, the control system is
fault tolerant under different faults scenarioswéwer,
this fault tolerance depends on the tank2 capaidy,
no overflow is modeled, in a real case tank2 could
overflow. In such a case the controller should be
reconfigured to manage the faults.

Figure 15 shows the behavior under a simultaneous
fault occurrence at tim& = 75s in the distribution
valve and in tank2 outlet holey&1 and 75%
obstruction, respectively). Some measurement noise
(normal distribution and amplitude= 0.1 cm) has
been considered. In this case the controller aggatts
the faults forcing the tankl level to follow itsfeeence
and the residual signal remains close to zero.
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Figure 15. Simultaneous faultsy =1 and 75%
obstruction in the tank2 outlet hole.
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5. CONTROLLER RECONFIGURATION AND
AFTC
This section gives some clues on how to use théadet
proposed in this paper in the context of AFTC,, i.e.
when it becomes mandatory, or just convenient, to
reconfigure the control law. This is performed e t
same case study handled along this paper now
considering a structural fault and a sensor fault.

5.1.1. Fault in the distribution valve

Consider again the structural faujt=1 in the
distribution valve, i.e., the discharge into tanisl
blocked and all the flow is directed into tank2.isTh
fault has already been simulated with satisfactory
resultsusingy =y, = 0.5 as rated parameter in the
controller. However, if the fault were known it could be
of interest to use the real parametet 1 in the control
law. This cannot be done using the former laws,(15)
(17), as the controller is not defined. This cdis
controller reconfiguration. The same method presgnt
before can be used to solve the problem, but mxdase
the virtual prototyping of the power control source
should be made over tank2, the only way to causally
access the dynamics of tankl. The procedure of
obtaining a closed loop equivalent to the TBG is
suggested by the virtual BG of Figure 16.
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Figure 16. Virtual BG matching the TBG in case of a
structural fault in the distribution valve.

The control law obtained reading the BG of figure
16 is:

u=—A4,x, +u, +uy (18)

Equation (18) cancels the tank2 dynamics to
achieve the TBGMutatis mutandishere again an extra
integral term can be added to the controller, asvehin
the previous section, in order to improve the fault
tolerance.

This procedure can be repeated for all structural
faults, obtaining a set of control laws which cam b
switched, with the help of an FDI algorithm, to irope
the performance of the control system.

5.1.2. Sensor faults and controller reconfiguration
When a fault occurs in the level sensor of tank2nt
the control system becomes unobservable. Howewer, t
control objectives can still be achieved just didozy
the term in (5) that depends om, becauseu,



compensates the flows mass differences. But ifethel
sensor of tankl fails, then the control must be
reconfigured in order to regulate the level of Thnk
becauser; cannot be injected into the mDBG.

Using the steady state relationship (2) it is fulssi
to define a new TBG to handle faults in sensorlleye
as depicted in Figure 17.

OﬁR:RH

-L %
C:¢

Figure 17. Proposed TBG to handle faults in sensor
levelx1.

b
——Xe2

- (19)

Xepg = —
In the equation above, the tracking ervq, =

x, — x5¢/ is the state variable of the (incremental) TBG

andx,* is the tankl reference leved,*’ is related to

x*/ through the steady state relationship (2). Theesam
method presented before can be used to solve the
problem. Figure 18 shows the associated virtualaB@

(20) is the control law obtained.
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Figure 18. Virtual BG matching the TBG in case of a
fault in the sensor level x1.

2
u= % [—aZW/pgx2 -b (xz - (%) xlref) +
Ay (L) 5| (20)

Of course the control systems will follow the
reference if and only if only sensgy fails.

Summarizing, controller reconfiguration can be
used to get a performance better than that obtairidd
(15) after a fault occurrence, or in case that TB&
must be modified. As AFTC is beyond the scope of th
paper, to get an improved closed-loop behavior with
(15) while staying in the context of PFTC, the ofa
gain scheduling approach is recommended, performing
controller fault accommodation varying the constint
in dependence on the faults.
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6. CONCLUSIONS
This work addressed the PFTC approach in the BG
domain. The obtained control law is calculated tigto
a energy and power shaping method. An extra term wa
added to the control law to improve robustnessaitot$
in different components of the control system.
Simulations demonstrate the good response and the
fault tolerance of the control system.

Further work will be aimed at generalizing the
method using the relations between BG and the Port-
Controlled Hamiltonian Systems theory.
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ABSTRACT

This article address the identification problem of the
natural frequency and the damping ratio of a second order
continuous system where the input is a sinusoidal signal.
An algebra based approach for identifying parameters
of a Mass Spring Damper (MSD) system is proposed
and compared to the Kalman-Bucy filter. The proposed
estimator uses the algebraic parametric method in the
frequency domain yielding exact formula, when placed
in the time domain to identify the unknown parameters.
We focus on finding the optimal sinusoidal exciting
trajectory which allow to minimize the variance of the
identification algorithms. We show that the variance of
the estimators issued from the algebraic identification
method introduced by Fliess and Sira-Ramirez is less
sensitive to the input frequency than the ones obtained
by the classical recursive Kalman-Bucy filter. Unlike
conventional estimation approach, where the knowledge of
the statistical properties of the noise is required, algebraic
method is deterministic and non-asymptotic. We show that
we don’t need to know the variance of the noise so as
to perform these algebraic estimators. Moreover, as they
are non-asymptotic, we give numerical results where we
show that they can be used directly for online estimations
without any special setting.

Keywords: Parameter estimation; Recursive algorithm;
Kalman-Bucy algorithm; Forgetting factor; Algebraic ap-
proach; Laplace transform; Operational calculus; Leibniz
formula; Integral rules; Filtering.

1. INTRODUCTION

Since a wide large of mechanical systems are modeled
through coupled or isolated Mass Springer Damper sys-
tems, the estimation problem of the MSD parameters is
classic in nature. Moberg et al [1] have modeled a 2 link
of an ABB industrial robot based on serial MSD system for
each axis. This is done aiming to simplify the related elastic
dynamic equations. Also, a double mass model of an elastic
cam mechanism was described in [2], that gives a more
realistic idea of the relationship in mass distribution in the
process. The method introduced in this article concerns the
parameters estimation problem based on a new algebraic
method introduced by Fliess and Ramirez [3] and compare
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to a conventional algorithm proposed through the Kalman-
Bucy filter in parameter estimation. These algebraic para-
metric estimation techniques for linear systems [4] have
been extended for various problems in signal processing
for example [51,[6],[7],[81,[9],[10]. Let us emphasize that
those methods, which are non-asymptotic, exhibit excellent
robustness properties with respect to corrupting noises,
without the need of knowing their statistical properties
[19]. We propose to apply this algebra based approach for
identifying parameters of a Mass Spring Damper (MSD)
excited by a sinusoidal input. Similar approach is proposed
in [8], however the novelty of this article, is to compare
two types of identification algorithms based on finding
the optimal input solution in order to well and quickly
identify the mechanical system parameters. We perform a
numerical study to obtain the optimal solution in case when
a wave generator is used as excitation signal. The optimal
input signal design depends on two parameters : frequency
o; and the amplitude that gives the best training exciting
trajectory. We compare the results to the ones obtained
via a classical recursive approach [11], [12], [13], [14]. In
particular, this method is compared to a weighted Kalman-
Bucy filter [13] in order to show the robustness and the
efficiency of the proposed technique where measurements
are corrupted by a noise. We study the effect of a Gaussian
noise added to the output on the estimators variance [15].
This is performed by taking the sampling period into
account. We focus on optimal input excitation in order
to maximize the convergence rate of estimators based on
minimum variance analysis [16]. Hence, we compare the
algebraic method variance with the one of the Kalman-
Bucy filter. This variance analysis allows us to show that
contrary to the recursive approach [17], [18], the algebraic
method is less sensitive to the value of the exiting frequency
input and more robust to the corrupted noise. Moreover,
the Kalman-Bucy approach needs the knowledge of the
statistical properties of the noise that is not required for the
algebraic method [19]. We show that this method is also
robust even for a high frequency sinusoidal disturbance.
Online identification of the unknowns undamped angular
frequency and the damping ratio is devoted. The identified
parameters are obtained in finite time and the noise effect is
attenuated by the iterated integrals. Numerical results show
the accuracy of the estimation and the best training signal
design.



The outline of this paper is as follows. Section 2
describes the problem statement. Section 3 contains a
variance analysis of identified parameters thorough the
Kalman-Bucy algorithm and the corresponding exciting
trajectory design. Mathematical framework for algebraic
parameters estimation is presented in Section 4 which also
contains the estimation methods following from the rules of
operational calculus. Simulations and comparative analysis
of estimators are proposed in Section 5, while Section 6
concludes the paper.

2. PROBLEM STATEMENT

Consider a Mass Spring Damper (MSD) system defined
by the following continuous-time second-order system :

6]

where u(t) is the input, @y is the natural undamped
frequency and § € [0,1] is the damping ratio. One can

%(t) + 28 oo (1) + g x(t) = u(t),

note that physically @wg= % is the undamped angular
frequency of the mechanical system and {= 2\;](7” be the
damping ratio; Where c is the viscous damping coefficient,
k denotes the spring constant and m the mass of the load.
We set 6, =28y, 6, = wg and u(t) = Aysin(wgt). Let
X; = x; + @; be a noisy observation of the "true" position
x; = x(t;) of the system at #; = iT; for i =0,...,N. The
real value Ty denotes the sampling period. We assume that
® is an additive noise corruption which is a second order
continuous stochastic process with zero-mean and a known
variance ¢2. Consequently, we search the values of @,
which allows us to estimate 0; and 6, with the minimum
variance for a given time estimation.

3. KALMAN-BUCY FILTER ESTIMATORS
A. Introduction

This section aims to use the Kalman-Bucy filter [13] so
as to estimate the vector ® = (6;,8,)” which is involved
in the motion equation (1). In order to quickly identify
these parameters through an optimal designed sinusoidal
input, a variance analysis of the estimator is described in
the following. This will allow us to optimally choose the
values of A; and w;. The input sequence (u;);_,  and the
output sequence (;);_; y are measured syhchronously
at the sampling period 7;. Consequently, we obtain the
following linear relations from these measurements :

Y =X ®+pg, with m <k <N, 2)

where the regression matrix X = ( (&) i )l.:,n+17‘_.7k,
the observed signal vector Y = (u; — (Xi)e);—p 11 and
(%i)e (resp. (%;)e) is the velocity estimation (resp. accelera-
tion estimation) at #; = iT;. We assume that py is a sequence
of independent Gaussian variables with zero mean and
known variance 62 issued from the variance estimators due
to both of the measurement noises @ and the derivative
estimation errors. Moreover, the integer m is the minimum
value needed so as to calculate (%;), and (X;).. Usually,
these estimators are computed through a filtered finite
numerical differentiator [22],[23].
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From now on, the problem is to estimate ® based on the
measurements and the observed signal vector. We consider
the situation when the observations are obtained one-by-
one from the process. We would like to update the param-
eters estimate whenever new observation to the previous set
of observations. In what follows, a recursive formulation
is derived. Instead of recomputing the estimates with all
available data, the previous parameters estimate are updated
with the new data sample. In order to do this, the Kalman-
Bucy filter is written in the form of a recursive algorithm.
The recursive algorithm is given by the following structure:

K11 PXL | (Rk+1;|' Xt PXE )

%G1 = Yepr = Xi1 O, 3)
Ot = Op+Kiy 1041,

P1 = AN (Bo— K1 X1 P)

where @ is the parameters estimation vector after the
first k—samples and A € ]0,1] is a forgetting factor which
reduces the influence of old data. In particular, if A =1,
then all the data are taken into account in the same manner.
In this algorithm (3), one notes that the vector ®; and
the matrix P, are involved in the recursions. In order to
initialize the algorithm, we must provide initial values for
these variables. We choose to apply the Ordinary Least
Square solution of this identification problem by using

a "small" samples of the first m-measures (%;),_; , to
compute o
5 — P = (X Ry, Xon) ™1,
®,, = P,B;,, where { By = XIR.1Y,. @)
Let us denote
o(i) =k—max{i—m,k} forie{m+1,...;k} (5

After k > m stacked samples, by applying recursions (3)
initialized with (4), one can recursively obtain the following
estimation

Zf’c:er 1 )’ a(i)XiYi

O = . ©)
STDe
2
X o)
Zi:m+1 la(l)X{' Zi:m+1 2’OC(I)}(I' (7)

B. Variance analysis

In this subsection, we are interested in the variance
analysis of the estimation (6), aiming to find the input
trajectory u(t) i.e. the values of (A1)op, and (@y),ps, which
allow to minimize the variance of (6). The value ()0
is investigated in term of the optimal ratio Z,,; = %

Besides, for small values of §, the dynamic equation (1)
can be simplified by neglecting the damping effect based
on a numerical simulation of the differential equation. For
example, in Fig 1, we compare the difference between the
exact solutions of (1) with £ =0.0021 and { =0.

This will be used so as to simplify the variance analysis.
Also, this approximation will take place only in order to



—— Position error by negiecting the damping ratio]

Position error (m)

(] 05 1 15 25 3 35 4 45 5
Time (s)

Fig. 1. Error of the exact solution of x(¢) with { = 0.0021 (real damping
ratio) and § = 0 and a given sinusoidal exciting trajectory

perform the Kalman-Bucy filter variance of ®, Var(®), in
w
term of the ratio Z = —~. This is done in order to find

a variance expression of the recursive estimator. However,
Kalman-Bucy algorithm in parameter estimation will be
rebuilt, by means of (2) and (3), in order to estimate the
unknowns parameters 6; and 6, based on the calculated
variance expression. Under this assumption, in order to
perform the variance expression, ® is limited to the scalar
variable 6,. Moreover, the regression matrix X; can be
rewritten Xg = (%;);_,, .14 The explicit solution of this
reduced differential equation becomes :

Ay [ sin(wpt) — @ sin(@;1)]
op(@f — of)

x(t) =

®)

We denote P, = ((X,R, 'X;)") !, where Ry is a diagonal
matrix

Ry =diag(ri,. .., k—m), ©)
N ——r

k—m times

with the 7; > 0 and ¢; = Y —X;0,_; isthe a priori error of
estimation. Consequently, the Kalman-Bucy filter consists
of two stages. The first part employs an estimate O using
the information already available at time k and the second
part provides the main time-update made by the innovation
process (a priori errors), denoted 041 in (3), in order to
estimate C:)k+1 from measurements Y|, regression Xy
and 6.

In fact, p; depicts a white noise vector with zero mean
and it is defined by the following autocorrelation function

B’ t-0l={ % 150 (10

Concerning the matrix P, it represents the variance-
covariance matrix of the estimation error.

P = cov[ek] = ]E[(@k - @)T(ék - @)]

At this stage, the developments below, will be based on
the Kalman-Bucy algorithm with a fixed variance, i.e., for
any k>m, rp_, = Gg.
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Therefore, by applying the linearity property of the
variance, we obtain the above variance expression of (6)

k .
o2 35 Al
A i=m+1

Var(®) = A 5
( Z 7L°‘<i)Xl.2)

i=m-+1

(In

Relation (11) can be expressed by using the explicit
solution (8), as follows

2
N O,
Var(®y) = A—%’K(Zm @y, Ty, m, k)
where
K(Z, A, o, T;,m, k) =

(@Z-0) 35 2O @snto)wosnza)? o

a 2
( 5 k"‘(”(Zsin(ahti)fwosin(lamti»z)

i=m+1

Hence, the minimization of the variance of the Kalman-
Bucy estimator may be obtained by increasing the mag-
nitude A; of the input force. However, this strategy is
naturally restricted by some physical limits. Concerning
the variable w; i.e. the ratio Z = %, it will be explained
in next subsection.

C. Influence of the forgetting factor A

In a first series of experiments, we investigate the
influence of the forgetting factor A on the value of
K(Z,A,a,T;,m,k), Fig 2. In fact, Fig 3 shows the log-
arithm value of K(Z,A,wy,Ty,m,k) according to a dis-
cretized value of Z belonging to [0.01,2] where the
sampling period 7y = 0.001 s, £k = 100 and m = 3.
A set of different values of the forgetting factor A =
{0.95,0.98,0.99,1} is choosen. As we can see, A =1 is
always the optimal value for our application.

20

= = = with lambda=0.95
with lambda=0.98
————— with lambda=0.99
with lambda=1

18

16
14
12 MYV

10

log(K(Z.lambda,v0,0.001,3,1000))

i i i i I i i i i
o 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
ratio Z=w1/wO

Fig. 2. Influence of the forgetting factor A in variance analysis

D. The optimal input trajectory

Consequently, when A = 1, we have

wl(Z2~ 17

- .
( 3 (Zsin(a)oti)—sin(Zwoti))z)
i=m+1
(13)

K(Z7a)0’7}’m’k) =




A Taylor series at Z =1 allows us to conclude that the min-
imum value is obtained for Z =1 i.e. (®1)opr = wp. Figure
3 depicts the value of K(Z, my, Ts,m,k) (13), according to
Z for different numbers k of samples. The other parameters
are the same than those used in the previous subsection.

x10*

= k=1000
—— k=2000
k=5000
k=10000

K(Z,R,w0,0.001,3,k)

Fig. 3. Influence of the ratio Z = % for optimal trajectory design

Figure 3 shows that the sensibility of the variance is quite
important in the neighborhood of Z,,, = 1. In conclusion
using an input trajectory as closed as possible to the natural
frequency of the system, we can consequently minimize the
variance of the Kalman-Bucy estimator.

4. ALGEBRAIC PARAMETRIC ESTIMATOR

In this section, we provide the interested reader with
rigorous mathematical development in which the algebraic
parameter estimation technique, used in this article for the
estimation problem, is based. The fundamental develop-
ments are based on the module theoretic approach to linear
systems [3], [5], [6].

A. Mathematical framework: Generalized expressions of
parameters estimation

Set k = ko{®}, where ko is considered as real, or
complex differential field and ® = (6,...,0,) a finite set
of unknowns parameters which might not be constant.
The unknown parameters ® = (0,...,0,) are said to be
linearly identifiable if, and only if,

01

P@t)| + | =0Q()+R(1), (14
6,
« the entries of the matrices P(z) and Q(t), of respective
sizes r x r and r x 1 belong to spanko(t)[i](u,y) where
dt

where

(u,y) denotes respectively the vector of inputs and
outputs of systems;

o det(P(t)) #0;

e R is a r x| matrix with entries in spank()(t)[%](?r)
which designed the disturbance contribution.

B. Algorithm

We consider the dynamic of a system satisfies the inputs-
outputs relation:
m

S by )

i=0

15)

zn:di y(i) =
i=0
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where a, =1, m < n. The algebraic parametric estimator
is derived using the following steps:

o We apply the Laplace transform of (15):
Sioa (sy(9) =50 — =357

=31 obi (su(s) —slug—...— :
(16)

One note the onset of the initial conditions to the (n—
1) order involved in (16).

By applying n times the derivative operator with re-
spect to s, we can annihilate the initial conditions. This
step will be of a great advantage by eliminating these
conditions since they are usually unknown. Hence,
we obtain algebraic parametric estimator independent
from initial conditions. It is aimed to estimate the
parameters g; and b; in a fast way and on the basis
possibly noisy measurements. For this exact expres-
sions of the parameters are derived as a function of
the integral of the output and the input, through the
following inverse Laplace transform :

i—1
ué ))

Proposition 4.1 Let I" be a causal real continuous function
and ty be a strictly positive real value then for any positive
real T <tg, m € IN* and n € IN we have
-1
Z (sm ds"

(1)
_1\rm+n m—1 _n
( (}LT])! fol(l—f) "y (t— T dr,

1 d'T(s)

a7
where f(s) is the Laplace transform of the continuous
Sfunction T'(t) = y(tp —t).

Proof: By applying the Cauchy formula, we obtain for
any 7 >0,
(="

! ( ) ()=t /OT (T — u)™ ' WT () du.

If we assume that for any u < fo, I'(u) = y(fo — u) then by
substituting u by 7T we obtain

1 .d(s)
ds"

Sm

1
/T (T B u)m*l unr(u) du= Tm+n/ (1 _ T)mfl T”'}/(t() _
0 0
Consequently (17) holds. [ ]
By now on, we set
-1 nTm+n 1 B
Pr%,T(fo) = ((m)—l)'/o (1—7)" 2"y (to—7T)dr,
(13)

where 7 is either the system output y(f) or the input
u(t) and T > 0 is the time length of the sliding window
estimation. Let us denote fy is the initial step time for
each sliding window i.e. time estimation 7 along the
simulation time vector 7.This estimation time 7 may be
small especially in the absence of noise. Meanwhile, T
cannot obviously be taken arbitrary small even in a noise-
free context. A lower bound for 7 has been formally
characterized in [[19], Prop. 3.2], within the framework
of nonstandard analysis.

tT)dr.



C. Application

Applying the previous rules to (1), we obtain an explicit
formula for the estimates él of 6; and éz of 6, as a
function of the estimation time fyon a sliding windows of
length T. We firstly apply the Laplace transform to the
differential equation (1). This gives the following equation:
52X (s) — sx(07) —x(0") + 64 (sX (s) —x(0T))

+ 6:X(s) = u(s).

In order to eliminate the initial conditions x(0™) and %(0™),
we apply the derivative operator with respect to s two times.
It leads to:

dX(s) ,d*X(s) d’X(s) _dX(s)
2X 4 2
() +4s as ¥ Tag s T
d’X(s) d*U(s)
o) = .
RRCawr ds?
(19)

Multiplying the equation (19) by s™*, p > 3, and applying
the inverse Laplace transform (18), we obtain a set of linear
equations in the unknown parameters ® = (6; 6,)7in
the time domain. It is expressed in terms of a linear
combination of iterated convolution integrals over x(¢) and
u(t). Consequently

(él(t0)> <2P[fliT( )+P;5)?12,T(t0) P;%,T(IO) >_

ba(10) 2P[(1-210T( )‘*‘P;E)i (to) P,S):ler(fo)

( —2P{ 7t0) = 4P | 7(10) = P 5 7 (10) + P £ (10)
2P[<H)-10T( f0) — 4P,5ﬂr( to) — Pu)?12T(t0)+P(J212T((;(())))

As in [6], we could get another estimators by applying
a derivation to (19) before applying the % operator. For
an experimental design of the algebraic estimator, a dis-
cretization of the integral in (18) will be held by using the
Simpson’s rule * [20].

— (_l)n Tern/l(]_T)m 1 (l —TT)d

"Dt o Tl

~ (_l)n T”"’”’E
(m—1)! 3
L/2-1

+2Z

L/2

+4Z

+((1=2)" 1"yt — <T)) )

ml

Yo = 17)) )

ml

}/(tO - TT)) (2j—-1)

2y

where L represents the sampling window 7 length in
samples: L = % Therefore, let us quote the following
remarks:
o The estimation time 7 may be small, resulting in fast
estimation.
*Simpson’s rule is employed aiming to reduce the numerical inte-

gration error compared to the trapezium rule and not to complicate the
numerical implementation.

)

[ (1- )" Lyt — ”L'T))(O)
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o The noise effect is attenuated by the iterated integrals
(low pass filter).
o The computational complexity is low.

5. SIMULATIONS AND COMPARATIVE
ANALYSIS

Computer simulations were carried out with the Matlab-
Simulink software. Simulations are achieved on the dy-
namic equation

X(t)+9])€(t)+92x(t) =A1Sin((l.)]t) (22)

where x(¢) is corrupted by a noise with zero-mean and a
known variance. This stochastic signal is built by means
of sequence of random variables by the instruction awgn
in the Matlab package which adds white Gaussian noise to
the vector signal x(z). A step sampling of T; = 0.001s is
used. The noise level is measured by the 2signal to noise
ratio in dB, i.e., SNR = 10 logyo (%
are achieved for a spring value k = 400 lN/m, a damping
coefficient ¢ = 0.05 N.s/m and a load mass m = 3 kg.
Concerning the sinusoidal input u(r), the signal amplitude
A1 was chosen so that it will be the maximum allowed with
respect to the limited physical properties of the system. In
our case, Ay is set to 333.3333N. Fig 4 shows the noisy
position for #; ranging from 0 to 5 seconds. Although, the
linear time invariant (LTI) MSD system (1) is discretized
in order to perform the identification algorithms for each
sampling time.

We note that in this section, most of figures depict the
natural frequency estimation and are limited to @y = /65.

). Simulations

Position (m)

1 15 3 3.5 4 4.5

0.5

25 5
Time (s)

Fig. 4.
input

Noisy Position x(z) with SNR = 25dB for a given sinusoidal

A. Robustness Analysis

In order to compare the performance of the proposed
algebra-based method with the Kalman-Bucy filter, we gen-
erate numerical simulations with high level noises which
allows us to illustrate the robustness of the parameters
estimators involved in (1) with respect to the SNR in dB
and the ratio Z = 2L, Both of estimators algorithms were
carried out around two important quantities that reflect
the robustness and the performance of the identification
methods: signal-to-noise ratio and Z. Fig 5 and 6 depict
the weightiness of both SNR and Z in the convergence of
each estimation algorithm.
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Fig. 5. Convergence time (s) for 2 % of estimation error with Algebraic
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Fig. 6. Convergence time (s) for 2 % of estimation error with Kalman-
Bucy algorithm

We assume that the time-estimation is stopped when the
absolute value error estimation is less than 2%. Conse-
quently, one can note that the algebraic technique converges
as well as possible with respect to the rapidity in time when
the period of the signal u(r) is 10 times less than natural
period of the MSD system. Moreover, the computation time
of wy decreases whenever the SNR and £ is increased. As
we can see, for a SNR = 80 dB and an angular frequency
ratio Z = 10, @y is computed in 0.005s when the sampling
time 7 is 0.001s. Fig 7, 8 and 9 depict the algebraic
estimation of the natural frequency @y with the presence of
a noise effect using the algorithm represented by equations
(20). One can note that peaks in Fig 7 are generated
from numerical artifacts due to the implementation of (21)
and does not exceed 0.0035% of estimation error .We
can conclude that this algorithm is non-asymptotic and
the noise contribution is attenuated by the presence of
iterated integrals after the numerical discretization through
the Simpson’s rule (21).
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The Kalman-Bucy filter is performed based on the
variance analysis as illustrated in section 3.B. This is
done through the minimization of the variance expression
(11). Fig 3 depicts Var(®) according to gl. In fact, as it
was shown in Fig 6, Var(®) is minimum when @; = ay.
Besides, from Fig 10, 11 and 12 we can conclude that the
convergence time decreases when the signal-to-noise ratio
in dB increases. However, the convergence time in case
of Kalman-Bucy filter is 100 times more as compared to
the algebra-based approach for a given SNR. It should be
emphasized that for recursive algorithm, the convergence is
made asymptotically. From this, it was noted that algebraic
technique presents an online-estimator due to the quickness
of the parameter computation.
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B. High frequency sinusoidal perturbation

This section devoted a numerical simulation to evaluate
the performance of the proposed algebraic approach com-
pared to the Kalman-Bucy algorithm on a current perturbed
position. Unfortunately, this type of experiment involves a
severe tempering of the compared estimation algorithms.
We consider that the measured position x(z) is corrupted
by another sinusoidal perturbation with a higher frequency
generator (which is not satisfy the sampling limit) and
a white noise process p(0,0.001) with a high signal-to-
noise ratio. This can be expressed as x(¢) = x(t) +p(¢) +
Apsin(amnt) where, A, = 0.1 and @, = 500y (Fig 15).
The experiments are performed with the optimal conditions
for the Kalman-Bucy (w; = @p) and with @; = 10 @y
for the algebra-based algorithms. Fig (14) and (15) depict
the estimation of the angular frequency with presence of
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a higher frequency sinusoidal. We note that, even the
"true" position is highly corrupted Kalman-Bucy filter and
the proposed algorithm converge. For the algebra-based
technique, the estimations are achieved in about 5x 7 and
50xT; for the recursive algorithm for a 2% of estimation
error. It should be noted that the convergence time is faster
than for highly Gaussian noisy measurement. Indeed, the
robustness of the obtained estimations with respect to the
unknown measurement noise is quite high.

—— Noisy position with high frequency signaIH
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C. Variable parameter estimation

There are many applications where the involved param-
eters vary in time due to behavior of the system or some
physical change [21]. For example, due to the thermal
effect, the angular frequency of the MSD system may
change with respect to time. This is explained through the
fluctuation of spring constant k£ or the viscous damping
coefficient c¢. To evaluate the performance of the algebraic



algorithm, we made an interesting experience where we
have simulated the variation of @y with a discontinuity
change-point. However, the system still LTI in that range
where @y is constant. Therefore, we can apply directly
our algebraic algorithm so as to estimate different abrupt
k

changes of the values of @wp=1/-.

Fig 16 shows the performance of the estimation approach
where the first jump is carried for + = 0.1 s. That result
proves the accuracy of the proposed algorithm even if
the unknown parameter is time varying with a specific
behavior.
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Fig. 16. Algebraic methods estimates for a variable @y

6. CONCLUSION

The objective of this paper has been to study optimal

sinusoidal input design so as to minimize the variance
parameters estimation of a range of mechanical system.
We have presented an algebraic approach to the fast and
reliable identification of dynamical parameters of a Mass
Spring Damper system, compared to a conventional algo-
rithm introduced by the Kalman-Bucy filter in parameter
estimation. The calculation of the characteristic parameters
of these mechanical systems was interesting for many rea-
sons touching the engineering theme. As it known, a lot of
mechanical structures are modeled via coupled or isolated
MSD systems aiming to simplify both of their static and
dynamic behaviors . It results an important problem in the
control theory such as feedback and feed-forward control
where the involved parameters are unknown and should be
identified for each time step.
By analyzing the variance estimators, contrary to the
Kalman-Bucy filter, we show that the proposed algebraic
approach 1is less sensitive to the choice of the input fre-
quency and is more robust to additive noise on the output.
In this study, the numerical differentiation of the output
signal employed for the recursive algorithm, was a simple
finite difference technique with a low pass filtering. This
latter has an influence in the robustness and fastness of
the identification for small SNR. Such problems can be
minimized by using numerical algebraic differentiators (see
[7], [22], [23]). Moreover, we can also directly address
the real-time identification of the parameters, where the
computational complexity is low as it shown is in the
algebra-based approach.
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ABSTRACT

This work treats the identification of the dynamic
parameters of a synchronous machine using thebyest
symmetrical three-phased short circuit. The fiftiof
these parameters is carried out through the misitioia

of the quadratic errors between the short cirauitents
measured and calculated.

. The approach of hybridization used in this warkhe
combination of the genetic algorithm (AG) and the
algorithm of Levenberg-Marquardt (LM). The resudfs
the optimization are validated first by comparirg t
parameters obtained by the approach adopted wageth
estimated with the graphic method of the IEEE stadd
then by the test of "voltage of reappearance".

Keywords: Identification, synchronous machine,
Genetic Algorithm, Levenberg-Marquardt Algorithm

1. INTRODUCTION

The synchronous machine is used mainly for the
generation of electrical energy. The dynamic behavi

of this machine is characterized by parameters lwhic
take into account the type of pole (smooth pole or
projecting pole), the type of windings (with or hdut
shock absorber) and the initial condition. These
parameters are identified in the majority of cabgs
tests.

The reliable and precise determination of these
parameters presents better latitude of optimization
Various measurement techniques and procedures of
estimation are used for this purpose. The graphic
procedure to estimate the parameters using thet shor
circuit test is well known like dynamic method. It
requires the technical graphic for the constructibthe
envelope and the tangents of the currents of sliradit
(IEEE Guide 1995). However, the manual construction
of the tangents is not precise.

With the appearance of reliable algorithms of
optimization, the idea of this article is to expltiem to
optimize the quadratic errors between the measured
values and those calculated of the short circuitecuis
of armature of the synchronous machine in order to
identify its dynamic parameters. Various methodsewe
used for this kind of problem. They can be subdidid
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in two groups: the first is the least square ofalihthe
algorithm of Levenberg-Marquardt is the most used.
This algorithm converges quickly but its major
disadvantage is the risk of convergence towards the
local optima.

The second group is consisted by the method based
on the evolution of an individual for example thet of
the parameters. The genetic algorithm belongs i® th
group. The advantage of this group of optimization
the convergence towards the global minimum but it
should be noted that it is slow because it requires
several evaluations.

In this work, an approach of hybridization is used
in order to exploit only the advantages of these tw
groups of algorithm. The principle of the approach
consists in launching a global research with theetie
algorithm then to pass to local research with the
algorithm of Levenberg-Marquardt in order to refthe
result.

This article is organized as follows: first, the
description of the test and the expressions of the
currents induced at the moment of an abrupt three
phased short circuit are detailed in the sectiohh2zn, a
description of the algorithms, genetic algorithmdan
algorithm of Levenberg-Marquardt used for
optimization are made in the section 3. The lastice
is devoted to the presentation of the results of
identification and the comparison of these results
between those obtained by using the method of atim
graphic. The article will be finished by a conclrsiand
prospect.

2. TEST IN THREE-PHASE SHORT-CIRCUIT
SYMETRIQUE OF A SYNCHRONOUS
MACHINE

2.1. Description of the experimental test

This test consists in applying a short circuit tet
terminals of the stator phases from the no-loacchnaf

the machine and recording the evolution of the ents

of the machine. It is often used to determine the
dynamic parameters of the machine which are the-tim
constants and the transitory and sub transitory
reactance. The test is applied on a standard synchs



machine LORENZO DL 1026 with projecting poles
without shock absorber winding whose charactesstic
given by the manufacturer are shown by the follagwin
table:

Table 1: Characteristic of the machine

Power 1.1kVA
Nominal voltage 380V
Nominal current 1.67A
Factor of power 0.8AR
Frequency 50Hz
Number of poles 4

The following figure shows the assembly diagram:

CH1 CHz2

Figure 1: Assembly diagram of the test in abrupteh
phased short circuit

2.2. Expression of the current of short-circuit

The expression of the current in a phase at anpabru
three-phased short circuit on the stator withoutdivig
shock absorbers according to a no-load march isngiv
(Amal 1979; Chatelain 1983):

()= _Vm(lj cosupt + @)
Xd
1 1)7¢
-V [ - Jer cos@yt + @)
Xq  Xq
1
1_1 % @
Vi 7- COS@Ot + ¢o)
[ 1 J e™ cos@,)
X,
{ J CcosRupt + ¢@,)
W|th,
Xqs Xd and )g Reactances synchronous,
transitory and sub transitory of the direct axis D.
X : The sub transitory reactance of the transverse

q
axis Q.

T, , T, : Transitory and sub transitory time-constants
corresponding to the direct axis D.
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T, : Time constant of the armature.

V., : Maximum value of the voltage of armature

before short circuit.
The current in the phases B and C is obtained while

replacing respectively@, by (@, —277/3) and
(9, —4ml3).

The examination of the expression of the curreninsh
that it is the sum of five terms which are:
e A permanent sinusoidal term with pulsation
w, whose amplitude is lowest than transient
and sub transitoryxzj < Xd <X

e A deadened sinusoidal term (transitory) with
pulsation wy, whose damping coefficient is

—-, it is the transitory component of the
d
current: T, <T,.

* A deadened sinusoidal term (sub transitory),
with pulsation w, whose damping coefficient

1
is —-; this term decreases relatively quickly.
d
e A deadened aperiodic term whose damping

1
coefficient is—, this damping is relatively

a

fast T, <T,.
e« A deadened sinusoidal term with pulsation
20y, its amplitude is the

lowestX, <OU= X, .

3. ALGORITHM OF OPTIMIZATION

As already mentioned in the introduction, the peoibl

of identification becomes a problem of optimization
through the minimization of the quadratic errors
between the measured current and the current asdcll
by the expression (1). One leads then to the
identification of the vector of parameters:

=[Ty Ty Ty Xg Xy Xy Xq &b @] (2
The value of V, is determined by the initial conditions.

3.1. The Genetic algorithm
The structure of this algorithm (Ariba 2008) is givby
the flow chart shown on Figure 2.
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v

Recopy the population

L ]
Figure 2: Structure of the geneticoailtpm

This algorithm begins with the creation of the iadit
population individuals generated by random way and
ends by converging to the best individual of the
population corresponding to the solution of
optimization. The passage of a generation through
another is made by applying the mechanisms of
evaluation, selection and modification until obtaga
stop criterion.

Each individual, called here chromosome, of the
population is defined by a gene chain which
corresponds to the various parameters to idensiée (
Figure 3).

To | T | T | %a | % | %a Yl |

Figure 3: Representation of current chromosome

To avoid the difficulties which can be raised or th
binary coding and decoding of chromosome, the AG
with real coding is used (Bontemps 1995). The alue

of the parameters are limited in an inte{\@l1in : Hmax] .

The principal reason to establish such limits isnake
the process of research more effective by reduitgg
space.

The initial population is selected in a random way.
That makes possible to begin research starting from
various solutions of the space of research. Thetiom
of fitness defined by the equation (3) allottedthe
algorithm is the sum of the quadratic errors betwibe
digitized values of the measured current of phast a
those calculated by the equation (1) by using the
parameters of the evaluated chromosome.
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Fit

> (1,09 -1.09)° ®

The stochastic operators adopted by the algoritlem a

1. The selectiorby tournament which consists in
taking randomly a sample of N individuals (2
at least) to each tournament. Then, the best of
this sample is selected to be relative.

2. The crossingf the type BLX —-a . This
type of crossing is applied parameter by
parameter by using the following mechanism:

X; is selected randomly in the interval
[6in +10,6,0 1 0]

With:

Enin = MINCK, Y;)

Hmax = max(xi ! y|) ,

| =6k~ Erin

and o is a random number withi (1[0, 1].
x; and y are of the same parameters row of two
parents, Xi' the parameter of corresponding

row of a child obtained.
This type of crossing makes it possible to
create diversity in the population and to move
away from the risk of uniformity of the
produced chromosomes (Bahloul and Ouali
2009). The rate of crossing is 90 %.

3. A uniform change applied with a probability of
1 %. It acts to modify a parameter by chogsin
a value in a way random defined by the
constraints of the field.

3.2. Algorithm of Levenberg-M ar quar dt

The function cost defined by the equation (4) used
the algorithm is the sum of the quadratic errortsvben
the digitized values of the measured current ofspha
and those calculated by the equation (1) by usheg t
parameters defined in the equation (2).

10=3(5-110) @

This algorithm works by starting from the best
parameters found by the genetic algorithm and émds
convergence towards the best parameters corresmpndi
to the solution of the problem optimization. The
formula updating the parameters is given by:

01 =0~ (H(6")+ .t )" 0I(6") (5)
Where H (Hk) is the Hessian matrix of the function

cost J, | is the matrix identity, and wherg,, is a

scalar called step. For small step valugs, this



method approaches the Newton one (Dennis and More
1977) while for great step values, the method tends
towards the gradient simple one (More 1977). By

judiciously choosing the step value during the

algorithm, it is then possible to avoid preliminary

implementation like method of simple gradient to

approach the minimum.

The calculation of the reverse of the matrix

[H (Hk)+,uk+1l] can be done by methods of direct

inversion. Nevertheless, taking into account thecfion
cost considered in (4), it is preferable to implama
method of iterative inversion, founded by the fallog
property: being given four matrixes A, B, C and D.

(6)

The expression of the Hessian matrix is as follawed

(A+BCD) ' =AT-A" B(c 4 DA'lB)_l DA™

N T N 2
ICSTA R N
=N AN n:lagk(agk)

Where €, =y -y, is the prediction error.

H(Gk):

Neglecting the second term in the relation (7),chhs
proportional to the error, the following approxinaat
of the Hessian matrix is obtained:

oe,

%( Iaek ]T

n=1
This approximate Hessian matrix obeys to the foamul
of following recurrence:

oe,

o)) (2

(8)

H"n:l:ln—l_l_xn(xn)-r
(9)

with x7 =% - 0%

, n=1..,N
06 96"

By fixing like initial valueH ° =y, the following

expression is obtained: HN =H + |

Using the lemma of inversion stated previously
withA=FA"™ B=x"c=1,p=(x"], it s
possible to write:

()" = () - () xn(xn) (A (10)

(X n)T (|:|' n—l)'lX n

It is then possible to calculate the reverse ofrttatrix
repeatedlyH ™ = H + 1,

Let us note that this method of approximate cateuta
of the reverse of the matrix rises from the
approximation (9), which is valid only for low erro
values of predictiore,, and thus for the values of
near the optimal value. The field of validity ofeth
Newtonian approximation, extended a priori by the
addition of the termy, | in the formula (7) is finally

| +
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restricted to be able to effectively calculate taeerse
of this increased Hessian matrix.

4. RESULTSAND DISCUSSIONS

4.1. Experimentation

The alternator is actuated at its nominal speechtry
engine with D.C. current of 3kW, under a tension of
excitation reduced not to run up against property
damages due to electromechanical constraints.

This also makes it possible to avoid erroneousltesu
bus in the zone of saturation the parameters change
values.

The maximum tension at the boundaries of the wigdin

before the short circuit is of £= 312/2 [V]. The
following curve shows the recorded current:

~
T
I %)

ia[A]
T

1 L

Figure 4: Current of three-phase shorteiirc
The oscilloscope used has an interface making lplessi
to record in a PC the discrete values of the ctirren
These discrete values are then used to feed thyggmo
of optimization to identify the parameters of the
machine. Figure 5 (resp. Figure 6) shows the eiwolut
of the average quadratic error between the estinate
current and the current measured during cycle of
optimization by AG (resp. Hybrid Algorithm).
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Figure 5: Evolution of the global error (AG)
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Figure 6: Evolution of global error (Hybrid)
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It is noted that convergence is ensured in botlesas
The use of AG alone gives a global error approxétyat
0.5 at the end of 20 iterations (Figure 5). Thioers
still reduced by continuing optimization with the
algorithm of LM. One obtains a final error of 011 30
iterations (Figure 6). These results justify theo@dd
approach.
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ia[A]

Figure 8: Estimation of the current phag# by hybrid
algorithm.

Figure 7 (resp. Figure 8) shows the estimation betw
the measured current and the current estimated®y A
(resp. Hybrid Algorithm). It is noted that theseotw
methods offer a good estimate as well in transstaie
as in steady operation. The superiority of the iuybr
algorithm is shown in comparison of the global esro
presented in Figure 5 and Figure 6.

4.3. Comparison

To evaluate the parameters identified by the method
suggested a comparison with those estimated by AG
and detailed graphic method (IEEE Guide 1995;
Rakotoarinoro 1999) is presented in the followialle:

Table 2: Comparison of the parameters

AG Hybrid Graphic
T,[mg 10.15 10.15 10
Td' [mg 44.21 38.72 38
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T,[mg 38.92 | 35.16 38
X4[Q] 218.45| 209.87 210
X, [Q] 24.88 | 26.31 23.3
X, [Q] 2459 | 23.40 23.3
%, [Q] 120.9 | 102.03 98
wy[rad.s™] | 314.46| 314.18 314.16
@o[rad] | 0.0001| 0.0001 0

For a synchronous machine without shock absorbers,
the sub transitory and transient parameters (reeeta
and time-constants) are supposed to be identicabglu

a graphic estimate. However, in reality, there Ight
difference. This difference is shown well by the
adopted approach. It is important to notice it
vector of parameters which is obtained with the
suggested approach is only one average vector of
parameters i.e. it is the vector which correspdode
best compromise to represent the machine in its
operation.

4.3 Experimental validation

To check the parameters identified by the hybrid
algorithm proposed, it is useful to proceed a phafse
experimental validation. For that, one carried ou
under test known as "of tension of reappearance"
(Lessenne, Notelet and Seguier 1981). The alt@rimat
initially in three-phase short-circuit, one opense t
short-circuit by the intermediary of the three pole
switch C (Figure 1) and one records the curve of re
establishment of current.

The simplified expression of this tension, for a
synchronous machine without shock absorbers is
(Rakotoarinoro 1999) :

. -t
X T
V, =V, |1- (1——djer° sin(at + @) (11)
Xy
. X

with Ty, =T, 2%

d
The following curve shows the evolution of thiss&m
of reappearance:
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Figure 9: Voltage waveform of reappearance



According to Figure 9, the tension of reappearance
curve simulated by using the parameters identifiet
hybrid algorithm follows well the experimental one.
That increases the certainty with the suggestetiodet

5. CONCLUSION

A method of optimization hybrid combining the gdaet
algorithm (AG) and the algorithm of Levenberg-
Marquardt (LM) was implemented in this article.

The objective was to minimize the quadratic errors
between measured and estimated of short circuited
currents.

In their work, Bahloul et al. (Bahloul 2009)
proposed the identification of the dynamic paramsete
of a synchronous machine by using only the genetic
algorithm. They arrived at notable results. Howetlee
combination of this algorithm with the Levenberg-
Marquardt one led to finer results on by the wayhaf
global errors.

The approach of hybridization adopted in this work
makes possible to find the parameters dynamic of a
machine synchronous using the test in short-circuit
independently of the initial parameters. The spat
research of the parameters is given to help therithgn
to find quickly the optimum.

The approach suggested is tempting and offers a
very interesting alternative compared to the tradél
methods, which require "to start" near the optimal
vector and whose behaviour is dubious in fronthef t
local minima.

The comparison between the measured current and
the current estimated by simulation makes it pdsgi
validate the method. Indeed, there is agreemetthef
results as well in transient state as in steadyatio®
showing the precision of the given parameters. is Th
proves the performance and the robustness of the
adopted method of optimization.

This work gives multiple possibilities of researc
that it is interesting to dig. First of all witlegard to
the genetic algorithm, it would be interesting to
compare our approach with that where the change of
individuals is fixed not by probability but by szef
under population. Then concerning the choicehef t
moment when the algorithm of Levenberg-Marquardt
takes over in its turn, it would be interestingetxploit
the evolution of each parameter.

Finally, it was said that the suggested method
combines the genetic algorithm and the Levenberg-
Marquardt one. Here, it is noted that the number of
iterations Ni is approximately equal to two for ehr
times the number of parameters Np. The identificati
is started with AG and after 18 iterations; the
commutation to the LM algorithm is made. It would b
useful to find a relation between Ni and Np.
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ABSTRACT

The paper presents a study of coupled dynamics
between body and legs of a four legged robot with two
articulate joints per leg. This study brings out the
influence produced by the ground reaction forces
through robot legs on the posture of robot body i.e.
body rotations about X, Y and Z axis. An object oriented
approach has been used for the bond graph modeling of
locomotion dynamics of the four legged robot while
taking into consideration the robot-ground interaction
forces. Detailed kinematics analysis of a single leg has
been carried out. Sub-model created for a single leg is
repeatedly used for developing the bond graph model of
the four legged walking robot. A multi bond graph is
used to represent the system. A dynamical gait is
proposed and implemented through joint control. Joint
control has been achieved using a proportional
derivative control law for each joint of the four legged
robot. The robot locomotion has been successfully
demonstrated through simulation and experiments on a
robot prototype.

Keywords: Four legged walking robot, coupled
dynamics between body and legs, bond graph modeling

1. INTRODUCTION

Legged robots have evolved as a better alternative
compared to their wheeled counterparts for field
applications such as military combat or transport
operations, material handling and rescue operations,
hazardous site inspection; and for extraterrestrial
applications viz. Mars or space exploration etc. Legged
robots are more suitable for such applications as they
have greater agility and also they can move well on all
kind of terrain whereas wheeled robots require only
paved paths for better performance. Among the legged
robots, six or more legged robots are suitable from the
locomotion stability perspective. However, four legged
robots offer a good compromise between locomotion
stability and speed.

Research in rigid legged robots started almost in
early 1980’s with an attempt to realize rigid legged
locomotion mainly on flat terrain. Waldron and
McGhee (1986) presented the design of Adaptive
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Suspension Vehicle (ASV), which had morphology
analogous to a six legged insect. Hartikainen et al.
(1992) developed MECANT-I, a hexapod walking
machine for forests applications. These robots mainly
used statically stable gaits for their locomotion. Zhang
and Song (1993) presented a study of the stability of
generalized wave gaits. Gonzalez de Santos and
Jimenez (1995) introduced discontinuous gaits and
Estremera and Gonzalez de Santos (2002) proposed free
gaits for locomotion of quadruped robots on irregular
terrain. Later on researchers got motivated to explore
dynamically stable gaits for realizing faster locomotion.
Furusho et al. (1995) realized bounce gaits on
SCAMPER, a rigid legged quadruped with its design
similar to mammals. Estremera and Waldron (2006)
proposed a leg thrust control method for the
stabilization of dynamic gaits in rigid legged quadruped
robot KOLT. Garcia et al. (2003) suggested that in
addition to developing suitable gaits for legged
locomotion, consideration of actuator dynamics and
friction is essential for getting the real legged
locomotion behaviour. Bowling (2005) examined the
robot’s ability to use ground contact to accelerate its
body. Yoneda and Hirose (1992) employed biologically
inspired approach to realize smooth transition from
static to dynamic gait in the quadruped walking robot
‘TITAN-IV’. Biological inspired approach refers to an
extensive use of sensory feedback and reflex
mechanisms (similar to that found in animals) for
locomotion control. Further Kurazume et al. (2001)
accomplished dynamic trot gait control for ‘TITAN-
VIII'. Inagaki et al. (2006) proposed a method for the
gait generation and walking speed control of an
autonomous decentralized multi-legged robot by using a
wave Central Pattern Generator (CPG) model. Wyfells
et al. (2010) has presented a design and realization of
quadruped robot locomotion using Central pattern
generators.

Legged robot is a multi-body dynamic system.
Realization of various locomotion behaviors viz.
walking, running etc. requires a precise understanding
of the coupled dynamics between the body and legs of a
legged robot. Also influence of ground reaction forces
on the robot body is an important matter of
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investigation because it is quite intuitive that
instantaneous leg tip velocity of a legged robot depends
upon the body state variables. Hence with the objective
to investigate the coupled dynamics between the body
and legs of a four legged walking robot, the present
work has been carried out. This paper presents a three

Forward
Motion
Direction

Tegl’
(Front legs) L“ 3

(Rear legs)
Figure 1: Schematic diagram of four legged robot

dimensional study of coupled dynamics between body
and legs and generation of stable walking in a four
legged robot. The coupled dynamics and robot
locomotion has been demonstrated through simulation
results and experiments on a robot prototype.

Bond graph is an explicit graphical tool for capturing
the common energy structure of systems. It gives power
exchange portray of a system. It provides a tool not only
for the formulation of system equations, but also for
intuition based discussion of system behavior viz.
controllability, observability, fault diagnosis, etc. The
language of bond graphs aspires to express general class
physical systems through power interactions. The
factors of power i.c., effort and flow, have different
interpretations in different physical domains. Yet power
can always be used as a generalized element to model
coupled systems residing in different energy domains.
In order to avoid repetitive modeling of same type of
structure and to express a very large system in modular
form, objects are created and then joined together to
create an integrated system model. In the present work
bond graph model of the four legged robot is created
and simulated in SYMBOLS Shakti (2006), a bond
graph modelling software.

2. BOND GRAPH MODELLING OF FOUR

LEGGED ROBOT
Modelling of four legged robot consists of modelling of
translational and angular dynamics of robot legs and
body. Figure 1 shows the schematic diagram of a four
legged robot model. In Fig. 1, {A} is inertial frame of
reference and {V} is body frame. Each leg of the robot
has two links. The joint between links i and i+1 is
numbered as i+1. A coordinate frame {i+1} is attached
to (i+1) joint.

The linear dynamics of a body is governed by
Euler’s first law and angular dynamics by Euler’s
second law. Linear dynamics of a body can be given by

Bond graph technique (2006) has been used for A A
object oriented modelling of the four legged robot. F=M, "( Va) )
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Figure 2: Multi bond graph of four legged robot
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Where, *

external forces acting at center of gravity (CGQG),
A

*( Va) s

acceleration of CG of body with respect to frame {A};

My is the mass of the body.
Angular dynamics of the body can be given by

. 1s resultant of forces at joints ends and

expressed with respect to frame {A};

=V( )+ (Pay )%V (*h) 2)

Where, YN, is the moment acting on the body; ¥ (*h,)

and Y(“@, )are respectively the angular momentum

and angular velocity of body with reference to inertial
reference frame {A}.

These fundamental equations of motion (1) and (2)
along with linear velocity and angular velocity
propagation relations for leg links (presented later in
this section) guides the bond graph modeling of a four
legged robot. Figure 2 shows the multi bond graph
model of a four legged walking robot. The multi bond
graph consists of sub model for the robot body and the
four legs. Figure 3(a) and (b) respectively presents the
bond graph of the ‘LEG’ and the ‘Joint actuator’ sub-
models.

Teg tip velocity

};’@ i'}'qa Zap
2.4
( (’)2) \ I/LVP of Link2
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iy ‘ ¢l
1 q
oo /
—
"' )r) L
y \- (’)—V/ =
[ i /1
(0™ , l XCG f"cc Z G
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Angular Velocity of Body N h
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Ly Rw
i R
v W £
SE—~{1 GY—H 1=~ TF =
(b)

Figure 3(a) LEG sub-model (b) Joint actuator sub-
model

Robot body sub model represents its translation and
angular dynamics. The velocity of the body CG frame
{V} is obtained from the linear inertia of the body.
Euler junction structure (EJS) can be used to represent
the angular dynamics of a body (Mukherjee et al. 2006).
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Hence, it has been used to represent the rotational
dynamics of the robot body as well as that of the links
of robot legs in the present work.

The Euler equations used in the creation of the EJS
sub-model of body are deduced from Eq. (2) and are
given by Eq. (3) as

Nx =1 xa.)x + (I z y)wya)z ’ (33)
N, =1, +(, —1)w,m,, (3b)
N, =l,0, +(, — 1 D)oo, (3c)

I3 a)and

Where N, , Ny, N, are the torques and co,,
@, are angular velocities acting about the principal axes

of the corresponding body fixed frame. Linear velocity
of the {0} frame of each leg is given as

AV = ")+ VRV R Y (Pa,)] “4)
Linear Velocity Propagation of Body
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Figure 4: Bond graph of four legged robot locomotion
dynamics

In Eq. 4, /R represent the transformation from body

frame {V} to inertial frame {A} and can be expressed
as,

cocp sysdcp—cy sp oy sfch+sy sp
cosp sysUsp+cy cp Cy st sp—sych
—sf sy cd cy cf

v, 0 and ¢ are the Euler angles representing robot body
rotation about X, Y, Z axis of the body fixed frame {V}.

V(YR)), represent the position vector of frame {0} of i

‘R=



leg with respect to body CG frame {V}. It can be
expressed as'('R),=[R, R, R,]', where ‘i’
denotes leg 1 to 4. Value of Ry, Ry and R;
corresponding to leg 1 to 4 is listed in Table 1 in
appendix.

Linear Velocity Propagation (LVP) sub model
shown in the ‘Body’ part of the multi bond graph in Fig.
2 takes the angular velocity from body Y(“a,)

(obtained from EJS) and linear velocity *(\)

(decided by body mass) as input and gives out the
velocity of {0} frame to the link 1 of each leg. Frame
{0} and {1} are coincident for each leg. Hence, the
velocity of frame {1} is same as frame {0} i.e.
VD=2V -

‘Leg’ sub model, shown in detail in Fig. 3(a),

represents a two DOF leg. ‘Leg’ takes angular and
linear velocity of body and joint torques about X-axis as
input. ‘LEG’ sub model uses Angular Velocity
Propagation (AVP) and LVP sub models of links 1 and
2 and gives out leg tip velocity as output. Link lengths
I, and |, are taken along the principal Y-axis of the links
and hence represented in vector form as,
‘e=[0 0 o], 'm=[0 I, o], *R=[0 I, 0].
Thus ‘LEG’ furnishes complete dynamics of a two link
leg. The various sub models shown in Fig. 2 for leg ‘1’
can also be used to model leg 2, 3 and 4.

LVP and AVP sub models for leg links can be used
to find the velocity of tip of link] and link 2 of a leg i.e.
frame {2} and frame {3} respectively. Governing

equation for AVP of links of a leg can be given as per
theory (Craig 2006),

(P, )="R (Po)+ " (o) Q)

Where, *'(‘@,,) is the angular velocity of (i+1) link as
observed from i™ link and expressed in (i+1)™ frame.
The term can be expressed for link 1 and 2 respectively
as,

'Cw)=[0 0 O *('@,)=[0: 0 O .

'("w,) is the angular velocity of the i™ link with respect
to inertial frame {A} and expressed in i"™ frame.
"!'(*w,,) is the angular velocity of (i+1) link with
respect to inertial frame and expressed in (i+1)" frame.
The above equation (5) is represented by the sub model
‘AVP of Link’ in each leg of the robot.

Governing equation for the link tip velocity and
link CG velocity are given as,

VL= V) + IR (P < (R (6)
This can be simplified as,

OVEDI=CA DT+ LRI CRL I (P (7
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For position of a link CG, i(‘PQ )=[0 1 OT

VOISV LRI (R 0l (Pl (®)
Equations (6), (7), (8) represent the LVP of Link in each
leg of the robot. CG velocity of links depends on link
inertia. In bond graph model ‘I’ elements (representing
mass of a link), are attached at flow junctions. They
yield the CG velocities of links. The starting point of
the current link is same as the previous link tip. Hence,
the tip velocity of the previous link and the angular
velocity of the current link are used to find the tip

velocity and CG velocity of the current link. i (Aa)i )in

above equations can be obtained from the AVP for the
current link.

The leg tip sub-model in Fig. 2 represents the
modelling of leg tip-ground interaction. The robot is
assumed to be walking on a hard surface with no
slipping of legs. An ‘R’ element is appended to ‘1’
junction of each leg in the X and Y direction, to model
the frictional resistance offered by ground. Similarly,
‘C’ and ‘R’ elements are attached in Z-direction to
model the normal reaction force from the ground. Leg
tip position detectors in each direction yields the leg tip
position coordinates.

The integrated bond graph model representing the
four legged robot locomotion dynamics is presented in
Fig. 4. Parametric values assumed for the purpose of
simulation of the four legged robot model are shown in
Table 2 in appendix.

3. GAIT PATTERN
Gait pattern represents the sequence of leg movements
required for realizing locomotion of a robot while
maintaining body stability. In the present work, a
bounding walk gait pattern has been implemented for
achieving robot locomotion. The gait has been used by
Lasa and Buehler (2000) for their single-link legged
quadruped robot SCOUT-II. In this gait pattern, either
the front or rear legs of the quadruped robot are
simultaneously lifted up or brought down to the ground
in a particular phase of the gait. Figure 5(i-viii)
represents schematically the eight phases of the gait
pattern of a locomotion cycle.

To implement the gait pattern, position of the joints
of each leg must be controllable. The voltage supplied
for controlling the position of joints can be given as

V:KP(Hdi_gi)+Kv(9di_éi) ©)

Where, V, is the input voltage supplied at the i"" joint of

a leg. The voltage supply to a joint actuator is
implemented in bond graph, through an ‘SE’ element of
joint actuator sub-model shown in Fig. 3(b). Kp and Ky
are respectively the proportional and derivative gains;
04 is the desired value of rotation, 0; is the actual value

of rotation, @, is the desired joint velocity and ) is the
actual joint velocity.
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Figure 5: Phases of gait pattern

The joint reference command used for moving a
particular joint to the desired position ‘f;.;” at the end
of a certain time interval Aty i.e. (tj-tj), can be
expressed by the following equation,

0

L1 =6 tk(-e"t) (10)

In Eq. (14), 6 and 6., respectively represents the
joint angular displacement values at the beginning and
end of a time interval Atj,;; K is a factor by which the
joint angle is to be increased or decreased, A is an

integer. It can be noted from Eq. (14) if t=t , then
0 =6 and when t=t,, then §=6 £k, for very large

values of A which leads the exponential term to a zero
value.

i+1

4. SIMULATION RESULTS AND DISCUSSION

For the selected gait pattern and robot parameters,
simulation has been carried out for 3 cycles. A
locomotion cycle takes 3.2 seconds. Simulation results
are presented in Fig. 6, 7, 8 and 9. Fig. 6(a) and (b)
respectively shows front leg joint 1 displacement (6¢)
and front leg joint 2 displacements (6,¢) versus time.
Similarly, rear leg joint 1 (8,g) and rear leg joint 2 (6,r)
displacement versus time is presented in Fig. 7(a) and
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(b). It can be noted that the leg joint angular
displacement plots corresponds with the specified gait
pattern.

Figure 8(a), (b) and (c) respectively presents the
variation of robot body Euler angles y, 6 and ¢ versus
time. y, € and ¢ represents the robot body rotation about
X, Y and Z axis. As a consequence of the selected gait
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Figure 6: Simulation results of rigid legged quadruped
robot locomotion: Front leg joint angular displacements
(a) 01 (radians) versus time (s) (b) 6,r (radians) versus
time (s)

pattern for locomotion (in which the two front or rear
legs are simultaneously lifted or brought down
simultaneously), the body angular displacement ‘y’ is
oscillatory, as shown in Fig. 8(a). Variation of ‘y’ with
respect to time signifies the coupled dynamics between
the legs and the body. In the figure, second cycle of
locomotion has been further split into eight phases (of
the specified gait pattern) to explain the coupled
dynamics. It can be noted that a correspondence
between the various phases of the gait pattern and the
body pitching motion ‘y’ exists. For instance, in the
first two phases of the gait pattern (i.e. Fig. 5(i) and (ii))
the rear leg links rotation should result in body pitching
about +X-axis. The reason being the rear leg hip joint
will be at lesser height as compared to its front leg
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Figure 7: Simulation results of rigid legged quadruped
robot locomotion: Rear leg joint angular
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counterpart due to the specified rotation. Simulation
result in Fig. 8(a) validates this observation. Similarly
corresponding to the gait pattern phase shown in Fig.
5(iv), pitching about X axis varies from positive to
negative values due to the variation of the difference in
the vertical height of front and rear leg hip joints.
Similarly it can be observed that ‘y’ is almost equal to
zero radians i.e. robot body is absolutely horizontal, at
the beginning of a locomotion cycle, at the end of the
fourth and eighth phase of a locomotion cycle. The
reason for the fact is that the front and rear leg hip joints
in the respective phases are at almost equal elevation.

Figure 8(b) indicates that there is no significant
angular displacement ‘@’ about Y-axis (as expected),
because the joint torque is supplied only about X-axis.
Figure 8(c) shows that the body is turning about +Z-
axis. Figure 8(d) indicates quadruped robot progression,
as since the robot body CG displacement occurs along
positive Y-axis i.e. the direction of locomotion.

Figure 9(a), (b), (c) and (d) respectively shows the
displacement of tip of legs 1, 2, 3 and 4, along positive
Y-axis. It can be noted from the simulation results that
the leg tip displacement values for leg 2 and 4 are
greater than that of leg 1 and leg 3. Thus the simulation
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Figure 9: Simulation results of rigid legged quadruped
robot locomotion: (a) Leg 1 tip Y displacement (m)
versus time (s) (b) Leg 2 tip Y displacement (m) versus
time (s) (c) Leg 3 tip Y displacement (m) versus time
(s) (d) Leg 4 tip Y displacement (m) versus time (s)

results indicate that the robot is turning about positive
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Z-axis. The turning about Z-axis can be attributed to the
modelling of leg tip-ground interaction.

The frictional resistance offered by the ground to
legged robot locomotion has been modeled, by
appending a dissipative R-element (bond graph
element) at the 1-junction representing leg tip velocity.
The value of the parameter ‘R’ representing frictional
resistance has been assigned greater value in X-direction
compared to that in the locomotion direction i.e. Rgx >
Ryy.

In the next section, the experimental realization of
locomotion of quadruped robot prototype is presented.

5. EXPERIMENTAL RESULTS

Experimental set-up designed for realizing robot
locomotion is presented in Fig. 10. The quadruped robot
comprises of four legs and a body over which the
controller CM5+ is mounted. The front and rear legs
have been designed identical in all respects. Each leg of
the quadruped robot has two rigid links connected
through revolute joints, one at the hip and second one at
the knee of a leg. The links are rotated through
‘Dynamixel’ series AX-12+ actuators, deployed at the
joints.

Bioloid control behavior interface of the Robotis Inc.
is used for the purpose of controlling robot locomotion.
Control algorithm is fed to the CMS5+ controller through
a personal computer. A serial to USB data cable is used
for the communication between the PC and the CMS5+
controller. SMPS is used for supplying required power
to the actuators and electronic circuitry. CMS5+
controller uses ATMega 128 (128Kbyte flash memory)
as the main processor in it. It operates in the voltage
range of 7V-12V.

A program corresponding to the specified gait pattern
is communicated to the controller CM5+. Consequently
the robot locomotion is accomplished. Figure 11
presents the snapshots of locomotion of the quadruped
robot. Snapshots indicate a clear progression of the
robot. Figure 12 presents the leg tip and body CG

Figure 10: Experimental prototype of four legged robot

trajectory in XY plane, plotted using the experimental
data. The body CG trajectory and the leg tip



Figure 11: Snapshots of rigid legged quadruped robot locomotion

displacement plots indicate that the robot is almost
progressing as desired, along a straight line in the
locomotion direction. Slight deviation of the body CG
and leg tip trajectories from the straight line path can be
attributed to the unpredictable and arbitrary lag in
command signals to the front or rear leg joint actuators.
Figure 13(a), (b), (c) and (d) respectively presents the
actual and commanded joint angle displacement
trajectories of joint 1 and 2 of the front and rear legs.
There is a slight deviation in the commanded and actual
joint trajectory along with some arbitrary lag in the
front and rear joint trajectory.
6. CONCLUSIONS
The paper presents the coupled dynamics between the
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Figure 12: Experimental results of rigid legged
quadruped robot locomotion: Leg tip and body CG
displacement along X-axis (m) versus Y-axis (m)

legs and body during locomotion. This study has been
carried out through simulation as well as experiment on
a four legged robot design with two articulate joints per
leg. Modeling and simulation of the four legged robot
has been carried out using bond graph technique. For
the specified gait pattern, the body angular displacement
trajectory for w and 6 demonstrates the influence of
ground reaction forces, transmitted through legs, on the
robot body. The gait pattern has been tested on a
quadruped robot experimental model and locomotion
has been successfully realized.

This dynamic model of the four legged robot
locomotion can be further extended for simulating
running behavior, obstacle avoidance etc. Flexible leg
concept may be incorporated to enable the robot to walk
on uneven terrain. In fact the motivation for this work
originated with a desire to build a model of four legged
walking robot with flexible legs. Flexible legged robot
model can be used to study the effect of flexible leg
dynamics on the stability and impact tolerance of the
robot.

APPENDIX

Table 1:Position of Frame {0} with respect to Body CG
Leg ik Rix Riy Riz
Leg 1 -0.042 0.068 -0.045
Leg2 0.042 0.068 -0.045
Leg 3 -0.042 -0.068 -0.045
Leg4 0.042 -0.068 -0.045




Table 2: Four Legged Robot Parameters

Parameters

Value

Robot body mass

M, =0.43Kg;

Moment of Inertia
(M. L) of body

lgxx = 0.007Kg-m”,
lgyy = 0.004K g-m?,
l g7z = 0.002K g-m’

Leg link lengths

l;=0.068m, [,=0.025m

Leg link mass

M);= 0.075Kg; Mp=0.015Kg

M. L. of link ‘1’

loa = 0.0002Kg-m’,

Iy = 0.00025K g-m’,
| 1= 0.00001Kg-m’

M. L. of link 2’ I ne = 0.00001Kg-m’,
ly2 = 0.000003K g-m’,

| ,»=0.000004K g-m’

Joint actuator
parameters

Inductance: L,,=0.001H;
Resistance: Ry= 0.10hms;
Motor constant: K; = 0.2 N-m/A,;
Gear ratio: n =254

Leg tip-ground
interaction

Stiffness: Kg = 100000N/m;
Damping: Rgz = 1000N-s/m;
Frictional resistance:

Rgx = 800N-s/m,

Ry = 400N-s/m

Gain Values Proportional gain:
Kp=2500V/rad;

Derivative gain: Ky =25V/rad/s
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A Final Marking Planning Method for Join Free Timed Continuous
Petri nets

Hanife Apaydin Ozkan and Aydin Aybar

Abstract—In this paper, an online control method is devel-
oped and corresponding algorithm is proposed for driving Join
Free continuous Petri net from its initial marking, to target
marking through a linear trajectory by minimizing the time.
Then, the control problem in which some components of the
target marking are not specified is considered and developed
control method is used for that case.

. INTRODUCTION

Discrete Petri Nets (PNs) are powerful graphica and
mathematical tools for modeling, analysis and synthesis of
Discrete Event Systems (DESs) [1], [2]. The distributed state
or marking of a PN is given by a vector of natural numbers
which represent the number of tokens in each place. Thisis
a significant advantage with respect to other formalisms such
as automata, where the state space is a symbolic unstructured
Set.

Like in most modeling formalisms for DESs, PNs suffer
from the so called state explosion which leads to an exponen-
tial growth of the size of state space with respect to the size
of the system and population of initial state. Some relaxation
techniques are studied to overcome this difficulty and to
reduce the computational complexity of the anaysis and
synthesis of PNs (i.e. decomposition techniques, Lagrangian
relaxations, fluidification and the others [3], [4], [5], [6]).
Fluidification may be very useful relaxation technique when
applied to highly populated systems.

For PNs, fluidification was introduced in [3], [7] aming
at giving fluid (continuous) approximation of original PN in
the sense of behaviours and properties, and these models are
called continuous Petri nets. The idea is to try to overcome,
at least partially, the potentially very high computational
complexity arising in many practical situations.

Different techniques have been proposed for control of
continuous Petri nets in the literature [8], [9], [10], [11],
[12]. Steady state optimal control of continuous Petri nets
was studied in [13] where it is shown that, the optimal steady
state control problem of continuous Petri net system can be
solved by means of Linear Programming Problem (LPP) in
the case that all transitions are controllable and the objective
function is linear. For the problem of reaching a given
steady state from an initial marking, implicit and explicit
Model Predictive Control (MPC) methods minimizing a
certain performance index are proposed in [8]. The step
tracking problem, i.e. design of control laws to drive the
system states to target references was considered in [10] and
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a Lyapunov-function-based dynamic control algorithm was
proposed for the problem. That method requires solving a
BiLinear Programming Problem (BLP) for the computation
of intermediate states. In [12] an efficient heuristics for
minimum time control of continuous Petri nets, which aims
at driving the system from an initial state to a target one
by minimizing the time of a piecewise linear trajectory is
developed.

In some control problems, final states of some places may
not be specified, while that others are specified. Because
reaching desired final states of other places in minimum
time is more important then the unspecified final states.
Accordingly, corresponding components of the target state
are not specified in the control problem. In this paper, this
problem is considered for continuous Petri nets for the first
time in the literature.

For calculating the value of unspecified components under
the objective of time minimization, we developed an online
control strategy. This strategy focuses on timed continuous
Petri nets (contPN) without synchronizations called Join Free
contPN and drives JF contPN to a specified target state
through a linear trajectory by means of LPP. This method
proposes an online algorithm and requests solving BLP for
calculating unspecified components.

The remainder of the paper is organized as follows.
Section 2 briefly introduces the required concepts of contPN
systems and introduces the formulation of applied control. A
new control scheme for JF contPN is given in Section 3. In
Section 4, a method for calculating unspecified components
of target marking under the objective of time minimization
is adressed. Finally, some conclusions and future directions
are drawn in Section 5.

I1. BAsIC CONCEPTS AND NOTATION

We assume that the reader is familiar with Petri nets.
A continuous Petri net system is a pair (N, m,) where
N = (P, T,Pre, Post) is a net structure where P =
{p1, p2, .o} @d T = {t1, to,... tj7} are the sets of
places and transitions, respectively; Pre, Post € NIPIxITl
are pre and post matrices connecting places and transitions;
myo € RY is initial marking (state).

For a place p; € P and a transition t; €T, Prej; and
Post;; represent the weights of the arcs from p; to ¢; and
from ¢; to p;, respectively. Each place p; has a marking
denoted by m; € R>o . The vector of al token loads is
called state or marking, and is denoted by m € ]Ri‘fol. For
every node v € PUT, the sets of its input and output nodes
are denoted as *v and v*®, respectively.



A trangition ¢t; € T is enabled at m iff Vp; €® t;, m; >0
and its enabling degree is given by
{7} @

which represents the maximum amount in which ¢ ; can fire.
An enabled transition ¢; can fire in any rea amount «, with
0 < o < enab(t;, m) leading to a new state m’ = m + « -
C.; where C = Post — Pre is the token flow matrix and
C.; isits j*" column. If m is reachable from m through
a finite sequence o, the state (or fundamental) eguation is
satisfied: m = mg + C - o, where o € R} is the firing
count vector, i.e., o; is the cumulative amount of firings of
t; in the sequence o. The set of reachable markings from
my is denoted by RS(N, my).

Left and right natural annullers of the token flow matrix
C are caled P-semiflows (denoted by y) and T-semiflows
(denoted by ), respectively. If 3 y > 0, y - C = 0, then
the net is said to be conservative. If 3 >0, C-x =0t
is said to be consistent.

A timed continuous Petri net (contPN) is a continuous
Petri net together with a vector A ¢ RLTA where )\; is
the firing rate of ¢;. As in untimed continuous Petri nets
state equation summarizes the way the marking evolves
aong time. The state equation of contPN has an explicit
dependence on time m(7) = mo + C- o(r) where 7
is global time. But, in continuous systems, the marking is
continuously changing, so we may consider the derivative
of m with respect to time. This way, m(r) = C - &(7)
is obtained. Here, &(7) is flow throgh transitions and it is
denoted by f(7)=ao (7). Hence, the state equation is

m(r) =C - f(7) 2

Different semantics have been defined for continuous timed
transitions [14], [3]. Infinite server semantics is considered
in this paper. Under this semantics, the flow of transition ¢
is the product of firing rate, A;, and enabling of transition

enab(t;, m(r)):
(59 o

For the sake of simplicity 7 is omitted in the rest of the

paper.

We consider Join Free contPNs (JF contPNs) whliclh |%I‘isfy
T|x|P .

mg

b(t; = mij
crabltym) = i

Preij

. . . mig M)
fi(m) = Xj - enab(t;, m(1)) = A; pfrél.réj Pre,

*t;| Vj € {0...|T|}. Let us define matrix IT € R, as.
1 .
——, if Pre; #0
1I; = Preq;’ W 4
7 { 0, otherwise @

The state equation of uncontrolled JF contPN is as follow:
m=C-f=C-A-II-m (5)

where A = diag{\1, ....\;p| }. Reachability set of JF contPN
is denoted by RS(N, A, my). Given that the continuous
Petri nets that we are considering are Join Free and every
transition is fireable, the set of reachable markings is equal
to the solutions of the state equation RS(N, X, my)

{m|m:m0+C~a},U€R‘ZTO‘.
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A. Control Scheme

Now let us introduce control concept that we consider in
this paper. In contPN, a transition is associated in general
to a machine and this machine can not work faster then its
maximum firing rate, the only control action we consider is
to brake it down. In other words, we assume that the only
action that can be applied to contPN is to reduce the flow
of transitions [15]. If a transition can be controlled (its flow
can be reduced or even stopped), we will say that it is a
controllable transition [13]. In this paper, it is assumed that
all transitions are controllable.

The controlled flow, w, of a contPN is defined as w(7) =
f(1) —u(r), with 0 < u(r) < f(7), where f is the flow
of the uncontrolled system, i.e., defined as in (5), and w is
the control action.

Therefore, the control input w is dynamically upper
bounded by the flow f of the corresponding unforced system.
Under these conditions, the overall behaviour of a JF contPN
system in which al transitions are controllable is ruled by
the following system:

(6)

The constraint 0 < u < f can berewrittenas 0 < f —u <
f. From the definition, w = f — wu, the constraint can be
expressed as.
0 <w<AII-m (7
The following sections focus on the control problem for JF
subclass in the case that some components of target markings
are not specified. In Section 3, an online control method
is developed and corresponding algorithm is proposed for
driving JF contPN from its initial marking, m g, to target
marking, m, through a linear trgjectory by minimizing
the time. Section 4 makes use of developed method for
the control problem in which some components of target
marking are not specified. We assume that m and m are
strictly positive. The assumption that m is positive ensures
that the system can move at 7 = 0 in the direction of m
[16]; the assumption that m ; is positive ensures that m ¢
can be reached in finite time [13].

[11. A CONTROL METHOD FOR JF CONTPNS

In this section, an online control method that drives the
system from the initial marking m, to a desired target
marking m s through a linear trajectory will be introduced.

Our procedure consists of using discrete time represen-
tation of the system, and calculating control input at each
sampling instant by using the maximum flows of transitions
a mg in the direction to m; and maximum flows of
transitions at m ¢ in the direction from mg to m;.

Maximum flow of transitions at m in the direction to
my 1S denoted by wo and it is calculated by the following



LPP, where sqg = wq - 79:
min 7y

st. my=mp+C -5 (a) (8)
0 <so; < Aj-1ILj; -mo; - 70
Vje{l,.,|T|} where i satisfies I1;; #0 (D)

The equations correspond to: (@) the straight line connecting
mg to my, (b) flow constraints at m. Notice that (b) is
a linear constraint because mo; and my, are known Vi €
{1,2,..,|P|}.

Maximum flow of transitions a m ¢ in the direction from
mg to my is denoted by wy and it is caculated by the
following LPP, where sy = wy - 7y:

H;;n Tf
st. my=mo+C sy (a) )
0<sp; <Aj-ji-my; -7y
v j€{1,.,|T|} where i satisfies IT;; 0  (b)

The equations correspond to: (@) the straight line connecting
mg to my , (b) flow constraints a m ¢. Notice that (b) is
a linear constraint because mo; and my, are known Vi &
{1,2,..,|P|}.
Proposition:Let (A, X, m) beacontPN system with m >
0. 1f my belongsto RS(N, A, mg) andmy > 0, then LPPs
in (8) and (9) are feasible.
Proof:Since m is a reachable marking, then there exists s
such that the state equations (8)(a) and (9)(a) are satisfied.
By taking 7o and 7, sufficiently large (8)(b) and (9)(b) can
be satisfied since \; - I1;; - mo; > 0 and A; - IL;; -my, > 0.0
Since it is assumed that, mo > 0 and m > 0, then the
linear trgjectory from mg to my can be followed by the
system [16]. At each marking . on the line connecting m ¢
tom;s (e m=a-mo+ (1 —a) my ac€l0l]),the
maximum flow in the direction to m ; is calculated by

w=a -wy+(1—a) wy (10)

Corresponding control action is calculated easily by u =
f — w where f and w are controlled and uncontrolled flow
vectors, respectively.

In order to caculate control inputs to drive the system
from my to m; through a linear trgjectory and drive the
system to m ¢ by using the calculated control we propose to
use discrete-time representation of contPN. The discrete-time
representation of the continuous-time system (6) is given by:

mlk+ 1] =mlk] +© - C - wlk]

0 < wlk] < A -TT- mlk] (11)

Here © is the sampling period (7 = k - ©) and m[k] is the
marking at step k, i.e., at time k - ©. The sampling period
should be small enough to avoid to reach negative markings.
Let us consider a place p; with p? = {t1,t2,...,t;} and
m[k]; > 0. Then state equation can be written as m[k+1]; =
mlk]; =m[k];- (1= A;-©) > 0. Hence, if © is chosen

t;Ep®
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Algorithm 1

Input: (M, mg), my, ©
Step 1) Solve LPP in (8) and LPP in (9)

Step 2) k=0
Step 3) If m[k] # my
Step 4) Measure
mlk+ 1] =mlk]+ 0 - C - wlk] (13)
Step 5) Calculate corresponding «
o= Tt (19
Step 6) If a > 1
m l—m[k’]l
©= 40{1,:).10%]‘ (19
Step 7) Advance one step
m[k+ 1] =mlk]+ 0O - C - wk] (16)
Step 8) Calculate corresponding wik + 1]
w[k+1]=a-w0+(1—a)-wf (17)
Step 9 k=k+1
such that
d oNec<i (12)

t;€p*®

then any marking reachable from m, =
nonnegative [8].

In order to calculate controlled flows and drive the sys-
tem to my, Algorithm 1 is developed. In this agorithm,
controlled flow is calculated at each sampling instant by
using the fact given in (10). Here, the controlled flows
w][0] = wp and w are obtained by solving LPPs in (8) and
(9), respectively. Then, at thefirst iteration, m[1], o and w]1]
(by using obtained «) are calculated. And obtained controlled
flow is realized. At the next iteration, m|2], o and w[2] are
calculated by similar way. This procedure is repeated until
my is reached. During the execution of the agorithm, if o
is obtained as bigger than 1, that is m is passed at the
current iteration, © is recalculated to reach m ; accurately.
We developed MATLAB program for Algorithm 1. This
program is implemented on a PC with Intel(R) Core(TM)
2CPU T5600 @ 1.83GHz, 2.00 GB of RAM.

Example 1. Let us consider JF contPN in Fig. 1 with
A= 1[1111117 The only minima P-semiflow is
y = [2211 1] and there are two minima T-semiflows
2! =[110000"andxz?2=[001111]7. Our aimisto
drive the system from m, = [13 3 4 4 5] to afina state
my = [10 6 6 3 2]7 by using the proposed control method.
The system dynamics can be described as follows:

m[0] > 0 is

i =ms + 1 -ms —m —my
mo =My — My

M3 = mi —ms3

My = M1 — My

s = m3z + mg —ms

(18)



P4 ts

Fig. 1: A JF Petri net [9]

At myg, solving LPP (8) yidds wo, = [5.8 2.05
2.5 0 1.25 2.5]7 75 = 0.8 tu. At my, solving LPP (9)
yieldswy = [4.04 2.54 1 0 0.5 1]* 77 = 2 t.u.

By executing Algorithm 1 (© = 0.01), m ¢ is reached by
122 discrete steps, which corresponds to 1.22 time unit (t.u.)
Evolution of markings m 1, mo and m3 and, control actions-
controlled flows of transitions ¢, and ¢, are shown in Fig. 2
and 3, respectively.

13
12.5
12
£ 11.5
11
10.5
10
(o] 0.4 0.8 1.2
time (t.u.)
6
5.5
5
a5
4
3.5
3
(o] 0.4 0.8 1.2
time (t.u.)
6
5.5
g 5
4.5
4
o 0.4 0.8 1.2
time (t.u.)

Fig. 2: Evolution of m; and mg for Example 1

IV. FINAL MARKING PLANNING FOR JOIN FREE
CONTPNSs

So far, we introduced an online control method for
driving the system from a given initia state m to the

-
-
-
-
.

4
time (t.u.)

Fig. 3: Evolution of control actions and controlled flows of ¢; and
to for Example 1

specified target marking. In this section, we consider the
control problems that fina markings of some places are
specified, while the others are not. The set of places
whose final markings are specified precisely is denoted
by Py, = {pi | my, is specified} and the set of places
whose final markings are not specified is denoted by P, =
{pi | my, isun-specified}. In order to calculate the m,
Vp; € Py, by minimizing the time (or maximizing controlled
flows wo and w ), Algorithm 1 is used again with only one
modification. Thus, as differ from the first case we propose to
solve BLP in (19) instead of LPPs (8) and (9) with variables
To, Tf, S0, Sf, My, Vpi € Pun where So = Wo * T0,
Sf =Wy Ty:

min 79 + 7y

st. my=mo+C-sg (al)
0 <s0; < Aj -1z -mo; - 7o
Vje{l,.,|T|} where i satisfies I1;; #0 (a2)
my=mgy+C - sy (b1) (19)
0<sp; <Aj-Tji-my,; -7y
Vje{l,.,|T|} where i satisfies I1;; #0 (b2)
mr=mo+C.0, c0>0 (¢)

The equations correspond to: (al)&(bl) the equation of
the straight line connecting mo to my; (a2)&(b2) flow
constraints at mo and my, respectively; (c) reachability
condition of m ;. Note that, since the net we consider is con-
sistent (19)(c) isequivalentto B} -m; = Bl -mg, m; >0
where B] is basis of P-semiflows [13].

Example 2: Let us go back to Example 1 with the same
initial marking mo = [13 3 4 4 5] and ©. But in this case,
final marking of some places (not all) are specified: m y, =
10, my, = 3, my, = 2, that is Py, = {p1,p4, ps} and
Pun = {p2,p3}. Our objective is to find the final markings
of my., andm s, by minimizing the time and drive the system



to fulfilled final marking. For this example, BLP in (19) leads
to:

min
st.

TO + Tf

10 = 13 4 sgq + S0 — So1 — So03
mgy =3+ S01 + So2

myq =4+ 503 — So05

6 =4+ so3 — So5

6 =5+ 504 + S05 — 2 506

0§801§13'7‘0
0<s02<3-70
0§803§13~7'0
0§804§4'T0
0§805§4'T0
OS806S2.5'T0
10 =13+ 55, + Sy — 851 — (20)
Myfy =345+ 55,
Myps=4+8r5 =515
6=4+s5— 555
6=5+8f4+8f5—2-8f6

Sfs

0§8f1§10~7'f
0<spy <mypy-Tf
O§5f3§10-7'f
0<spy<myg-7¢
0§Sf5§6-7'f
0§8f6§3~7'f

(c)

By solving the BLP in (20), markings of unspecified places
are obtained as my, = 6.5 and my, = 5, that is m; =
[10 6.5 5 3 2]7. By executing Algorithm 1, m ; is reached by
90 discrete steps (0.90 t.u.). Evolution of markings m 1, mo
and m3 and control actions-controlled flows of transitions ¢
and t, are shown in Fig. 4 and 5, respectively.

2~mf2—|—mf3:18

V. CONCLUSION

An online control method is developed for JF contPN. The
method takes discrete time representation. In this method,
in order to drive the system from its initia marking to
target marking, corresponding control action is calculated
and applied at each time step. Algorithm 1 which uses LPP
is developed for this method.

In some control problems, target markings of some places
are given while that of others are not specified. In that case,
we propose to calculate unspecified target markings of places
by solving a BLP with time minimization objective. Then
Algorithm 1 is executed again with a simple modification.

An interesting point is to extend this work to more general
structures, that is for other types of contPNs.
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ABSTRACT

A new approach based on the Partial Least Squares
(PLS) and Wavelet Transform is presented for the
industrial process monitoring. A different scheme for
applying PLS for multiple faults diagnosis is used in
this approach. Because of multi-scale nature of the
variable measurements in the most of industrial
processes the Discrete Wavelet Transform (DWT) is
applied to extract the multi-scale features of these
measurements. Comparison of the ability of this Multi-
Scale PLS (MSPLS) algorithm with the PLS to
diagnosis the multiple faults in the Tennessee Eastman
process (TEP) benchmark, demonstrates the efficiency
of the proposed approach and indicates that this MSPLS
algorithm can be useful for process monitoring and
detection and diagnosis multiple faults.

Keywords: fault, detection, diagnosis, discriminant
PLS, MSPLS

1. INTRODUCTION

P Partial Least Squares (PLS) structure is one of the
Statistical Process Monitoring (SPM) methods that
widely used for monitoring the abnormal situations that
happen in the processes. PLS projects the input-output
data down into a latent space, extracting a number of
main factors with an orthogonal structure, while
capturing most of the variance in the original data
(Geladi and Kowalski 1986; Wold et al. 1984). A
popular application of PLS is to select the predictor
block X, containing the variables measurements and the
predicted block Y, containing the product quality data
(Raich and Cinar 1995). This model can be used for
detecting, identifying and diagnosing the faults
(Piovoso and Kosanovich 1994). Another application of
PLS mainly focusing on fault diagnosis is to define Y as
class membership (Chaing Russell, and Braatz 2000).
This PLS model is known as discriminant Partial Least
Squares. To diagnosing the multiple faults in the
process, discriminant Partial Least Squares is applied in
this study.

Similar to the other statistical process monitoring
methods, there are some limitations for applying PLS
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on process monitoring. Most processes in modern
industrial plants are typically complex, and such a
complexity seems reflected in collected data, which
contain the cumulative effect of many underlying
phenomena and disturbances, with different form in the
time and frequency domain (Reis Saraiva and Bakshi
2008).Therefore, the overall systems are composed of
processing units that have different time scales and
frequency bands (Reis Saraiva and Bakshi 2008).For
detecting, identifying and diagnosing events in these
systems using statistical (data-driven) methods, the
collected data blocks, containing the measured variables
should be assayed and treated in several scales. In
discriminant Partial Least Squares, all of the process
variables data and quality variables will be gathered into
one data block. Therefore the other limitation is the
autocorrelation of variables.

Wavelet Transform is able to decompose the variables
into different scales representation. Also, the online
wavelet decomposition (includes downsampling) is
useful to decorrelate the autocorrelation between the
measurements (Ganesan Das and Venkataraman 2004).
In this study, an online Wavelet Transform is applied to
the discriminant Partial Least Squares to build a
MSPLS model for process monitoring. The Tennessee
Eastman Process (TEP) data with multiple faults is used
to examine the ability of the proposed MSPLS
algorithm to diagnosis these multiple faults.

2. TENNESSEE EASTMAN PROCESS

The Tennessee Eastman Process (TEP) was created by
the Eastman Chemical Company to provide a realistic
industrial process for evaluating process control and
monitoring methods (Downs and VVogel 1993).

The test process is based on a simulation of an actual
industrial process where the components, kinetics, and
operating conditions have been adjusted for specific
aims. The process consists of five major units: a reactor,
condenser, compressor, separator, and stripper; and, it
contains eight components: A, B, C, D, E, F, G, and H
(Chaing Russel and Braatz 2001).
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Figurel: Tennessee Eastman Process (Lyman 1995)

As shown in Figure 1, the gaseous reactants A, C, D,
and E and the inert B are fed to the reactor where the
liquid products G and H are formed and the species F is
a by-product of the reactions. The labels in Figure 1
represent flow meters (FI), thermometers (TI), pressure
gauges (PI), level detectors (LI), agitator speed control
(SC), steam supply (Stm), and cooling water
supply/recycle (CWS/CWR) (Wilson and Irwin 2000).
The process contains 53 variables containing 41
measured and 12 manipulated variables. The
measurements of these 53 variables, is generated from
the open-loop and the closed-loop simulations for the
Tennessee Eastman process (TEP) as well as the
training and testing data files used for evaluating the
statistical methods (PCA, PLS, FDA, and CVA).

The training set used in this study consists of 500
observations for each variable which was generated
with no fault and 1440 observation generated under
three programmed faults. Fault 1 is connected to the
step change in the cooling water. Fault 2 is a low drift in
the reaction kinetics, and Fault 3 is associated with one
of the sticking valves. The testing set contains of 3840
observations which starts with normal operation. Then,
each of the faults mentioned above occurs to the system
at determinate times.

3. MODEL DESCRIPTION

3.1. Discriminant PLS modeling

Discriminant PLS selects the matrix X, containing all
process variables and selects the matrix Y, to focus PLS
on the task of fault diagnosis (Chaing, Russell and
Braatz 2000). To determine the predicted class in the
prediction step, discriminant analysis is used (Nouwen
et al. 1997).

To apply discriminant PLS for multiple fault diagnosis,
the model is trained with observations of normal
operation and also with faulty observations. The output
(Y) of the training data is no longer the quality
variables, the predicted variables are dummy variables
(0 or 1), where 0 is corresponds to the faultless
observation and the 1 is faulty observation. In the case
that there is only one possible fault in the process, the
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predicted block is one column vector. In this study,
however there are 3 possible faults and discriminant
PLS model needs to be built for each of those faults as
shown in Figure 2.

X
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Fault 2
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s o = wo o ofe oo
e o oo o s oo

Fault 3
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Figure2: Discriminant PLS structure. Each sub block of
X is corresponds to one sub mode in predicted block.

One problem about this model is that the predicted
outputs are not exactly 0 and 1, and need to be assigned
to 0 or 1. One way to do that is to assign the nearest
value to the predicted value.

3.2. Wavelet Transform and multi-scale modeling
Wavelet Transform analyses the signal containing
multi-frequency content at different resolutions. The
family of wavelet basis functions may be represented
as:

W, ()= %w(t%uj @)

Where, s and u represent the dilation and translation
parameters, respectively. i (t) is the mother wavelet.

Any signal may be decomposed to its contribution at
multiple scales by convolution with the corresponding
filters. Using online Wavelet compels the translation

m

parameters to be discretized dyadically as u= (2 k)
and so the wavelet decomposition downsamples the
coefficients at each scale. This approach permits the use
of orthonormal wavelets, which approximately
decorrelate autocorrelated measurements (Ganesan Das
and Venkataraman 2004).

To construct the MSPLS structure, in this study, the
Wavelet Transform is used to decompose the
measurements to its contribution at multiple scales, and
the discriminant PLS is applied to each scale to
diagnosis the multiple faults mentioned earlier. Scales at
which the current coefficient detects the faults are
selected as being relevant at the current time. The signal
and covariance at the selected scales are reconstructed
by the inverse wavelet transform. The schematic
diagram of MSPLS algorithm is shown in Figure 3.
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Figure3: Multi-scale PLS for process monitoring

The type of mother wavelet and the optimum
decomposition level are two important selective items
that should be first determined for the implementation
of the online DWT (Lee Lee and Park 2009). Choosing
a proper mother Wavelet usually depends on the
purpose of its application. As mentioned above, an
orthonormal Wavelet can approximately decorrelate the
autocorrelated measurements. Based on a systematic
approach proposed by Maulud (Maulud Wang, and
Romagnoli  2006) for selecting the optimum
decomposition level, the ‘Haar’ wavelet with level three
is used in this study. The ‘Haar’ Wavelet has a simple
mother function and is a common Wavelet which is
applicable in discrete signal processing and also doesn’t
make the non-causality problems (Aradhye et al. 2003).

4. MONITORING AND RESULTS

The training data set used in this process contains data
which are generated under different conditions. After
the modeling with MSPLS, the model is applied to
monitoring the TE process. To show the ability of
MSPLS to diagnosis multiple faults in process, the
testing data used in this study contains three different
faults which occur at determinate times. Faultl start at
the sample time 1100 and is connected to the step
change in the cooling water. Fault2 start at the sample
time 2100 and is a low drift in the reaction Kinetics.
Fault3 start at the sample time 3000 and is associated
with one of the sticking valves.

Table 1: Tablel: The percent variance captured by
MSPLS and discriminant PLS for the simulated faults.

MSSPL Scales
PLS
Global | 5 | p3 | D2 | D1
level
Faultl | 0.50 | 0.89 | 0.81 | 0.12 | 0.04 | 0.08
Faulz | 053 | 092 | 0.88 | 0.09 | 0.18 | 0.22
Fault3 | 044 | 074 | 055 | 023 | 0.28 | 0.71

An iscriminant L
D, [dscriminant FL

TWT  iscrininnt P mi0Ni0r
Ql cmurthL
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To compare the monitoring ability of the MSPLS
algorithm and PLS algorithm, the monitoring diagrams
of the PLS and MSPLS are shown in the Figure 4 and
Figure 5 respectively. In these figures the predicted
variable for each fault is drawn. This value is between
‘0’ and ‘1’ where ‘0’ indicates the faultless observation
and ‘1’ a faulty observation. Different colors for
different faults have been used. The blue sketch is for
Faultl, red is for Fault2 and green is for Fault3.

predicted value
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Figure4: Monitoring results of discriminant PLS. The
blue graph is relevant to faultl, red is for fault2, and
green is corresponds to fault3.

As shown in Figure 5 the MSPLS can detect all of three
faults at acceptable time delay, while PLS could not do
this adequately. This issue also is emphatic in table 1
where the percent of variance captured by PLS and
MSPLS at each scale is shown for each fault, and the
final MSPLS algorithm. It is obvious that this value for
MSPLS is more than PLS.

4000

predicted value

time

Figure5: Monitoring results of MSPLS. The blue graph
is relevant to faultl, red is for fault2, and green is
correspond to fault3.

4



5. CONCLUSIONS

In this paper, a discriminant PLS is used for
constructing a new MSPLS algorithm for monitoring on
the processes with multiple possible faults. This
methodology has the potential of detection and
diagnosing each abnormal event, denoting the time and
frequency location of each event. In addition to
exploiting the useful properties of Wavelet Transform, a
MSPLS model which could separately construct a sub
model for each possible fault and can detect each of
these faults separately. The presented MSPLS algorithm
can do this job adequately.

Future works can bring into focus on use of other types
of mother wavelet, with the aim of improving detection,
diagnosis and identification capabilities. The application
of this methodology to other processes is also visualized
as an interesting field for future research activities to be
carried out.
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ABSTRACT

Study of aeroelastic phenomena on wind turbines
(WT) has become a very important issue when it
comes to safety and economical considerations
as WT tend towards gigantism and flexibility. At
the Wind Energy Research Laboratory (WERL),
several studies and papers have been produced,
all focusing on computational fluid dynamics
(CFD) approaches to model and simulate
different aeroleastic phenomena. Despite very
interesting obtained results; CFD is very costly
and difficult to be directly used for control
purposes due to consequent computational time.
This paper, hence, describes a complementary
lumped system approach to CFD to model flutter
phenomenon. This model is based on a described
Matlab-Simulink ~ model  that  integrates
turbulence  characteristics as  well as
characteristics aerodynamic physics. From this
model, we elaborate on flutter Eigen modes and
Eigen values in an aim to apply control strategies
and relates ANSYS based CFD modeling to the
lumped system.

Keywords: flutter, Computational fluid
dynamics, lumped system, Matlab-Simulink,
ANSYS

1. INTRODUCTION

As wind turbines become increasingly larger and
more flexible, concerns are increasing about their
ability to sustain both static and dynamic
charges. When it comes to static loads, the
calculation is fairly easy and IEC norms
adequately set the standards for the
manufacturing industry. However, when it comes
to dynamic loads, the modeling is far more
complex as we need to include the rotational
movement, the bending, the wind speed,
turbulence and other complex fluid-structure
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interactions that can generate divergence,
dynamic stall or flutter. The main aim of
modeling these phenomena is to be able to apply
mitigation actions to avoid them as they are
extremely damageable for wind turbines. In this
article, we will model one of the most destructive
aeroelastic ~ phenomena -  flutter  via
Matlab/Simulink and compare our results with
ANSYS — CFX based CFD generated results.
The aim of the Simulink based modeling is to set
up an integrated model that can more easily be
incorporated in a control strategy to limit
operation in critical vibration conditions.
Aerodynamic flutter is a dynamic aeroelastic
phenomenon characterised by blade response
with respect to changes of the fluid flow such as
external atmospheric disturbances and gusts.
Flutter is a very dangerous phenomenon resulting
from an interaction between elastic, inertial and
aerodynamic forces. This takes place when the
structural damping is not sufficient to damp the
vibration movements introduced by the
aerodynamic effects. Flutter can take place for
any object in an intense fluid flow and condition
of positive retroaction. In other words, the
vibratory movement of the object increases an
aerodynamic  solicitation, which, in turn,
amplifies the structural vibration. When the
energy developed during the excitation period is
larger than the normal system dumping, the
vibration level will increase leading to flutter.
The latter is characterized by the superposition of
two structural modes — the pitch and plunge
movement. When wind speed increases, the
frequency of these vibration modes coalesce to
create the resonance of flutter.
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2. NOMENCLATURE
o Angle of attack

wy Centre of gravity
moment

vy, Longitudinal Speed Turbulence Spectrum
i, Lateral Speed Turbulence Spectrum

vy, Vertical Speed Turbulence Spectrum

0 Plunge angle
M  Aerodynamic

3. FLUTTER PHENOMENON

As previously mentioned, flutter is caused by the
superposition of two structural modes — pitch and
plunge. The pitch mode is described by a
rotational movement about the elastic centre of
the airfoil whereas the plunge mode is a vertical
up and down motion at the blade tip. Theodorsen
[1-3] developed a method to analyze aeroelastic
stability. The technique is described by equations
(1) and (2). a is the angle of attack (AoA), ag IS
the static AoA, C(K) is the Theodorsen complex
valued function, h the plunge height, L is the lift
vector positioned at 0.25 of the chord length, M
is the pitching moment about the elastic axis, U
is the free velocity,w is the angular velocity and
a, b, d1 and d2 are geometrical quantities as
shown in figure 1.
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Figure 1: Model defining parameters
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The Theodorsen equation can be rewritten in a
form that can be entered and analyzed in Matlab
Simulink as follows:
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4. FLUTTER MOUVEMENT

Flutter can be triggered by a rotation of the
profile (t=0 seconds in figure 2). The increase in
the force adds to the lift such that the profile tend
to undertake a vertical upward movement.
Simultaneously, the torsion rigidity of the
structure returns the profile to the zero pitch
position (t=T/4 in figure 2). The flexion rigidity
of the structure tries to return the profile to its
neutral position but the profile now adopts a
negative angle of attack (t=T/2 in figure 2). Once
again, the increase in the aerodynamic force
imposes a vertical downwards movement and the
torsion rigidity returns the profile to zero angle
of attack position. The cycle ends when the
profile returns to a neutral position with a
positive angle of attack. With time, the vertical
movement tends to get damped whereas the
rotational movement diverges. If the movement
is left to repeat, the rotation induced forces will
lead to failure of the structure.
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Figure 2: llustration of the flutter movement

In  order to wunderstand this complex
phenomenon, we describe flutter as follows:
Aerodynamic forces excite the mass — spring
system illustrated in figure 3. The plunge spring
represents the flexion rigidity of the structure
whereas the rotation spring represents the
rotation rigidity.
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Figure 3: Illustration of both pitch and plunge

5. FLUTTER EQUATIONS

Initially, it is important to find a relationship
between the generalized coordinates and the
angle of attack of the model. This will be
essential in the computation of the aerodynamic
forces. From [4], the relationship between the
angle of attack and the coordinates can be written
as:

aGeyt) |
— 0, +0(0) +%)+ l(x)UGO ©

Wyt

0 ®)

From these energy equations, the Lagrangian
equations are constructed for the mechanical
system. The first one corresponds to the vertical
displacement z and the other is subject to the
angle of attack a.

Hence:

Jo@ + mdcos(a)z + c(a — ag)

=M, (6)
and

mz + mdcos(a)d — msin(a)a?

+kz )

In order to enable numerical solving of these
equations, we need to express F, and M,as
polynomials of a. Moreover; F,(a)=
~pSV2C,(a) and M,(@) = pLSVZCpo(a) for
S being the surface of the blade, C,,the lift
coefficient, C,, being the pitch coefficient,
F, being the lift, M, the pitch moment. C, and
C,, values are extracted from NACA 4412.
Degree 3 interpolations for C, and C, with
respect to the AoA are given below:

C,

= —0.0000983 a — 0.0003562a? + 0.1312a

+0.4162 ®)
Cmo

= —0.00006375a3 + 0.00149a — 0.001185 «
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6. MATHLAB-SIMULINK AND ANSYS-
CFX TOOLS

Reference [5] describes the Matlab included tool
Simulink as an environment for multi-domain
simulation and Model-Based Design for dynamic
and embedded systems. It provides an interactive
graphical environment and a customizable set of
block libraries that let you design, simulate,
implement, and test a variety of time-varying
systems. For the flutter modeling project the
aerospace blockset of Simulink has been used.
The Aerospace Toolbox product provides tools
like reference standards, environment models,
and aerospace analysis pre-programmed tools as
well as aerodynamic coefficient importing
options. Among others, the wind library has been
used to calculate wind shears and Dryden and
Von Karman turbulence. The Von Karman Wind
Turbulence model uses the Von Karman spectral
representation to add turbulence to the aerospace
model through pre-established filters. Turbulence
is represented in this blockset as a stochastic
process defined by velocity spectra. For a blade
in an airspeed V, through a frozen turbulence
field, with a spatial frequency of Q radians per
meter, the circular frequency ® is calculated by
multiplying V by Q. For the longitudinal speed,
the turbulence spectrum is defined as follows:

l"'10 L
T
_ Uzm 08( 4bm)0.3 (10)
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where L, represents the turbulence scale length
and o is the turbulence intensity. The
corresponding transfer function used in Simulink
is expressed as:
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For the lateral speed, the turbulence spectrum is
defined as:
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and the corresponding transfer function can be
expressed as :
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Finally, the wvertical turbulence spectrum is
expressed as follows:
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expressed as follows:
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The Aerodynamic Forces and Moments block
computes the aerodynamic forces and moments
about the center of gravity. The net rotation
from body to wind axes is expressed as:

W, = (14)

function is

Hy,(s) (15)

v

Coc
';os((x) cos (B) sin (B) sin(a)cos (B)
= [—cos(a)sin (B) cos(B) —sin(a)sin (B) (16)
—sin (a) 0 cos (a)

On the other hand, the fluid structure interaction
to model aerodynamic flutter was made using
ANSYS multi domain (MFX). As we mentioned
in the abstract of this paper, the drawback of the
ANSY'S model is that it is very time and memory
consuming. However, it provides a very good
option to compare and validate simplified model
results and understand the intrinsic theories of
flutter modelling. On one hand, the
aerodynamics of the application is modelled
using the fluid module CFX and on the other
side, the dynamic structural part is modelled
using ANSYS structural module. An iterative
exchange of data between the two modules to
simulate the flutter phenomenon is done using
the Workbench interface. Details of this
modelling are available in [6].

7. EXPERIMENT FOR VALIDATION

Reference [7] makes a literature review of work
performed on divergence and flutter. It is clear
from there that most work has been performed on
the control and mitigation of such phenomena
without emphasizing on the modelling. This is
mainly because the latter is very complex and the
aim is primarily to avoid these phenomena. The
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aims of the studies conducted in by Heeg [8]
were to: 1) to find the divergence or flutter
dynamic pressure; 2) to examine the modal
characteristics of non-critical modes, both in
subcritical and at the divergence condition; 3) to
examine the eigenvector behaviour. The test was
conducted by setting as close as possible to zero
the rigid angle of attack, [y, for a zero airspeed.
The divergence/flutter dynamic pressure was
determined by gradually increasing the velocity
and measuring the system response until it
became unstable. The results of [8] will be
compared with our aerospace blockset-based
obtained model.

8. RESULTS

We will first present the results obtained by
modeling AoA for configuration # 2 in [8] for an
initial AoA of 0°. As soon as divergence is
triggered, within 1 second the blade oscillates in
a very spectacular and dangerous manner. This
happens at a dynamic pressure of 5,59 Ib/pi’ (268
N/m?). Configuration #2 uses, in the airfoil: 20
elements, unity as the normalized element size
and unity as the normalized airfoil length.
Similarly, the number of elements in the wake is
360 and the corresponding normalized element
size is unity and the normalized wake length is
equal to 2. The result obtained in [8] is illustrated
in figure 2:

Angle of Attack (degrees)

Figure 4: Flutter response- an excerpt from [8]

We can notice that at the beginning there is a
non-established instability followed by a
recurrent oscillation. The peak to peak distance
corresponds to around 2.5 seconds, that is, a
frequency of 0.4 Hz. The oscillation can be
defined approximately by amplitude of 0° +
17°. The same modelling was performed using
the Simulink model and the result for the AoA
variation and the plunge displacement is shown
below:



20
Figure 5: Flutter response obtained from Matlab
Aerospace blockset

We can note that for the AoA variation, the
aerospace blockset based model provides very
similar results with J. Heeg results. The
amplitude is, also, around 0°+ 17°and the
frequency is 0.45 Hz. Furthermore, we notice
that the profile of the variation is very similar.
We can conclude that the aerospace model does
represent the flutter in a proper manner. It is
important to note that this is a special type of
flutter. The frequency of the beat is zero and,
hence, represents divergence of “zero frequency
flutter”. Using Simulink, we will vary the
angular velocity of the blade until the eigenmode
tends to a negative damping coefficient. The

damping coefficient, £ is obtained as: §= —

is measured as the Laplace integral in Simulink,
c is the viscous damping and w=\/§.
Table 1 below gives a summary of the obtained
results of damping coefficient against rotor speed
which are plotted in figure 4.

Table 1: Damping coefficient and frequency

mode

Rotor Speed Damping Frequency of

(H2) Coefficient flutter mode
(Hz)

0.1 0.0082 9.4
0.3 0.0731 8.721
0.45 0.1023 8.2532
0.6 0.2013 7.5324
0.65 0.15343 7.01325
0.7 0.08931 6.4351
0.75 -0.09321 6.33
0.8 -0.099315 5.5835

We can note that as the rotation speed increases,
the damping becomes negative such that the
aerodynamic instability which contributes to an
oscillation of the profile is amplified. We also
notice that the frequency reduces and becomes
nearer to the natural frequency of the system.
This explains the reason for which flutter is
usually very similar to resonance as it occurs due
to a coalescing of dynamic modes close to the
natural vibrating mode of the system.
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Figure 6: Damping coefficient against rotational
speed

5 : ; : %

Figure 7: Flutter frequency against rotor speed

We, now present the results obtained for the
same case study using ANSYS - CFX. We
notice that the frequency of the movement using
Matlab is 6.5 Hz that using the ANSYS-CFX
model, 6.325 Hz and that obtained from Jennifer
Heeg experiments 7.1Hz. Furthermore, the
amplitudes of vibration are very close as well as
the trend of the oscillations. For points noted 1, 2
and 3 on the flutter illustration, we exemplify the
relevant flow over the profile. The maximum air
speed at moment noted 1 is 26.95 m/s. we note
such a velocity difference over the airfoil that an
anticlockwise moment will be created which will
cause an increase in the angle of attack. Since the
velocity, hence, pressure difference, is very
large, we note from the flutter curve, that we
have an overshoot. The velocity profile at
moment 2, i.e., at 1.88822 s shows a similar
velocity disparity, but of lower intensity. This is
visible as a reduction in the gradient of the flutter
curve as the moment on the airfoil is reduced.
Finally at moment 3, we note that the velocity
profile is, more or less, symmetric over the



airfoil such that the moment is momentarily zero.
This corresponds to a maximum stationary point
on the flutter curve. After this point, the velocity
disparity will change position such that angle of
attack will again increase and the flutter

oscillation trend maintained, but in oposite
direction. This cyclic condition repeats and
intensifies as we have previously proved that the
damping coefficient tends to a negative value.

Figure 7: Flutter sin%alationr; with ANSYS-CFX
at 1) 1.8449s, 2) 1.88822 s and 1.93154s

9. DISCUSSION AND FUTURE OF THE
PROJECT
In this article, we have detailed the aims and
steps of modeling flutter using Simulink. The
obtained results are very close to those obtained
by Heeg [8]. The model furthermore enables
monitoring of the damping with respect to
rotational speed. Coupled with the eigenvalues
and eigen frequencies analysis, the model
enables a satisfactory representation of the
phenomenon and a very conducive form for
incorporation in a control strategy. However, this
model needs to be further tried and refined to
include other aspects such as rapid change in the
wind speed (gusts), the flexibility of the model to
adapt to different airfoils, etc. In future studies,
the model will be used on different airfoils and
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for various wind regimes. Furthermore,
additional variables will be entered in the model
such as thermal variability. Once, the model is
enough optimized to approach experimental
results, control strategies will be applied to damp
the vibrations. In an initial phase, classic control
strategies such as the “Proportional Integration
Differentiator Filter” models, cascade models,
internal models, and Smith predictive models
will be used. In a second phase, if required, a
neural network control will be tried on the
model.

10. CONCLUSION

In this article we modeled the very complex and
dangerous flutter phenomenon. In an initial
phase, we described the phenomenon and the
equations characterizing it analytically. This was
done by emphasizing on the required fluid-
structure interaction. The article then ponders on
the Matlab and ANSYS models used to simulate
the phenomena as well as the experimental work
used to validate our results. Both ANSYS and
Matlab have given very interesting results.
However, it can be noted that Matlab can only
propose the aerodynamics coefficient curves
while ANSYS can provide both the aerodynamic
characteristics of the response and visualisation
of the different flow fields along the airf  oil at
all time. It must be emphasized that the use of
one model or the other must be based on several
criteria.  ANSYS  requires  very large
computational capacity whereas the Matlab
model is very less demanding. For academic and
research needs, the ANSYS model proves to be
very interesting as the generated flow fields help
to understand the intrinsic phenomena that
causes flutter. On the other hand, the Matlab
model is better suited for industrial applications,
as the model can be directly integrated in a
control strategy and the flutter phenomenon
avoided.
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ABSTRACT

Overactuated Intelligent Autonomous Electric
Vehicles may possess up to 6 degrees of freedom, such
as two steering devices and four independent traction
wheels, which serve to control yaw, lateral and
longitudinal velocities. It is shown that the coupled
nonlinear control problem can be set as an optimal
control strategy, which consists of a distribution of
contact forces or steering angles according to yaw and
lateral speed control. Then, the motor torques of the DC
drives are computed in order to ensure dominant wheel
rolling operation for a 4 X 4 motion or to ensure that all
wheels are in the rolling state when using steering
angles

Keywords: Hybrid Vehicle, Nonlinear Control, Control
Allocation, Contract forces, Vehicle Steering

1. INTRODUCTION

Intelligent autonomous vehicles (IAVs) is a class of
intelligent transportation systems which are operated
without a human driver. As an example, these vehicles
can be used in harbor environments for goods low-
speed transportation, where they ensure safe,
reconfigurable and, while electric, low emission traffic
(Djeziri et al., 2009). Often, such vehicles embed multi-
actuated traction and steering systems, which allows to
consider redundancy in control, design of different
scenarios to run the vehicle on a segment of the road,
and control/operating modes reconfigurable solutions.
A good knowledge of the kinematics and dynamics is
important to design a robust MIMO controller of such
intelligent autonomous vehicles, in order to compensate
for external perturbations and local nonlinearities
(Merzouki et al., 2007, Merzouki et al., 2009).

Since the 1980s, various active chassis vehicle control
approaches have been investigated, some of which can
be transposed to IAVs. In particular, research into
vehicle dynamics control (VDC) or vehicle stability
control systems has become very active (e.g. Furukawa
and Abe, 1997). Variables to be controlled are typically
longitudinal velocity, lateral velocity, and yaw rate,
while the actuation generally includes individual wheel
drive and steering devices. Recently, control allocation
approaches have been introduced into vehicle control
systems to take advantage of actuator redundancy for
improving system performance and achieving
reconfigurable control solutions e.g. Wang and Logoria
(2009), Tjonnas and Johansen (2010). A control
allocation approach is generally used when different
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combinations of effector commands can produce the
same result and when the number of effectors available
exceeds the number of states being controlled. In these
suggested control allocation (CA) schemes, the
generalized forces are allocated to longitudinal and/or
lateral tire forces. Different CA schemes have been
proposed, either by optimal control, nonlinear control or
fuzzy logic e.g. Raffo et al (2009), Feigiang et al.
(2009), Partouche et al., (2007), Tjgnnas and Johansen
(2010) and very few on IAVs.

Vehicle motion is governed by forces induced by each
tire interacting with the road, and these forces mainly
depend on the slip velocity/slip angle and tire-friction
coefficient Canudas de Wit et al.(2003), Merzouki et al.
(2007), Bakker et al. (1989). While allocating the
control effort to tires, it is important to take these
factors into account, to ensure that the tire can actually
yield the desired forces.

This study focuses mainly on the control of an over-
actuated autonomous electric vehicle, using simplified
dynamic and kinematic models (Djeziri et al., 2009).
The developed dynamics concerns the longitudinal,
lateral, vertical and yaw of the chassis, including the
dynamics of the electromechanical systems and the
wheel-ground interactions. Two kinds of control
strategies are proposed, whether the automated steering
systems are used or not.

2. VEHICLE MODELLING

Figure 1: Robucar vehicle and actuators

The autonomous overactuated electric vehicle in Fig. 1,
named Robucar, owns four actuated traction wheels and
two actuated steering systems with a total of 6 degrees
of freedom, thus allowing to handle actuator or sensor



defaults. Figure 1 shows the following composition : 1)
12-V 60-Ah sealed batteries; 2) a honeycomb chassis;
3) a front right wheel; 4) a front control cabinet; 5) a
front steering electrical jack; 6) a front left wheel; 7) a
rear left wheel; 8) a rear right wheel; 9) a rear steering
electrical jack; and 10) a rear control cabinet. All
technical details are supplied in previous papers (see
e.g. Djeziri et al., 2009).

Basically, the overall model can be split up into 4 parts:
the kinematic model, the behaviour of the chassis along
the trajectory, the electromechanical model which links
the motor voltage to the wheel speed and contact forces,
and the modelling of the wheel-tire-road contact itself.

2.1. Chassis dynamics

T-Direciion

E-Diveciisn

Figure 2 Contact forces and kinematic parameters

Owing to the low vehicle velocity (< 20 km/h), all
centrifugal forces are neglected in the sequel and only
the longitudinal, lateral and yaw dynamics are
considered which yields:

Longitudinal dynamics :
mii=(F,+F,)cosa, +(F,+F,)cos(a,)

1
—(F)_l+Fy2)sin(al)+(Fy3+F),4)sin(a2) )

Lateral dynamics :
mi = (F, +F,)sina, —(F,, +F,,)sin(a,)

2
+(Fy1+F)_2)cos(a'l)+(Fy3+Fy4)cos(a'2) @

Yaw dynamics :
Iﬂzl:(Fxl +Fx2)Sinal +(Fyl +Ev2)COS(a'1):|.x2
a’z):lxl 3)
P (Fxl_sz)cosa1+(Fx3_Fx4)Cos az)
5 _(Fyl_Iivz)Sin(al)"'(Fys_FyA)Sin(az)

+|:(Fx3 + Fx4 )Sin(a’Z)_(F)'3 +F)’4 )COS

—_

where u,v, B, ¢, cx, are respectively the center of mass
longitudinal, lateral speeds, yaw angle, back and rear
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steering angles, F

v+ I the longitudinal and lateral
contact (tire) forces, I is the moment of inertia of the

C.0.G with respect to the vertical axis, p is the axle
track and m is the vehicle mass (Figure 2).

2.2. Kinematics

The heading, velocities and position of the vehicle in
the absolute frame can be obtained using :

X, =ucos f—vsin

Ve =usin f+vcos

and the positions and yaw angle can be obtained by
integration.

2.3. Electromechanical Model

The electromechanical model of a quarter-Robucar can
be represented as a DC drive monitoring a two-mass-
spring damper system which figures out the mechanical
flexibilities of the transmission system, i.e., neglecting
the current loop (with fast dynamics):

1,6,=~1,0,~K,(6,~N6,)+T,

e e e e (4)
S0, ==1f;6; + KN, (Hej _N.fasj)_vaj

where 6,,6, are the motor and wheel angle, I'; is the
electrical motor torque, Jej,JSj, fe,-» ij,Kj are the
corresponding modal inertias, frictions and elasticity

constants of the motor-wheel system, vis the wheel
radius, N i is the speed ratio.

2.4. Modelling road-tire contact
As pointed out before, there are many ways to describe
the tire-road modelling. Basically, one can introduce the

slip velocity x; =u —vésj, where v is the wheel radius.
The longitudinal effort can be estimated using such
different models as the LuGre model (Canudas de Wit
et al., 2003), the well-known Pacejka model (Bakkeer et
al., 1989) or other models embedding a combination of
different phenomena (Merzouki et al., 2007). Let the
longitudinal forces be described by the Pacejka model
for which:

G=(1)6"Sj —)'csj)/max(veyj,jcsj) ,
by = f(G) S
= Dsin{Carctan[Bx—E(Bx—Arc taﬂ(Bx))]}+Sv @)

where FX_,. is a so-called « canonical » curve, and the
A,B,C,D,E,S depend on
conditions. (Fig. 3)

parameters external



2.5. Available Measurements & state
reconstruction

To improve the efficiency of intelligent and
autonomous vehicle, the following information should
be determined and available in real time (Djeziri et al.,
2009):

1. Position localization of the vehicle;

2. Kinematic and dynamic states of the vehicle;

3. Evolutive state of the environment surrounding the
vehicle;

4. State of the traction and steering controls in
presence of obstacles or referred targets;

5. Communication between vehicle to vehicle or
vehicle to infrastructure;

6. Access to the coordinates of the trajectory.

T 3 T T T T T
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 Il 1 1
e e e e o e e e
E 1 I 1 I 1 1 I
1 1 1 [ 1 1 1
—_— 1 1 1 1l 1 1 1
DB — b — e —— — - — - —— — ]
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1 1 1 1 1 1
E 1 1 1 | 1 1 1
———t-———t-——d4-———
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1 1 1 1 IR J S
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Slip Velocity (m/s)
Figure 3. Canonical contact forces curve

On the Robucar system, a GPS system ensures the
localization of the vehicle whereas optical encoders and
accelerometers allow to yield wheel and motors
position, speed and accelerations. Some variables as the
contact forces and the real transmitted torque have to be
estimated using a state observer based on second-order
sliding mode (Merzouki et al., 2009). Nevertheless,
every variable in the previous and remaining equations
can be either measured, or estimated (Djeziri et al.,
2009).

3. CONTROL STRATEGIES

Generally speaking, monitoring a fully automated
vehicle which purposes are goods transportation should
meet the following requirements :

- track a geometric trajectory g(x_,y,)=0with

a required tolerance

- use the vehicle safely (e.g. beware of tire-road
contact, obstacle such as steps); this includes
yaw and lateral velocity control

- embed all electromechanical constraints

- given all constraints, operate at maximum
longitudinal velocity.

Details about the trajectory and contact forces are
given in Fig. 4. Monitoring an autonomous electric
vehicle can thus be viewed as an optimal control under
constraints. This paper presents preliminary results
where driving along a straight road y, =0 is only

considered. The optimal control along the road can thus
be formulated as follows:

max x (1)

st. lim B =0,limy=0

t—>o0 I3

[5()] € Vi |1 (£)| S U

Figure 4. Motion and contact forces

3.1. 4 X 4 actuation with dominant wheel

The basic idea of the control scheme is to use the
traction wheels control, by letting a combination of
contact forces ensure an appropriate control of the yaw
and lateral speed (see Figures 6-7) . The remaining
degrees of freedom are available to ensure that at least
one wheel operates in the rolling stage.

3.1.1. Hierarchical control

From (1-2), one has

. (-« .. (o, -q
mucos| —— |+mysin| ——— | =
2 2

(F,+F,)cose, cos(%j +
(Fx3 + E\'4 )COS [%j cos (a2 )
+(F, +F,)sing,sin (%j

_(Fx'i + F\'4 ) Sln(%j Sin (HZ)

and



; a, - .. (a-«q
mucos| —— |+mysim| ——— | =
2 2

(6)
(Fxl +Fi\,2)COS(a2 ;al J+(Ev3 +Fx4)cos(a2 ;alj

One can draw the following chassis control strategy:

-F

x4

- yawcontrol using AF =F —-F,=F,
as input

- lateral speed control using
D2 F =Fy+Fo+Fo+F, asinput

- maximum speed control Vx =u
using F." = sup{F,} as input

When F. =sup{F,} is known, the other forces can

be allocated and, then, every motor torque can be
derived.

- Lateral speed control
Using lateral and longitudinal acceleration feedbacks,

one yields Z:Ev
(Z:Fx)cos[(){2 ;—0{1 j = mb'icos(w2 ;alj

PP (2 Al 27 , . [«
+k;mv31n( 12 2J+k3mvs1n( !

)

2
which ensures lateral
dynamics:

V+k'v+k’v=0 and limv — 0, where k’,k; are

t—>00

the closed-loop speed

adequately chosen.

- Yaw control
In equation (3), the first group of terms is related to the
lateral behavior, which is enforced to zero by equation
(7). Hence, only the slip phenomenon is accounted for,
which simplifies equation (3) to:

Iﬁ.’=§AFX [cosw1 cos(az)J (8)
and AF_ can be deduced easily

P T PRLY x

EAF;[COSO(I cos(az)]—lﬁkﬂ+1ﬁk , )
Hence, the controlled yaw dynamics is

IB+1pk,+1Bk; =0,

which, when coefficients kj,k, are adequately chosen,

ensures the yaw closed-loop dynamics to converge to
zero, limf — 0

11—

3.1.2. Estimation of contact forces

Let us suppose, for example, that the dominant side is

the left one, that  the same difference
AF =F —-F,=F,—F, applies. If one can find the

128

adequate dominant contact force, say F,, the other

desired forces can be deduced in real time from (8-9), as
summed up in Figure 6. The next goal is then to be able
to monitor the dominant force and the other forces,
which depend on the tire-road contact, for a quarter-car.
This aspect is handled in paragraph 3.3.

3.2. Non-slip condition using steering actuators

As the vehicle is overactuated, it could be possible to
use the steering actuators to monitor both yaw and
lateral speed. In this case, the used method consists of
lettings all wheels converge to the rolling (non-slip)
stage (Figure 5).

In this case, one can simplify equations (2-3) to:

my :(Fxl +F¥2)sin0{1 _(Fx3 +Fx4)sm(az)

IB=§|:(E\'I —F,)cosq; +(F,; —F,)cos(a, )]

Adequate control can be obtained using lateral and yaw
acceleration feedback:

(ﬁjrl +ﬁj«2)sma’1 _(ﬁm +13X4)sin(a2)=

m(kv+kv)
p) (10)
E[(Fm _sz)cosal +(Fx3 —FH)COS(OZZ ):| =

1(k;B+k;B)
which yields :

V+klv+kv=0
B+ Bk + Pk =0

where parameters k(()) are adequately chosen to ensure

the convergence of v, f to zero

Of course, one has to solve equation (10), which will
consists of finding the roots of a 4™ order polynomial at
each time (one can transform this set of equations into

. . . Q,
two polynomials using the transformation in tan [jj ).

On a straight line, if (F,-F,)=(F,-F,)=0,
equation (10) may have no solution, and, in this case, it

is necessary that at least one of the wheels be in slip
stage.

3.3. Control of a wheel with rolling condition

3.3.1. Dominant wheel control

In order to accelerate properly, one would like to obtain
a slip value G — 0 so that x— Uésj -0



where

max

Let us not forget that, in practice, |x| | |

V__ is the maximum speed of the vehicle.

max
Combining the two equations in (4) yields, neglecting
viscous friction::

N,J,6,+1,8,=NT,-vF, 11

i
FPure rolling Siage —I—‘ SEp Sdage

e, quarter vehicls mees I

ey mop) Y

Figure 5. Rolling and slip stages

Acceleration feedback is a powerful control structure
which allows to eliminate the vibration mode of such
linear flexible systems at the expense of mounting
acceleration sensors on the wheels and motor (see
(Dieulot and Colas, 2009; Dumetz et al.,, 2006) for
practical demonstrations on 2-mass-spring systems):

NI, N,J91037+J (=x/v)
+kyJ (6, -x1v)+kyJ, (8, —x/v)+VF, 1
where I:ij is the estimate of F,;.
Controller (12) ensures that:
(6,-5/v)+ky (6, —x/v)+k; (8, -x/v)=0 (13)

and thus that G = 0.

This methodology can be applied for the dominant
wheel when not using steering commands or for each
wheel, independently, when using steering commands.

3.3.2. Slave wheels control

In the case where steering actuators are not used, slave
forces are given by (8-9), and the goal is to ensure
convergence of the corresponding slip angle x—v6, of
the j wheel to the appropriate one, using the model
given in (5).

In the same way as before, since
N.J 6. +J.6. =N]T,-vF,.

JV e e sjs)

(14)

One wants that ij = ij.

Equation (5) or the canonical curve deriving from it

provides us with a slip reference ()'c—véx) ~ which

ref
corresponds to the computed reference contact force F);

and then one should have:
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NI, =N,J,6,+1,6,+J],(6,-ilv)
(15)
+kyJ (6, -/ v)+kyJ (6, - x/v)+VF,

where (8, -x/v)=(6,-x/v) ~(8,-x/v).

Controller (15) ensures the convergence of ()'c—z)étj)

towards (x - 1)61/. )mf .

The two schemes are summarized in figure 6 and 7.

AF,
Slave wheels Reference
Lateral Fx C(‘)I'lta(:t forces Slip velocity
»| (slip stage) (inverse
speed control v .
relation)

Dominant wheels
contact forces

L |: Slip velocity motor torque
(rolling stage) control >
}

Reference
Slip velocity =0

Figure 6. 4X4 control algorithm

.

Lateral
speed control

Yaw | Steering
control ”| Angle control
Dominant /
wheels contact
forces
(rolling stage) Slip velocity motor torque
—| control >
Reference [

J
Slip velocity =0

Figure 7 Steering actuators plus rolling conditions
control algorithm

4. SIMULATIONS

Simulations are carried out with the following
parameters: mass m =350 kg, wheel radius v=0.2 m,

1

axle track p=1.4 m, maximum speed V__=5ms",

ellipsoidal inertia Iz =46.65kg.m>. Simulations are

carried out for car misalignement (initial nonzero yaw).

The two control schemes show both their performance
and limitations; tuning was achieved by imposing as
fast closed-loop poles as possible until equations (8-9)



or (10), depending on the control scheme, could find no
solution; a less heuristic procedure has to be found and
will be the topic of a future paper. The all 4 X 4 control
scheme is actually adequate but performances would
deteriorate in case of fault — one sees that the overall
speed is reduced in order to recover a proper direction.
Control using only steering angles results in a strategy
where at first the right angle is tracked at low speed and
then a higher speed is reached.

Time (s)
Figure 8 Longitudinal speed
full line: 4x4 monitoring
dotted line: full steering angle monitoring

0.8

. Velocity (m/s)
0.6] ¢

0% 1 2 3 4 5
Time (s)
Figure 9 Yaw angle

full line: 4x4 monitoring
dotted line: full steering angle monitoring

5. CONCLUSION

Different control algorithms have been proposed for an
autonomous overactuated electric vehicle, which owns
four actuated traction wheels and two actuated steering
systems, based on full 4X4 control or with steering
systems control scheme. Preliminary results are given,
which show the feasibility of these control algorithms,
and the need for a mixed control strategy. Next work
will include a generalization of previous results to
specific ~ situations (corner crossing, emergency
situations, driving on slippery road ...) and rapid
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control reconfiguration (fault in actuators...), allowing
to skip from one control scheme to another.
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ABSTRACT

The contact defects between wheel and rail whieh ar
originated from wheel profile irregularities anditr
overloading or unbalancing could deteriorate rajlwa
tracks. The interaction defects influence more
drastically the maintenance of railways with higdiffic

like the ones of Eurotunnel tracks. Several wor&sgeh
been performed on different issues of dynamic
interaction model between rail and wheel. Such deho
can be used for analysis and numerical simulatan f
wheel profile geometry and train load characterssti
The aim of this paper is to review the major method
and models and classify them, so that differentspafr
the model are demonstrated: wheel profile geometry,
wheel/rail contact model, vehicle and track stroetu
and substructure models, calculation methods and
transient simulation models. To achieve the aceurat
prediction by the model, different methods of expig

the experimental data to identify the load and diesis

the interaction defects are also presented.

Keywords: Track/train interaction model, wheel fleof
irregularity, track response, identification andgtiosis

1. INTRODUCTION
The reduction of railway operating cost is a keyues
for infrastructure managers and railway operatiorshe
scope, maintenance cost reduction is a major target
Highest speed, increased traffic density and |aesdilt
in accelerated degradation (fatigue). In the saime,t
interoperability, variety of different vehicles,duaces a
wider variety of potential degradation sources. ©@he
the most important problems facing the railway
maintenance is the monitoring of dynamic behavibr o
tracks subjected to moving loads (freight and pagse
trains) and the defect diagnosis. The structures ar
therefore subjected to severe vibrations and dymami
stresses, which in turn are much more than the
corresponding static stresses.

The dynamic force of railway interaction is
influenced by geometrical characteristics of wheed
rail and dynamic characteristics of the load. Thal gf
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diagnosis is to identify these characteristic ahd t
defects related to them. The main geometrical defec
are out-of-roundness of wheel profile, rail corrigsa,
rail joints discontinuity and wheel/rail roughness.

The out-of-roundness (OOR) defects concern the
deviation of the wheel tread geometry from its wliac
shape. Different types of out-of-roundness
catalogued by the International Union of Railwaly3
04). Two major types of OOR are wheel polygonal and
wheelflat. When the brakes are applied to a railway
wheel, it can sometimes happen that the wheel locks
and slides along the rail. The reason for this rbay
poorly adjusted, defective or frozen brakes or latk
adhesion at the wheel/rail interface, for examgle to
leaves on the rail head. This sliding causes sevess
of the part of the wheel in contact with the r&kading
to the formation of a wheelflat. Such flats on thieeel
may be typically 50 mm long but can extend to over
100 mm long.

A gathering of several flats leads to the creatibn
a polygon. When the wheels rotate, wheelflats gaeer
large impact forces between the wheel and track.
Polygonal wheels with a few dominating harmonics (1
to 5 wavelengths around the wheel circumferenceg ha
previously been detected especially on high-speed
trains. Simulation results show that the most ingoar
wavelength-fixing mechanisms of the wheel OOR are
the vertical resonance of the coupled train-traatem
and the frequency region including the lowest ecaiti
track antiresonance (Johansson and Andersson 05).

Wheelflats and rail roughness are very important in
the context of dynamic wheel-rail interaction anack
deterioration. Dynamic characteristics of the loasl
variable moving speed and unbalance of wagons load
are other important issues to study subsequently.
Hereby the parameters like train charge and itdoatr
position are considered to be fixed.

In order to investigate the track/train dynamic
interaction with various load balancing and wheel
profile defects, train speeds and static loadsropgy
mathematical model is essential. Such a model ean b
used for analysis and numerical simulation forediht

are



train characteristics and parameters (speed, lopdnd.
method of diagnosis. The aim of this paper is toene

the major methods and models and classify them, so
that different parts of the model are demonstrated:
wheel profile geometry, wheel/rail contact model,
vehicle and track structure and substructure models
calculation methods and transient simulation models
Such a model is then usable to identify the mowam
characteristic and diagnosis the defects on praffle
railway wheel. This paper reports on an overview
within the framework of the wheel defect topic bet
“Track Train System Availability” (TTSA) project af
Trans competitiveness cluster.

2. PREVIOUS WORKS

The interaction defects between wheel and rail esus
noise and safety problem. When wheel locks aneéslid
along the rail, it produces wear and flatteninglneel.
Consequently large vibration amplitudes are created
which lead to the damage of track and propagation o
fatigue cracks. Several works have been performed o
different issues of dynamic interaction betweeh aad
wheel. In this part the related more recent studies
addressed contingent on the following topics.

2.1.Geometry of Wheelflat

The force of contact is expressed as a functiothef
relative displacement between wheel and rail at the
contact point, and it depends on the un-deformed
wheel-rail geometry and the elastic characteristits
the wheel—rail contact. Two main kinds of model dnav
been used to study wheel/rail interactions, a nmvin
irregularity between a stationary wheel and raild &
wheel rolling on the track.

For a discretely supported rail the moving
irregularity model cannot deal with the parametric
excitation at the sleeper-passing frequency calmsed
the varying dynamic stiffness in a sleeper bay, euag
underestimate the interaction force level at higaesls
(Wu and Thompson 06). The moving wheel model is
therefore essential to investigate the effects on
wheel/rail interaction due to the parametric exwita
(Sheng and Thompson 04). This model incorporates
vehicles, a track and a layered ground, and uses th
moving axle loads and the vertical rail irreguliast
such as wheelflat in its inputs (Baeza, Roda, and
Nielsen 06b).

In a rough approximation, the relation betwekn
depth of a wheelflat, its length, andR, the radius of

2
the wheel could bd = ;—;. The geometric equations of

a wheelflat is detailed in (Baeza, Roda, Carbal|ednd
Giner 06a; Pieringer and Kropp 08b).

Two kinds of wheelflat geometry are generally
considered: the fresh wheelflat with sharp edges as
occurring right after formation and the rounded
wheelflat, which rapidly develops from the fresh
wheelflat as a result of wheel tread wear and iglast
deformation. In the literature, a rounded flatiigeg the
same depth as the fresh flat but with a greataytten
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Above a certain critical train speed, the wheel
separates from the rail when the interface enceosinte
certain types of discontinuities. The strength bé t
impact and the frequency of repetition are propodi
to the train speed (Vér, Ventres, and Myles 76Y. &o
fresh wheelflat, of depth 2 mm and length 86 mmsslo
of contact is found to occur for speeds above 3¢hkm
For a rounded flat of the same depth but overalytle
121 mm the speed at which loss of contact firsucc
increases to about 50 km/h (Wu and Thompson 02).

Pieringer and Kropp (08b) derived the equations
for the geometric parameters of a wheelflat related
the centre anglegp, Because the contact algorithm
requires the wheel profile expressed in Cartesian
coordinates in the wheel-following coordinate syste
(x',z"), the orientation of the wheel in this cooate
system was described by the angle 0<¢p<2rn, see
figure 1.

: T
(a) (b)
Figure 1. Geometry of wheelflats ip=0 (a); and in
angular positio>0 (b)

In order to distinguish the fresh and rounded flats
with simpler equations, Baeza et al. defined the
irregularity function as the vertical displacemeithe
wheel form a reference point for bringing wheel aaid
in contact (Baeza, Roda, Carballeira, and Ginej).06

2.2.Model of contact

This still-relevant classical solution provides a
foundation for modern problems in contact mechanics
In linear elastic context, where the area of cantac
much smaller than the characteristic radius oftibey,
each body can be considered an elastic half-spgate.
elastic sphere of radii®indents an elastic half-space to
depthd, and thus creates a contact area of raalidhe
applied forceF is related to the displacement d by
F = 2ZE"RY/2d3/2 where— = 1vi 1w andE,, E, are

3 E Eq E,
the elastic modules and;, v, the Poisson's ratios
associated with each body.

This equation is usable for interaction of a round
wheel with a rail surface. To consider a wheelfiats
considered that a rigid cylinder is pressed intelastic
half-space. So it creates a pressure distribution

described byp(r) = py(1 —;—z)‘l/z where r is a the

radius of the cylindep, = iEg and the relationship
between the indentation depth and the normal fagce

given byF = 2aE*d.



For the first time, Hertz solved the problem
involving contact between two elastic bodies with
curved surfaces. Based on geometrical effects oal lo
elastic deformation, the Hertz formulation relatas
normal transmitted force between the bodies by
F. = Ky8°. The application of 2D Hertzian contact
had been dominating related to the other methatsag
these cases (Vér, Ventres, and Myles 76; Nielseh an
Igeland 95; Zhai and Cai 97; Nordborg 02; Sun and
Dhanasekar 02; Sheng, Jones, and Thompson 04; Ford
and Tompson 06; Wu and Thompson 06).

Despite its popularity, limits of this approach are
that geometric requirement in Hertzian model byakhi
the non-deformed surface collide, should be edipti
paraboloids. Other assumptions which are made in
determining the solutions of Hertzian contact peoin
are:

» the strains are small and within the elastictiimi

» each body can be considered an elastic half-
space, i.e., the area of contact is much smalkar the
characteristic radius of the body,

« the surfaces are continuous and non-conforming,

» the surfaces are frictionless.

This requirement is not satisfied when rail-wheel
contact coincides with flat. Additional complicat®
arise when some or all these assumptions are e@lat
and such contact problems are usually called non-
Hertzian. The theoretical results of a Hertzian and
non-Hertzian contact model are compared and it is
found out that Hertzian model tends to overestiniate
peak impact forces (Baeza, Roda, Carballeira, andrG
06a; Pieringer and Kropp 08b). Non-linearities e t
wheel/rail interaction cannot be neglected in thsecof
excitation by wheelflats because of the resultiagé
contact forces and the occurrence of loss of cortec
train speeds above the critical speed.

A two dimensional model consisting of a Winkler
bedding of independent springs between wheel aihd ra
is introduced (Pieringer and Kropp 10b). Figure 2
shows that for the calculation of the normal contac
force, this model takes into account one line of
combined wheel/rail roughness, in the rolling diiet.
The springs in the bedding are independent andvallo
for loss of contact.

} -
it 0 i

Figure 2. Bedding model of contact

The most general non-Hertzian model used in
railway diagnostic is proposed by Kalker (Kalkeb).9
As mentioned, loss of contact which is occurred on
wheelflats, passing over rail joints, and non-lnitya
could not be considered by Hertzian approach. There
the pretabulated Kalker model has taken much adtent
lastly (Baeza, Roda, Carballeira, and Giner 06a&zBa
Roda, and Nielsen 06b; Mazilu 07; Mazilu 10). To
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summarize the process, Baeza, Roda, Carballeith, a
Giner (06a) defined the potential contact area (PGA
such way that it contains every point of the contaea

and is rectangular. A discretization of the PCA is
established in equal rectangular elements withiichvh
the magnitudes to be defined in each element are
considered to be constant, as seen in the figure 3.

5
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Figure 3. Definition of the potential contact area

2.3.Vehicle Model

In most of cases, a simple model for vehicle idduse
achieve the necessary frequency band (Nordborg 02;
Wu and Thompson 02; Mazilu 07; Pieringer and Kropp
08b; Steenbergen 08; Pieringer and Kropp 10a). The
vehicle motion is governed by the wheel-rail cotitac
The simplest 1D vehicle model is an unsprung mass.
this model, as shown in figure 4(a), an unsprungama
which represents the wheel is connected to a sprung
mass assimilated by a static load for the resteticle.
Because the primary suspension filters the high
frequency vibration of contact, only the vertical
dynamics are considered (Baeza, Roda, Carbalksiic,
Giner 06a). This model has 2 degrees of vertical
movement and the masses are connected through a
suspension.

(@) ’

() T
Figure 4. Vehicle model in 1D (a), 2D (b) and 3p (c

Using just an unsprung mass to show whole
vehicle is not the case in practice, where multiple
wheels roll on the rail. It is shown that the high-
frequency excitation from each wheel can be treated
independently by using the superposition principle,
provided that the rail vibration is considered as a
frequency band average (Wu and Thompson 01).

Although a single unsprung mass on a nonlinear
Hertzian contact was the most common vehicle model,



it is shown that this model may largely underestena
the dynamic response (Nielsen and Igeland 95).
Therefore a 2D vehicle model is proposed which
contains 2 unsprung masses. Figure 4(b) preseats th
complete configuration of this model. The othertpaif

the model are 1 sprung mass and 2 suspensiong and i
has 6 dof. By comparing the results calculated for
vehicle models including one and two unsprung nmgsse
it was found that the interaction between the tvieeals

of the bogie model was primarily due to the viloatof

the track structure, whereas the bogie frame wds no
much a effected by the imperfections studied. Tiis
not surprising since bogie suspensions are desitmed
isolate the unsprung masses from the rest of thilee
(Nielsen and Igeland 95).

For vibration analysis in dissymmetric load and
stability analysis, 3D vehicle model is proposethgiZ
and Cai 97; Szolc 01; Sun and Dhanasekar 02; Hou,
Kalousek, and Dong 03; Johnsson and Andersson 05).
Figure 4(c) (Hou, Kalousek, and Dong 03) shows a
complete bogie model which is consisted of two
wheelsets and a bogie frame. The primary suspension
between the wheelsets and the bogie frame corfists
linear springs and viscous dampers (Johnsson and
Andersson 05). The considered vehicle model is
supported on two double-axle bogies at each endsand
described as a 10 dof lumped mass system comprising
the vehicle body mass and its moment of inertia, th
two bogie masses and their moments of inertia,fand
wheelset unsprung masses (Zhai and Cai 97; Sun and
Dhanasekar 02).

2.4.Track Model
The model of rail and its supports is the most irtgoat
part which affects the accuracy and speed of the
simulation and has attracted much attentions. The
simplest model which is widely used to represent an
infinite rail is Euler-Bernoulli beam (Zhai and Car;
Szolc 01; Nordborg 02; Steenbergen 08; Hammoud,
Duhamel, and Sab 10). The dynamic response of an
Euler-Bernoulli beam under a moving load is analyze
(Lee 94). This model is limited for high frequergie
Timoshenko beam model was developed to consider the
shear deformation and large deflections, and has be
used to study vehicle/track dynamics to examine the
effect of wheelflats since 1926 (Sun and Dhanas@Rar
Wu and Thompson 02; Baeza, Roda, and Nielsen 06b;
Mazilu 07). Timoshenko beam model is known to
provide a good representation of the vertical vibra
of the rail up to about 2 kHz, above which the cadss-
section deformation should be taken into accouht T
shear deformations can be included not only for
mechanical reasons, but also in order to optimime t
discretization in the space-domain. So the phylsical
more realistic Timoshenko beam model offers
additional numerical advantages when dealing with
transient dynamic problems in unbounded domains.
UIC60 is the most frequent rail type, so its
characteristic is frequently used. To have a better
representation of the rail, it is divided into twarts: the
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upper part representing the head and the lower part
representing the foot. Both the head and the foet a
represented by infinite Timoshenko beams in thé rai
axis direction. These two beams are connected by
continuously distributed springs to allow relative
motion between them (Wu and Thompson 99).

Although Euler-Bernoulli model is satisfactory at
low frequencies, to consider the shear deformadiod
rotary inertia at higher frequencies a Rayleigh-
Timoshenko finite beam elements is used (Pieringer,
Kropp, and Thompson 10b). As an example, curve
squealing of railway wheels occurs erratically arnow
curves with a frequency of about 4 kHz (Pieringed a
Kropp 10a).

A simple model to fix the rail to the ground is the
continuous foundation like an elastic half-spacd an
Winkler Bedding. The main difference between the
elastic half-space and the Winkler bedding lieghe
fact that in the elastic half-space the pointsarepled
with each other, while in the Winkler bedding a eét
non-coupled springs is used. Because the pointkein
elastic half-space are coupled an iterative proeed
necessary to determine the displacements due to the
roughness profile at each time step. Therefore this
model is computationally more expensive than the
Winkler bedding. However, the Winkler system cannot
represent a real foundation. It's because the oaupl
between a beam and an elastic mass under a mobile
charge is a problem. Complete comparison between
maximum moment and maximum displacement
obtained by Winkler bedding and halfspace showatl th
for a given maximum moment, the Winkler bedding
yields 1.5 to 1.8 times higher spring constant ttiaan
halfspace (Fischer and Gamsjager 08).

In figure 5, the vertical geometry of the rail, whi
is continuously supported, is described Izfx)
Continuously supported beam is a significant
simplification, which will especially affect the rdel
results when irregularities having a predominant
wavelength that is comparable to the sleeper spacin

distance (Steenbergen 08).
(a) (b}
bogle (fixed) el

bogie (fixed) P

Hwir.n

B R L7 T

EL pA
/

Figure 5. Moving wheel on irregularity z(x) (a) and
equivalent excitation z(t) (b)

Figure 6 shows a slab track is considered as an
infinite structure consisting of elastically supisar
double Euler-Bernoulli beams (Mazilu 10).

Some more examples of using the continuous
support are presented here:

A simple model is developed based on essential
cross-sectional deformation of a double Timoshenko
beam in vertical vibration at high frequencies (ahd
Thompson 99).



The foundation consists of distributed non-
interacting springs and dampers (Winkler found3ation
A track model which has been discretized by use of
standard polynomial finite elements will therefdoe
sought (Nielsen and Igeland 95).

— ‘
b b
RS S 5L I
z tYy Mdh
BTFTTETIET T T
Figure 6. Mechanical model of a moving mass and an
infinite homogenous structure

—o

The dynamic behavior of the isolated substructures
(rails and sleepers) is described by linear beasorih
The sleepers are modeled as Euler beams on a Winkle
foundation, where the ballast is the elastic fotiota
Therefore, initially, ballast is considered as hnavi
linear characteristics. However, it is possibléndude
nonlinearities by incorporating them as externatds
as a function of sleeper displacements (Baeza, Roda
and Nielsen 06b).

Despite these numerous applications, continuously
supported beam is a significant simplification, ebhi
will especially affect the model results when
irregularities having a predominant wavelength tisat
comparable to the sleeper spacing distance, arsdrex
preferred related to discretely supported beamsases
when loss of contact occurs the effect of the
discreteness of the supports becomes important.

While conventional Timoshenko beam model may
be used only up to about 2000 Hz, the discretely
supported rail model could consider the vertical
vibration from about 1000 to 6500 Hz. For high
frequencies (at least 5 kHz), the rail cross-sealfio
deformation is significant. The equation of Timoske
beam with discrete supports is given in (Sun and
Dhanasekar 02).

A discretely supported rail could consider higher
frequency vibration modes. Properties associatdtl wi
the discrete supports are sleeper-passing frequency
fs=v/l, and pinned-pinned frequencfy, and the
wavelengthi,, = 21, where v is the train's speed and |
is the distance between 2 consecutive sleepers.
Numerical simulations show that it is necessary to
include discrete supports in rail modeling to diser
the response at low frequencies, determined by the
sleeper-passing frequencf, and around the pinned—
pinned frequency f,,, usually around 1 kHz-in
particular if the rail is very smooth or has a cgation
with a wavelength corresponding to the pinned—pinne
frequency. If the rail has a corrugation it mayoalse
necessary to include the nonlinear contact spsige
loss of contact occurs for great corrugation amgés,
e.g., if the corrugation amplitudg is greater than 15
pm when the preload P is 65 kN.

This model is a flexible approach which could be
developed in different degree of freedom for the
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support. The rail is normally described as an itdlg

long beam discretely supported at rail/sleepertjans

by a series of springs, dampers and masses. |n §dtba
Cai 97), the three layers of discrete springs aardpkrs
represent the elasticity and damping effects ofrdike
pads, the ballast, and the subgrade, respectiidig.

two layers of discrete masses below the rail reges
the sleepers and the ballast, respectively. Inrotde
account for the shear continuity of the interlogkin
ballast particles, shear springs and dampers are
introduced between the ballast masses to model the
shear coupling effects in the ballast. Also thegrant
differential equations for 3 layer of supports and.0

dof car model is developed.

Railpad and ballast/subgrade have a large influence
on the track dynamics at low frequencies. In figdre
two different visco-elastic models of the rail p&d
shown (Nielsen 98).

Figure 7. Vehicle model (2 Whééfsets) and2 differen
visco-elastic models of the rail pad

Two track models that include different models of
rail pads and ballast/subgrade are compared (Mielse
08). In track model A, each rail pad is modeledaas
discrete linear elastic spring and a viscous danaper
parallel (Kelvin model). In track model B, each pad
modeled by a three-parameter visco-elastic model
(standard solid model), see figure 7. In track nhae
the support under each sleeper is modeled by airkelv
model, whereas in track model B, a four-parameter
visco-elastic model is adopted. The four-parameter
model means two spring—damper sets coupled insserie
with each set containing one elastic spring and one
viscous damper coupled in parallel.

A model is proposed in (Baeza, Roda, and Nielsen
06b) for wheel-rail contact, railpad and ballasthathe
interaction forces between them and the vehicle. It
provides a model with a reduced number of coordsat
so a low computational cost. The developed tracideho
is based on a sub-structuring approach, where almod
description of each isolated rail and sleeper ispéet.
Ballast and railpads are considered as connection
elements, where the ballast connects sleepers and
ground and the railpads connect sleepers and rails.

2.5.Calculation in Time and Frequency Domain

The issue of wheel/rail interaction may be studsd
applying the frequency-domain analysis or the time-
domain analysis. The most wide spread prediction
model for railway noise is a frequency-domain mottel
establishes a relationship between receptance and
external force at different frequencies using a
mathematical transformation under set assumptions,



thereby avoiding the solution of complicated diffietial
equations. It is in the nature of frequency-domain
models that they can only include a linear contact
model. So the frequency-domain analysis requires th
assumption that the track is a linear (steady )tate
structure. Steady-state interaction for an asymnioadtr
vehicle/track model is calculated by (Hou, Kalouysek
and Dong 03). For steady state, each wheel/raiefis

a periodic function of time and can be expressed as
Fourier series. The noise is usually presented in
frequency bands such as one-third octaves.

Frequency-domain method mainly proposed by
Remington is premature, requiring evidence fromemnor
advanced description of the generation mechanism. T
study the non-linear effect of roughness on intivac
force and provide an excitation input to excitifgehr
model of noise, 2 procedures are examined (Remingto
and Webb 96). Alternative excitation mechanisms
include nonlinearities and parametric excitatiore do
charging rail and contact receptance with positieor.
continuously supported track, nonlinear wheel/rail
contact effects are mostly unimportant, unless the
roughness level is very high or the static loadiésy
small.

Because of the fact that the model is simplified an
its linearity, it is not suitable for quantitatipeedictions
with a high level of accuracy. So the nonlinear
characteristics of the track structure and the limar
wheel/rail contact should be modeled in time-domain
However, the time-domain models are more complex
than frequency-domain models.

Based on a derivation of the translational and
rotational dynamic stiffness of both infinite
Timoshenko and Euler-Bernoulli beams on Winkler
foundation in the frequency-domain and time-domain
beam models, the use of Timoshenko’'s beam model
leads to an asymptotic behavior in the frequency-
domain which is linear with respect t@. Thus, the
corresponding expression in the time-domain igst-fi
order time derivative. Contrary to Timoshenko'’s rabd
Euler-Bernoulli's beam theory generates rational
powers ofiw in the frequency-domain and consequently
fractional derivatives in the time-domain with memo
integrals to be solved. Their evaluation asks for
nonlocal time-solvers with much higher computationa
effort than local solvers (Ruge and Birk 07).

Two methods of time & frequency-domain are
presented to diagnosis the noise generation in kvaie
contact including discrete supports, parametric
excitation, and nonlinear contact spring (Nordb@2y.

A wavenumber-based frequency-domain
calculation method is used for the response of a
periodically supported rail to a moving harmoniado
allowing dynamic wheel/rail forces to be calculated
single or multiple wheels moving over an initially
smooth or rough track. It is shown that this appho&
more efficient than a full time-domain approacht bu
extends earlier work by including the effect ofviard
motion explicitly.
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Another application of time-domain method is that
the roughness spectrum is not derived from the
wheelflat geometry directly, but from the resulfstire
time-domain calculation. Thus, it is used as a raa#n
converting the wheel/rail interaction force into an
equivalent roughness input. It is shown that a time
domain wheel/rail interaction analysis model gives
similar results to quasi-static roughness filterinigh a
constant load for moderate roughness, but dynamic
effects became significant when the roughness
amplitudes were large, particularly with dippedl rai
joints (Ford and Thompson 06).

In order to predict the consequent noise radiation,
the wheel/rail interaction force is transformed nfro
time-domain into the frequency-domain and then
converted back to an equivalent roughness spectrum.
This spectrum is used as the excitation to a linear
frequency-domain model of wheel/rail interaction to
predict the noise. This hybrid approach has beewsh
to be adequate by comparing direct and hybrid
calculations for a wheel with a single, lightly daed
resonance (Wu and Thompson 02).

3. TRANSIENT SIMULATION MODELS
Displacements in physical coordinates, required to
calculate the forces transmitted through railpadd a
contacts, and the values of the force terms whigtear

in the differential equations (Baeza, Roda, anddsie
06b). From the geometry, the kinematics, and the
dynamics of the wheel/rail system, analytical medel
could be developed to identify the major variables
controlling the generation of impact noise. Theplng
between normal and lateral directions was introduce
through the track dynamics due to an offset of the
wheel/rail contact point from the rail centre limich

is assumed as an input to the model (PieringerpjKro
and Nielsen 08a).

The beam model could be considered in time-
domain via its receptance. Vertical vibration
receptances of the rail have been calculated usitiy
continuously and discretely supported rail mod&iai (
and Thompson 99). Nielsen studied the vertical
dynamic behavior of a bogie moving on a rail diselse
supported via railpads by sleepers resting on astiel
foundation. The transient interaction problem is
numerically solved by use of an extended stateespac
vector approach in conjunction with a complex modal
superposition for the track (Nielsen and Igelanyd 95

Hammoud showed that the fully continuous
solutions could not give a satisfactory responsettie
frequency response model. A formulation for cougplin
discrete and continuum models for both dynamic and
static analyses was given, which offered the better
simulations of material properties than the diseret
calculations (Hammoud, Duhamel, and Sab 10).

Consideration of wheels moving along a discretely
supported rail is normally achieved in the time-cm
by solving differential equations as an initialwal
problem. Pretension in the rail affects the dynamic
response of the rail. The wave propagation veloicity



the track is greater than 1000 km/h. For train dpe®t
exceeding 350-400 km/h the proper estimations
performed have shown that the wave effects can be
neglected and the most significant influence oficleh
track relative motion is expressed by periodic
fluctuation of track properties during run over
successive sleepers.

In analytic solution for a continuously supported
rail equation, the derivations related to time and
positioned are replaces with its Laplace and Fourie
transformed equivalent. But the analytical methalll w
never give a simple and precise solution for ardisty
supported rail. To obtain the satisfactory resuitse
method is using the Green's function; where whadl a
rail are represented by impulse response functions.
Otherwise the time-domain approaches require duektr
to be truncated into a finite length. To minimizawe
reflections from the truncations and to be able to
account for high-frequency vibration, the tracktsec
must include at least 100 sleepers and the rait ipeis
modeled using either the finite element methodher t
modal superposition method employing more than 100
modes (Sheng, Li, Jones, and Thompson 07). The
mentioned solutions are explained in this part.

3.1.Finite Element Method

It is generally found that the infinite beams regemating

the rail resting on an elastic foundation provide$/ a
limited insight into the dynamic response of vasou
track components. An improvement to such models is
achieved by accounting the discrete spacing of the
sleepers. The discrete support models and thee finit
element model allow improved prediction of the rail
response and offer the potential for refinement by
including all conceivable track components as layer

The advantages of finite element modeling is that
the dynamic analysis solved by use of numericaktim
stepping routine, non-linear components and cositact
may be included. Using real valued modal analysis a
U-transformation, to find the dynamic response of a
infinite uniform beam, by exact or approached md#ho
Disadvantage of finite element is that non-physical
discontinuity in slope over element boundaries may
occur.

A finite element time-domain model for is
proposed to determine the dynamic responses to
wheel/rail interaction (Hou, Kalousek, and Dong.03)
The solution of the wheelflat case reveals that the
wheel/rail impact on one rail significantly affectise
wheel/rail interaction on the other side of thekra

3.2.Assumed Mode Simulation for Discrete Support
The modal properties of rail and sleepers can be
calculated from an Euler-Bernoulli or Timoshenko
beam model. The equation of motion in matrix fosm i
formulated by using Hamilton's principle and the
assumed mode method (Lee 94). The intermediaté poin
constrains are located arbitrarily along the beathare
modeled as linear springs of very large stiffness.
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From a modal basis viewpoint, the vertical
displacement of a point located through the lortjital
coordinate x at the instant of t i®i(x,t) =
YN ok (x)qh (1), where ¢l (x) is the nf' vibration
mode andy,(t) is a set of modal coordinates.

Problem size depends on the number of rails and
sleepers, the number of vibration modes considared
the modal descriptions of these elements, and the
number of coordinates considered in the vehicle ehod
(Baeza, Roda, Carballeira, and Giner 06b).

3.3.Green's Function

As described, one approach for track model is a
finite/boundary method which should be used for a
truncated model. To achieve a high precision irs thi
method, the track model is sufficiently long, whiish
time consuming. Other approach based on analytical
models and Green's function method, consider #ektr
as an infinite structure.

Because the time-dependent stiffness of the tack i
obtained by inversing the receptance due to a unit
stationary harmonic load, some authors have treed t
study the transient simulation model by Green's
function (Mazilu 07; Pieringer, Kropp, and Nielsé®a;
Mazilu 10). Mazilu investigated the interactionweéen
a moving vehicle and a slab track by using new form
of the time-domain Green'’s functions for both diatk
and vehicle, that are suitable to account for the
nonlinear wheel/rail contact and the Doppler effecte
to substructure technique. From the receptancénef t
rail and slab in the stationary coordinate systang
applying the inverse Fourier transform, the timendm
Green’s functions of the rail and slab are caledat
step-by-step taking into account the moving impulse
force and assembled in the so-called the Greentexma
of the track, invoking the damping feature of theck
structure. From this equation, the contact forcaulie
and then, the wheel and bogie displacements andihe
and slab deflection may be calculated separatetyreM
accurate results for the high-frequency range migght
obtained by replacing the Euler—Bernoulli beam nhode
with the Timoshenko beam model.

On the other hand, the Green’s functions of the
two-mass oscillator (the wheel and the suspendest ma
of the bogie) for the time-domain analysis are esped
via the Laplace transform. Starting from the edreti
of the whe