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Abstract In this paper we observe the opportunity to offer new methods of solving

NP-hard problems which frequently arise in the domain of information management,

including design of database structures and big data processing. In our research we

are focusing on the Maximum Clique Problem (MCP) and propose a new approach

to solving that problem. The approach combines the artificial neuro-network para-

digm and genetic programming. For boosting the convergence of the Hopfield Neural

Network (HNN) we propose the genetic algorithm as the selection mechanism for

terms of energy function. As a result, we demonstrate the proposed approach on

experimental graphs and formulate two hypotheses for further research.

Keywords Information management ⋅Maximum clique problem ⋅Hopfield neural

network ⋅ Genetic algorithm

1 Introduction

This paper is dedicated to the study of one of classical NP-hard problems, proposed

by Karp in 1972, which is the Maximum Clique Problem (MCP) [5, 6]. Special

emphasis should be laid on the variety of practical implications of the MCP to solv-

ing significant real-life problems in the domain of information management. In that

domain not only the problem of big data processing is actual, but also the problem of

engineering the structures and algorithms for comparison of large amounts of data.

In other words, the process of revealing common elements and general regularity in
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various objects of the environment becomes the serious task for modern researchers.

It is obvious that these computations are going to be more complex as data amount

is rocketing.

To begin with, we propose to consider the opportunity of application of the MCP

in issues connected with databases and, in particular, their design. There is no doubt

that any information obtained should be stored somewhere at least for reasons of

being available for further investigations. Due to the fact that amounts of informa-

tion are rocketing the problem of the proper design of the database appears to be

the crucial one in modern circumstances. On the other hand, besides the availabil-

ity, the other problem arises the problem of efficiency of the database structure e.g.

from the glance of convenient retrieving data or getting rid of extra dependencies and

duplication. These reasons make the problem of designing databases structure of the

great importance. Artifacts gained after experiments can vary in their content and

at the same time they can have very similar features. For instance, when analyzing

activities of sportsmen we know that all of them have the frequency of heart beat, fre-

quency of their breathing etc. However, for swimmers time would mean something

quite different from time of the runner. This brings to the idea of creating such rela-

tional databases that would recognize such similarities and differences of the given

data and store it according to these features.

In this field fundamental principles of MCP application were proposed by mul-

tiple researchers [2, 3, 13]. In particular, Beeri et al. [2] proposed the idea of using

maximum cliques to reveal common properties of the given data and this idea was

applied to the special class of database schemes, called acyclic. In their later research

Beeri et al. [3] developed some techniques of manipulating existing dependencies

and again, after casting the database scheme to the split-free normal form, it can be

referred to as the graph, where the clique denotes the combination of closely related

features to be joined for storing appropriate data. The amazing breakthrough is that

such a method can be already applied to relational (cyclic or acyclic) databases.

In order to emphasize the relevance of our research topic, in addition to the prob-

lems mentioned above we should draw attention to plenty of other tasks, which can

be easily interpreted in terms of the MCP, where entities denote vertices and edges

represent interactions between these entities. To be concise, such tasks are: finan-

cial analysis, diseases detection and classification, data mining, expert finding and

so on. This problem has various practical implications like template recognition,

computer vision, comparison of biological structures, producing of complex medica-

ments, revealing mutations in human genome etc.

From the very beginning, multiple attempts have been made to solve the MCP

problem by different methods. Some of them will be observed further in this paper as,

for instance, the modifications of the Branch-and-Bound algorithm [15, 18], which

uses special heuristics of graph colouring. The most important drawback of these

studies is the loss of universality because of focusing on several special types of

graphs even though these approaches over-perform more traditional and universal

solutions.

The general goal of our work is to elaborate the neuro-network approach to solving

the MCP in the arbitrary graph. After correct formulation of mathematical statement
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of the task neural networks are considered to be a universal tool, which has a great

potential from the point of application of parallel computing technologies. In present

time the neural network approach is often considered as the most efficient and win-

ning one both in case of speed and precision of results [11, 17, 19–21]. Despite

of that, a neural network is able to recognize even noisy data and provide correct

results. Moreover, it is essential to mention that neural networks are in most cases

resistant to failure. In particular, one of the most valuable features of the Hopfield

Neural Networks (HNN) [10] is a relatively simple parallelization, which reveals the

additional potential of the usage of the HNN.

In the current paper we propose the novel approach to solving the MCP. Lets

refer to this approach hereinafter to as the hybrid approach. It is based on two basic

milestones and combines the flexibility and ease of parallelization of the HNN and

the adoption ability of genetic algorithms. The proposed method provides the higher

speed of a neural network convergence and as a result it is expected to significantly

decrease time of solving the MCP on each instance of known graphs from the large

DIMACS
1

(Center for Discrete Mathematics and Theoretical Computer Science)

dataset. Therefore, our novel technique to solving the MCP should be considered as

the efficient and cost-effective tool.

This paper is organized as follows. In Sect. 2 the MCP is formulated and we

observe approaches which were already applied to maximum clique search, espe-

cially we focus on the structure of the HNN. Furthermore (in Sect. 3), we explain

the novel design of the HNN for this problem, which is based on the usage of the

genetic algorithm as the selection mechanism for coefficients of the energy function,

then we propose the general technique of solving the MCP on the sample graph,

and, finally, we describe the structure of the distributed framework which we use as

the experimental platform for validation of the proposed in this paper approach. In

Sect. 4 we demonstrate results of experiments on a low-dimensional graph from the

Second DIMACS dataset. The final analysis and conclusions are given in Sect. 5.

2 Background of the Study

First of all, several terms and definitions should be given for further formulating the

MCP.

Definition 1 (Graph) A graph G consists of the set of vertices V and the collection

(not only the set) of not ordered pairs of vertices, being referred to as edges. The

graph is denoted by G = (V, E).

Definition 2 (Complete graph) A complete graph Kn is the graph, which consists of

n vertices and for every pair of vertices exists the edge between them.

Definition 3 (Subgraph) A graph H = (W, F) is called a subgraph of G = (V, E) if

W is a subset of V, F is a subset of E.

1
http://dimacs.rutgers.edu/Challenges/.

http://dimacs.rutgers.edu/Challenges/
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Definition 4 (Clique) The clique in graph G is the complete subgraph of graph G.

Definition 5 (Adjacency matrix) An adjacency matrix of graph is the matrix Ann =
[aij], where the non diagonal element aij denotes the existence of the edge between

vertices i and j, the diagonal element aii denotes the existence of cycles in the vertice

i. The adjacency matrix of graph is symmetric: aij = aji for each i and j. The adja-

cency matrix in the simple graph is binary and every diagonal element is equal to 0.

For the complete graph Kn the diagonal element is equal to 1.

Definition 6 (Maximum clique) A maximum clique is the clique which size (the

number of vertices) is maximum.

Also let us introduce here some definitions required for basic understanding of

the proposed approach in the case of the genetic algorithm as the selection tool for

the coefficients of the terms of the energy function:

Definition 7 (Chromosome) Cromosome is the bit string which represents the indi-

vidual. It represents the genetic information.

Definition 8 (Individual) Individual is the entity, which stores the chromosome.

Definition 9 (Population) Population is number of individuals.

Definition 10 (Crossover) Crossover is the operation of creation of new individual

by mixing chromosomes of two individuals in the population.

Definition 11 (Mutation) Mutation is an operation of arbitrary changing the chro-

mosome of the single individual in the population.

Having defined these definitions it is now possible to represent the mathematical

formulation of the problem. The MCP is all about the search of the maximum clique

in the graph. Lets denote the size of the clique for graph G as w(G). Due to the fact

that we are looking for the maximum clique we have to maximize the number of

vertices in the clique. Mathematically it can be posed as follows (1):

max(
n∑
i=0

xi),

where xi + xj ≤ 1 ∀(i, j) ⊆ E
xi ⊆ {0, 1} i = 1, .., n

xi =

{
0, if vertice i is in clique

1, otherwise

(1)

Various attempts have been made to elaborate an efficient approach and apply it

to the MCP: enumeration algorithms, genetic algorithms, tabu-search, the branch-

and-bound algorithm etc. [5, 6, 18] In one of the recent studies ([15]) the MCP was
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applied to the analysis of large real-life networks for retrieving overlapping com-

munities. More importantly, not only was the community analysis approach pro-

posed, but also a rather competitive advanced Branch-and-Bound algorithm, where

the pruning routine was improved to make the algorithm be applicable to massive

graphs. The results were reported not only for standard DIMACS dataset, but also

for real-world graphs like those from the Stanford Large Network Dataset Collection.

Later, in this paper we will use these results as benchmark ones.

The special emphasis should be laid on the neuro-network paradigm due to the

opportunity of parallelization and learning (self-learning). As the MCP is the rather

complex problem it is especially crucial for the approach to be able to adapt to the

input data and produce qualitative results. First attempts to solve this problem using

neural networks are practically not comparable with modern studies due to the fact

that researches did not include experimental results in papers and reports. Thus, the

earliest approach, which already included results of experiments, was the research

of Lin and Lee [14], which used 0–1 formulation, as the basis for the heuristic that

they applied to the MCP. The second important contribution to the investigation of

this problem was made by Grossman [8], who proposed the discrete HNN with an

additional threshold parameter, which defined the degree of stability of the neural

network. For manipulation of that parameter it was proposed to use simulation

annealing. However, the reported results of experiments on DIMACS graph were

over-performed by more modern approaches.

The special attention should be paid to the approach, proposed by Jagota et al.

[11]. The new contemporary trend, proposed by these scientists, had immediate con-

sequences for the general direction of research. The idea is to decrease dynamics

stochastically as much as possible and combine it with mean field annealing imita-

tion. The core problem with this idea is lack of performance on small graphs when

comparing to simpler methods, but on high dimension graphs the algorithm out-

performed traditional approaches. More importantly, the subject inspired a lot of

substantive debate among professionals not only due to performance, but because

of non-optimal final solution as well. Jagota’ s research has called into question the

widespread trend to develop approaches to find the maximum clique, while it is even

more important to solve the generalized problem: finding the clique of a certain size.

The annealing imitation idea receives strong support as it provides an opportunity to

solve the general problem. Due to this fact the idea can be found in numerous publi-

cations dedicated to the hierarchical cluster division in pattern recognition operating

with the methods of the graph theory. Stochastic networks slightly overperform other

similar approaches in case of producing more precise results when applying simula-

tion annealing in the HNN for escaping from a local minimum. The similar approach

is used in Boltzmann machines [9]. However the process of modelling these networks

is the complex task even for low-dimensional problems.

Therefore, in the framework of current study we apply the deterministic HNN [10,

11, 19]. In 1982 Hopfield proved that such a network can be used for approximation

of optimization problems because the network converges to the state which denotes

the minimum of energy function if following conditions are satisfied: the weight
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matrix W should be symmetric (wij = wji) and the weight of self-connection of every

neuron should be equal to 0: wii = 0. The procedure of the neuron update can be

observed as the search of the minimum in the solution space of the energy function.

3 The Novel Design of the HNN Dynamics
for Solving the MCP

Due to the fact that the dynamics of the HNN is completely described by the energy

function, it is important to adopt the general energy function according to the specific

conditions of the MCP. The energy function consists of several summands which

are usually referred to as terms of the energy function. Traditionally, when being

applied to solving various problems, the HNN is working according to statically

chosen and once assigned coefficients of these terms. There is no doubt that these

coefficients define the dynamics of the HNN, which in other words means that they

have an impact on the speed of convergence of the neural network. That is why it is

important to choose their values according to each instance of problem to which the

HNN is applied in order to obtain best results. This brings to the lack of flexibility of

the proposed approaches and tools. In this paper we propose an innovative technique

of applying the genetic paradigm as the selection tool for coefficients of the energy

function. In other words we introduce a flexible mechanism of adopting the HNN

to every graph, in which we try to find the maximum clique. In the rest part of this

section we will examine the proposed genetic approach to solving the MCP.

To begin with, we have to formulate the energy function which fully describes the

dynamics of the HNN. The example of formulating the energy function can be found

in [19], however, we propose the novel energy function. To ensure that we are able

to solve the MCP with the HNN we need the energy function reflect the the MCP.

We have already formulated the MCP earlier (1) and we use it to build the respective

energy function (2):

− 1∕2 ∗ A ∗
N∑
i=1

N∑
j≠i

dijxixj + B ∗
N∑
i=1

xi, (2)

where the output of xj neuron i :

xj =
{
1, if neuron j is in maximum clique
0, otherwise (3)

dij =
{
1, if vertices i and j are connected with an edge
0, otherwize (4)



A Hybrid Approach to the Maximum Cliqueproblem in the Domain . . . 329

A, B—constants. However, we should modify the energy function to the canoni-

cal energy function form of the HNN. For this reason we have modified the weight

assignment rule proposed in [20] as follows:

wij = dij(1 − 𝛿ij) (5)

hi = B (6)

𝛿ij =
{
1, if i is equal to j
0, otherwise (7)

Now the energy function has the canonical form: (3):

−1∕2 ∗ A ∗
N∑
i=1

N∑
j≠i

wijxixj +
N∑
i=1

hixi,

as for the activation function—we use the classical sigmoid function.

As we can can see in (3) it has two terms. So, we need to find optimal val-

ues of these two coefficients. In order to solve the problem of finding coefficients

it is exceedingly important to map it in terms of the genetic paradigm. Therefore,

we denote the set of coefficients as the chromosome of the size equals two. Next,

we should define the size of the population, the maximum number of generations

etc. Moreover, we should define if the crossover and mutation mechanism are used,

ranges of probabilities for entities to be involved in crossover or mutation. Finally,

the finishing condition should be defined as the number of generations, where the

minimum suitability remains stable. Having defined these parameters, we can pro-

ceed to the exact algorithm of finding optimal coefficients.

Firstly, we initialize the list of entities, according to the defined earlier rules and

generate the initial population. Secondly, we estimate the suitability of the initial

population and get that one with the highest estimation. After that we pass para-

meters obtained to the HNN, which cycles until it does not converge. If it does not

converge, then we define the suitability of the corresponding chromosome as the

worst one. After that, if there is no optimal solution in initial population, the proba-

bilities of entities to be involved in crossover and mutation are then estimated and,

according to these probabilities, we prepare and perform the crossover and muta-

tion algorithms. In particular, when applying crossover it is essential to make it only

for those entities, whose probabilities are from the corresponding range, discussed

earlier. Then, chromosomes, which passed this filtering, are translated to the Gray

code, grouped in pairs, each one split into two halves and, finally, they are joined

in such a way, that two halves of one chromosome can not organize the new entity.

After that, chromosomes are again translated back, checked for the uniqueness and

the suitability of every entity is estimated.

The second step is the mutation procedure. Here we use the random selection

mechanism for getting entities for mutation, then we apply the transformation of

chromosomes to the Gray code and randomly change bits of the chromosome code.
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Again, after finishing the procedure we check the uniqueness of the generated chro-

mosomes and calculate their suitability. Finally, all entities are combined, sorted by

their suitability and then the selection procedure is performed. As the stop condition

we observe the number of cycles of the genetic algorithm while which the minimum

suitability among all entities in population remains stable.

To provide deeper comprehension of this specific design of the HNN we introduce

the simple graph which is represented in Fig. 1. When speaking in terms of database

design, as we discussed it earlier in the Sect. 1, nodes can represent features that we

try to store in the database and the clique then represents that these features, which

respective nodes are in the clique, are close to each other and should be joined to

store appropriate data.

It is obvious that the maximum clique exists in this graph and it consists of vertices

{2, 3, 5}. As it was already mentioned above, while constructing the neural network

we map every edge in the neuron, where the weight between neurons denotes the

following: the weight of connection is stronger if and only if these two neurons will

be in the final solution. In terms of the HNN this means that the energy function

decreases when comparing with its current state.

Firstly, we compose the adjacency matrix of this graph (Table 1):

Fig. 1 A sample graph (the

maximum clique is {2,3,5})

Table 1 Adjacency matrix of the graph represented in Fig. 1

0 1 0 0 0 0

1 0 1 0 1 0

0 1 0 1 1 0

0 0 1 0 0 0

0 1 1 0 0 1

0 0 0 0 1 0
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Next, we make mapping from the 6-vertices graph to the HNN with one layer

(Fig. 2).

After the HNN converges we obtain the values at the axons of neurons, which cor-

respond to the output of the neural network. Then we apply the filter to this output

and get neurons which output value is extremely close to 1. Having mapped neurons

back to the graph structure, we get the resulting set of vertices which stands for the

maximum clique. For further investigation and study of the neuro-network approach

features in this paper we use the distributed framework described by Karpunina [1].

Besides the HNN the genetic algorithm was also implemented in this framework,

which we use in each iteration as the selection mechanism for terms of the energy

function. It was implemented in the C++ programming language in the Object-

Oriented paradigm. The general principle of the framework functioning is repre-

sented in Fig. 3:

In this distributed framework the MPI technology (Message Passing Interface)

[4] was used as the mechanism for mass parallelization, which enables us to make

computations easily distributed on several clusters, while not losing any computation

power and being very reliable. This framework, due to the flexible entity of the HNN,

can qualitatively solve the problem if it is formulated correctly. More importantly,

we can expect the boost up to 11 times [4] in computing the final solution when

comparing with the more traditional approach.

Fig. 2 General technique of solving the MCP on the example of small graph from Fig. 1
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Fig. 3 The structure of the

distributed framework

4 Experiments

In this section we introduce results of the preliminary analysis of the proposed

approach. The data consists of the general information about the analysed graph

and the values of the size of the clique and time spent when applying our innovative

technique.

These experiments we carried out on the Intel i5 vPro processor, 4GB CPU, host

OS—Windows OS.

Results obtained are demonstrated in Table 4, where:

|V|—number of vertices,

|E|—number of edges,

|W|—actual size of the clique,

|WHNN&GA|—size of the clique obtained by the proposed approach,

tHNN&GA—average time spent on obtaining the result using the proposed approach,

|WBnB[13]|—size of the clique obtained by the Branch-and-Bound algorithm [18]

tBnB[13]—average time spent on obtaining the result using the Branch-and-Bound

algorithm [18]

As we can see from the table we have used some graph instances from the

DIMACS benchmark dataset. It contains graphs of various density, size and struc-
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Table 2 Results obtained on the several graphs from the DIMACS dataset

Name |V| |E| |W| |WBnB[13]| tBnB[13] |WHNN&GA| tHNN&GA

C125.9 125 6963 34 34 no information 34 0.015

C250.9 250 27984 44 44 no information 44 0.02

C500.9 500 112332 57 57 no information 56 0.1

brock200_2 200 9876 13 13 0.016 13 0.05

brock200_4 200 13089 17 17 0.32 16 0.4

ture. Most of these graphs are divided into groups often referred to as families of

graphs, which represent real-life structures and systems. Although his dataset is not

the unique one and there are multiple sets of graphs, but historically DIMACS dataset

is used in most of papers and, therefore, we also reference to its graphs for bench-

marking our proposed solution (Table 2).

From the table we can see that the obtained results are optimal in most of cases,

which proves the validity of the proposed approach. However, there is a slight draw-

back in the size of the maximum clique obtained when comparing with the traditional

Branch-and-Bound algorithm [18]. This brings us to the conclusion that our algo-

rithm is rather precise because it produces near-optimal results. Therefore, the usage

of the rather computationally complicated state transition mechanism such as the

genetic algorithm is a rather efficient technique. Moreover, it is expected to provide

much better results on the graphs of the large density and dimension.

However, efficiency of the algorithm is determined not only by the precision of

results but also by the cost effectiveness, which means that the efficient approach is a

trade-off between the quality and speed of finding the solution. More importantly the

proposed approach should be compared to Branch-and-Bound approaches in terms of

costs and, in particular, in terms of computational time. To maintain the consistency

of the results reported we included information about computational time for one

of existing and well-known approaches observed before ([18]). As for the proposed

approach we should state that we have got quite similar results, which ensures that the

novel design of the dynamics of the HNN provides us with the competitive solution.

However, there is the drawback in the minor overhead which stays for the genetic

algorithm needs. In general, there is the opportunity of optimizing its primitives to

overcome this obstacle in time losses.

5 Conclusions and Directions for Further Research

To sum up, in the framework of this study the broad investigation of the MCP has

been conducted, which revealed the actuality of this problem for the modern methods

of information management (for example, design of complex data base structures).
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The special emphasis should be laid on the neuro-network approach and generic for-

mulations of the problem to allow solving this problem on the arbitrary graph. As

we have stated it at the beginning of this paper we refer to the novel proposed algo-

rithm as to the hybrid one. The nature of this algorithm combines two paradigms:

neural-networks and genetic algorithms, where each one serves the exact aim: basic

calculations were performed by the HNN and the selection mechanism of coefficients

of the energy function was implemented with the help of the genetic algorithm. The

former provides ease of implementation and parallelization while the second consid-

erably cuts the number of cycles of the HNN and improves the flexibility of solving

the MCP with the HNN.

In our particular research we offer a special selection mechanism for the coeffi-

cients of the energy function of the Hopfield Neural Network (HNN), which provides

the flexibility and universalism of the proposed solution. The novelty of our contri-

bution is the efficient combination of the genetic paradigm and the dynamics of the

HNN to solving the MCP. To prove the validity of the proposed approach we have

implemented it on the basis of the distributed neuro-network framework. Finally,

having used the software prototype we compared the quality of results with modi-

fications of another widely used approach - the Branch-and-Bound algorithm [15,

18]. Achieved results form a generic formal framework which may be specialized

for particular engineering problems of information management. Specification and

analysis of such particular cases are included to our research agenda.

Another valuable result of this paper is that we have identified key hypotheses

that can help to build a more powerful and competitive approach to the MCP. They

are the following:

1. the application of advanced heuristics can provide much better results. This

hypothesis is based on the fact that the HNN is very likely to locate the local

optimum instead of the global one, therefore the application of new heuristics

can produce better solutions;

2. the application of the distributed implementation of the proposed approach is

likely to provide significant speedups in solving the MCP;

Formulated above hypotheses can be considered as potential improvements to the

proposed approach and further experiments can prove its validity. These hypothe-

ses are expected to become crucial directions of the further research. In particular,

it would be logical to use the advanced distributed Tabu-Machine [1] that is also

implemented in the observed above framework. As we have seen in [15] massive

parallelization can considerably boost the algorithm and cut computation time.

Finally, we are convinced, that it is important to lay special emphasis on the appli-

cation of the MCP to the analysis of social networks. Due to the growing interest,

inherent complexity and noise in the analysis of social networks we consider that the

MCP approach can be efficiently applied to this task and it should be evaluated as

the considerably essential tool for such analysis.

More importantly, as millions of people are using Web as the collaboration and

work platform, it reveals great opportunities for collecting data about peoples prefer-

ences and interests. According to various parameters people can be divided into dif-
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ferent groups and subgroups, which are often referred to as user communities. Such a

division opens new perspectives for business because it enables precise targeting and

providing customer-oriented products and services. Such an attempt to reveal user

communities was proposed in [16]. The core idea proposed in this research is that it

is possible to build a weighted graph according to features specific for users. After

applying the threshold filter we get the unweighted graph, where all maximal cliques

are found. Not only shows it how people can be grouped, but also helps to obtain

some behavioral patterns. From the point of the social network analysis [12] such

revealed communities can describe the society analyzed in terms of speed of infor-

mation exchange, probability of appearance of conflicts and so on. For instance, all

these conclusions can be made on the basis of the level of overlapping of these com-

munities. One of considerable examples of analyzing real-life problems is [7], where

authors analyzed the social network Ipernity.com as the directed labeled graph.

For the problem of social networks analysis, we propose to imagine that the graph

we have analyzed (1) is the small network, for instance, it is the project group. As we

have already discussed, we can model such a network as the undirected graph and

try to find the maximum clique. Having obtained this clique we can easily detect the

core part of the project team, understand the way interactions are performed there

and, as a result, it can help the manager or the product owner to better organize the

work of this small community. This small and rather artificial example should be

considered as the example of application of the MCP to the real-world cases.
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