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Abstract

Let T be a nonempty set of real numbers,X a metric space with metricd and XT the
set of all functions fromT into X. If f ∈ XT and n is a positive integer, we setν(n,f ) =
sup

∑n
i=1 d(f (bi), f (ai)), where the supremum is taken over all numbersa1, . . . , an, b1, . . . , bn

from T such thata1 � b1 � a2 � b2 � · · · � an � bn. The sequence{ν(n,f )}∞
n=1 is called the

modulus of variation off in the sense of Chanturiya. We prove the following pointwise selec
principle:If a sequence of functions{fj }∞

j=1 ⊂ XT is such that the closure inX of the set{fj (t)}∞
j=1

is compact for eacht ∈ T and

lim
n→∞

(
1

n
lim sup
j→∞

ν(n,fj )

)
= 0, (∗)

then there exists a subsequence of{fj }∞
j=1, which converges inX pointwise onT to a function

f ∈ XT satisfyinglimn→∞ ν(n,f )/n = 0. We show that condition (∗) is optimal (the best possible
and that all known pointwise selection theorems follow from this result (including Helly’s theor
Also, we establish several variants of the above theorem for the almost everywhere converge
weak pointwise convergence whenX is a reflexive separable Banach space.
 2005 Elsevier Inc. All rights reserved.
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1. Main result

We begin with reviewing certain definitions and facts needed for our results. Thro
out the paper we assumeT ⊂ R to be a nonempty set,X a metric space with metri
d and XT the set of all functionsf : T → X mappingT into X. Given a sequenc
{fj } = {fj }∞j=1 ⊂ XT andf ∈ XT , we write fj → f on T to denote thepointwise(or
everywhere) convergenceof fj to f as j → ∞, i.e., limj→∞ d(fj (t), f (t)) = 0 for all
t ∈ T . A sequence{fj } ⊂ XT is said to bepointwise precompact(on T ) provided the
sequence{fj (t)} is precompact inX (i.e., its closure inX is compact) for allt ∈ T .

Let M(T ;R) = {f ∈ RT | f is nondecreasing and bounded}. Helly’s theorem states tha
a uniformly bounded sequence of functions fromM(T ;R) contains a pointwise converge
subsequence([20], and also [21, II.8.9–10], [25, VIII.4.2] ifT is a closed interval[a, b] and
[13, Theorem 1.3] ifT is arbitrary). This theorem implies a number of selection princip
for functions of various types of bounded (generalized) variations having real values
29] as well as values from a metric or Banach space ([2, 1.3.5], [3,6–13,15,16,26]2). As
an example,a pointwise precompact sequence{fj } ⊂ XT of uniformly bounded(Jordan)
variation contains a subsequence which converges pointwise onT to a function fromXT of
bounded(Jordan) variation [3,13]. Such (Helly type) selection principles have numer
applications in analysis (cf. [13] and references therein) since they provide efficien
for proving existence theorems (see also [18] where Helly’s theorem has been gene
to monotone functions between linearly ordered sets).

The aim of this paper is to present a unified approach to the diverse selection prin
mentioned above without invoking the uniform boundedness of variations of any
Our main result (Theorem 1 below) gives a sufficient condition for extracting a poin
convergent subsequence, but it turns out to be (almost necessary and) the best po
the sense to be made precise (see Lemma 4(a2), (b)). In order to formulate it, we
definition.

Givenn ∈ N, f ∈ XT and∅ �= E ⊂ T , we set

ν(n,f,E) = sup

{
n∑

i=1

d
(
f (bi), f (ai)

) ∣∣∣∣∣ {ai}ni=1, {bi}ni=1 ⊂ E such that

a1 � b1 � a2 � b2 � · · · � an−1 � bn−1 � an � bn

}
.

The sequenceν(·, f,E) : N → [0,∞] is called themodulus of variationof f on E. This
notion was first considered by Chanturiya in [4] and [5] (see also [19, Section 11.3.7

2 I have not seen book [26] in its original form: in [2, Remark 3.2 on p. 60] the authors refer to [26] wh

selection principle is established which is originally due to Foias.
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E = T = [a, b] andX = R in connection with convergence problems from the theor
Fourier series. It will play an important role in our considerations as well.

For a sequenceµ : N → R we employ Landau’s notationµ(n) = o(n) to denote the
condition limn→∞ µ(n)/n = 0. Note at once (cf. Lemma 3 in Section 2) that ifX is com-
plete, then a functionf : [a, b] → X has left and right limits at all points of[a, b] if and
only if ν(n,f, [a, b]) = o(n). Thus, the modulus of variation characterizes functions w
simple discontinuities rather than functions of bounded variation of any type.

The following theorem is apointwise selection principlefor metric space valued func
tions of a real variable in terms of modulus of variation.

Theorem 1. Let ∅ �= T ⊂ R and (X,d) be a metric space. Suppose that{fj } ⊂ XT is a
pointwise precompact sequence such that

µ(n) ≡ lim sup
j→∞

ν(n,fj , T ) = o(n). (1)

Then there exists a subsequence of{fj }, which converges pointwise onT to a function
f ∈ XT satisfyingν(n,f,T ) � µ(n), n ∈ N.

In order to see how this theorem implies all the above mentioned selection princ
let us recall three classical notions of bounded (generalized) variation.

Let ϕ : R+ = [0,∞) → R+ be aϕ-function, that is,ϕ is nondecreasing, continuou
ϕ(ρ) = 0 if and only ifρ = 0, and limρ→∞ ϕ(ρ) = ∞. We say thatf ∈ XT is of bounded
ϕ-variation in the sense of Wiener and Young (e.g., [11,13,14,16,23,24]) and writef ∈
BVϕ(T ;X) if

Vϕ(f,T ) = sup

{
m∑

i=1

ϕ
(
d
(
f (ti), f (ti−1)

)) ∣∣∣∣∣ m ∈ N, ti−1 � ti , i = 1, . . . ,m

}
< ∞.

If ϕ(ρ) = ρ, Vϕ(f,T ) is the classical variation off in the sense of Jordan, which we den
by V (f,T ), and write BV(T ;X) instead of BVϕ(T ;X). Note that ifϕ is superadditive
(i.e., ϕ(ρ1) + ϕ(ρ2) � ϕ(ρ1 + ρ2) for all ρ1, ρ2 ∈ R+), then BV(T ;X) ⊂ BVϕ(T ;X);
in addition, if ϕ is convex and limρ→0 ϕ(ρ)/ρ = 0, then BV(T ;X) is a strict subset o
BVϕ(T ;X).

Let Λ = {λi}∞i=1 ⊂ (0,∞) be a nondecreasing sequence such that
∑∞

i=1 1/λi = ∞.
A function f ∈ XT is said to be ofΛ-bounded variationin the sense of Waterman ([2
29], [19, Section 11.3]), in symbolsf ∈ ΛBV(T ;X), provided

VΛ(f,T ) = sup
m∑

i=1

d(f (bi), f (ai))

λσ(i)

< ∞,

where the supremum is taken over allm ∈ N, {ai}mi=1, {bi}mi=1 ⊂ T such thata1 � b1 �
a2 � b2 � · · · � am � bm and all permutationsσ : {1, . . . ,m} → {1, . . . ,m}. Note that ifΛ
is an unbounded sequence, then BV(T ;X) is a strict subset ofΛBV(T ;X).

Givenn ∈ N, the following relations hold:

ν(n,f,T ) = sup
t∈T

f (t) − inf
t∈T

f (t), f ∈ M(T ;R);

ν(n,f,T ) � V (f,T ) = lim

n→∞ν(n,f,T ), f ∈ BV(T ;X); (2)
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if ϕ is a convexϕ-function, then (it admits the continuous inverseϕ−1 and)

ν(n,f,T ) � nϕ−1
(

Vϕ(f,T )

n

)
, f ∈ BVϕ(T ;X)

(
cf. [4]

);
ν(n,f,T ) � n∑n

i=1 1/λi

VΛ(f,T ), f ∈ ΛBV(T ;X)
(
cf. [19, Theorem 11.17]

)
.

Now, let BV∗(T ;X) denote one of the sets BV(T ;X), BVϕ(T ;X) with convexϕ-func-
tion ϕ (the case of generalϕ will be treated in Example 7 of Section 3) orΛBV(T ;X) and
V∗(f,T ) designate the variation in the corresponding set:V (f,T ), Vϕ(f,T ) or VΛ(f,T ).
If a pointwise precompact sequence{fj } ⊂ BV∗(T ;X) is such that supj∈N V∗(fj , T ) =
C < ∞ (the usual assumption of the uniform boundedness of variations), then th
equalities above yield: supj∈N ν(n,fj , T ) = o(n). By Theorem 1, a subsequence of{fj }
(denoted as the whole sequence) converges pointwise onT to a functionf ∈ XT . Since
the functionalV∗(·, T ) is sequentially lower semi-continuous with respect to the pointw
convergence inXT , we haveV∗(f,T ) � lim inf j→∞ V∗(fj , T ) � C, and so, the pointwis
limit f is in BV∗(T ;X).

The paper is organized as follows. In Section 2 we establish properties of the mo
of variation and prove Theorem 1. Section 3 contains various examples illustratin
optimality of Theorem 1. A selection principle for the almost everywhere convergen
an extracted subsequence is treated in Section 4. In the final Section 5 we prove a s
principle including weak pointwise convergence and weak almost everywhere conve
when values of functions under consideration lie in a reflexive separable Banach sp

2. Pointwise selection principle

It follows from the definition of the valueν(n,f,E) that it is finite for eachn ∈ N, and
so,ν(·, f,E) : N → R+, if and only iff is bounded onE (i.e., supt,s∈E d(f (t), f (s)) < ∞).
In what follows all functionsf ∈ XT under consideration are assumed to be bounded

The straightforward properties of the modulus of variation, needed for our purpose
gathered in the following

Lemma 2. Givenf ∈ XT and∅ �= E ⊂ T , we have:

(a) the sequence{ν(n,f,E)}∞n=1 is nondecreasing[4];
(b) ν(n + m,f,E) � ν(n,f,E) + ν(m,f,E) for all n,m ∈ N [4];
(c) ν(n + 1, f,E) � ν(n,f,E) + ν(n+1,f,E)

n+1 for all n ∈ N [5, Lemma];
(d) ν(n,f,E′) � ν(n,f,E) for all ∅ �= E′ ⊂ E andn ∈ N;
(e) ν(n,f,E) � lim inf j→∞ ν(n,fj ,E) for all {fj } ⊂ XT such thatfj → f on E and

all n ∈ N;
(f) d(f (t), f (s))+ ν(n,f, (−∞, s]∩E) � ν(n+1, f, (−∞, t]∩E) for all s, t ∈ E such
that s � t and alln ∈ N.
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As a consequence of Lemma 2(c), for any bounded functionf ∈ XT the se-
quence{ν(n,f,E)/n}∞n=1 is nonincreasing, and so, the following limit always exis
limn→∞ ν(n,f,E)/n ∈ R+.

Two more modes of convergence of{fj } ⊂ XT to f ∈ XT will be of significance:
uniform, fj ⇒ f onT , that is, limj→∞ supt∈T d(fj (t), f (t)) = 0; andalmost everywhere,
fj → f a.e. onT , that is,fj → f onT \E for some setE ⊂ T of Lebesgue measure zer
L(E) = 0.

A function f ∈ X[a,b] is said to beproper if it satisfies the Cauchy condition at eve
point of [a, b], i.e., d(f (t), f (s)) → 0 as t, s → τ − 0 for each pointa < τ � b and
d(f (t), f (s)) → 0 ast, s → τ + 0 for each pointa � τ < b. If X is complete, thenf is,
by virtue of the Cauchy criterion, proper if and only if at each pointa < τ � b the left limit
f (τ −0) ∈ X exists (i.e.,d(f (t), f (τ −0)) → 0 ast → τ −0) and at each pointa � τ < b

the right limitf (τ + 0) ∈ X exists (and so,d(f (t), f (τ + 0)) → 0 ast → τ + 0).
The following illustrative result was first stated in [4, Theorem 5] forX = R without

proof.

Lemma 3. A functionf ∈ X[a,b] is proper if and only ifν(n,f, [a, b]) = o(n).

Proof. Sufficiency.Givenn ∈ N, we setνn(t) = ν(n,f, [a, t]), t ∈ [a, b]. By Lemma 2(d),
νn : [a, b] → R+ is nondecreasing and, hence, proper. Leta < τ � b andνn(τ − 0) be the
corresponding left limit. Ifa � s � t < τ , by Lemma 2(f), (c), (d), we have:

d
(
f (t), f (s)

)
� νn+1(t) − νn(s) � νn(t) + νn+1(t)

n + 1
− νn(s)

�
∣∣νn(t) − νn(τ − 0)

∣∣ + ν(n + 1, f, [a, b])
n + 1

+ ∣∣νn(τ − 0) − νn(s)
∣∣.

For ε > 0 choose and fixn = n(ε) ∈ N such thatν(n + 1, f, [a, b])/(n + 1) � ε/3. Let
0< δ = δ(ε) < τ −a be such that ifτ −δ � t < τ , then|νn(t)−νn(τ −0)| � ε/3. It follows
that if t, s ∈ [τ − δ, τ ), thend(f (t), f (s)) � ε, which proves thatd(f (t), f (s)) → 0 as
t, s → τ − 0. The case whena � τ < b andd(f (t), f (s)) → 0 ast, s → τ + 0 is treated
similarly.

Necessity.Being proper, the functionf is the uniform limit on[a, b] of a sequence
{fj } ⊂ X[a,b] of step functions (e.g., [17, (7.6.1)]; recall thatfj ∈ X[a,b] is called astep
functionif there exists a partitiona = t0 < t1 < · · · < tm−1 < tm = b of [a, b] such thatfj

takes a constant value on each interval(ti−1, ti), i = 1, . . . ,m). Since step functions belon
to BV([a, b];X), the equality in (2) impliesν(n,fj , [a, b]) = o(n) for all j ∈ N. Now the
result follows from the uniform convergence offj to f and the estimate:

ν(n,f,T )

n
� ν(n,fj , T )

n
+ 2 sup

t∈T

d
(
fj (t), f (t)

)
, T = [a, b], n, j ∈ N. (3)

In fact, givenε > 0, there existsj = j (ε) ∈ N such that, for allt ∈ T , d(fj (t), f (t)) �
ε/3, and there existsn0 = n0(ε) ∈ N such thatν(n0, fj , T )/n0 � ε/3. Therefore,
ν(n,f,T )/n � ε for all n � n0, which was to be proved.�

Lemma 3 implies, in particular, that all functions belonging to BV([a, b];X),

BVϕ([a, b];X) andΛBV([a, b];X) are proper.
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It is known (e.g., [17, (7.6.3)]) that the imagef ([a, b]) = {f (t) | t ∈ [a, b]} of a proper
function f ∈ X[a,b] is totally bounded inX (precompact ifX is complete). This is als
true for proper multifunctions with compact values with respect to the Hausdorff m
(cf. [12, Lemma 11 and its proof]).

Items (a2) and (b) in the next lemma may be considered aspartial conversesof Theo-
rem 1 showing at the same time the optimality of condition (1).

Lemma 4.

(a) Suppose{fj } ⊂ XT , f ∈ XT andfj ⇒ f onT . We have:
(a1) limj→∞ ν(n,fj , T ) = ν(n,f,T ) for all n ∈ N;
(a2) if ν(n,f,T ) = o(n), then limj→∞ ν(n,fj , T ) = o(n); however, it may happe

that ν(n,fj , T ) �= o(n) for all j ∈ N;
(a3) if ν(n,fj , T ) = o(n) for all j ∈ N, thenν(n,f,T ) = o(n).
Assertions(a1)–(a3)are wrong for the pointwise convergence.

(b) If T is a measurable set with finite Lebesgue measureL(T ), {fj } ⊂ XT is a se-
quence of measurable functions,f ∈ XT , ν(n,f,T ) = o(n), andfj → f a.e. onT

(or fj → f on T ), then for eachε > 0 there exists a measurable setE = E(ε) ⊂ T

with L(E) � ε such thatlimj→∞ ν(n,fj , T \ E) = o(n).

Proof. (a1) Passing to the limit superior asj → ∞ in the inequality (cf. (3))

ν(n,fj , T ) � ν(n,f,T ) + 2nsup
t∈T

d
(
f (t), fj (t)

)
, n, j ∈ N,

we get lim supj→∞ ν(n,fj , T ) � ν(n,f,T ), n ∈ N, by virtue of the uniform convergenc
of fj to f , and it remains to take into account Lemma 2(e).

(a2) The first part is a consequence of (a1). As for the second part, see Examp
Section 3.

(a3) Replace[a, b] by T in the necessity part of the proof of Lemma 3.
That (a1)–(a3) are wrong for pointwise convergence, see Examples 4 and 5 in Se
(b) By the assumptions and Egorov’s theorem (e.g., [27, Theorem 3.2.7]), for eachε > 0

there exists a measurable setE = E(ε) ⊂ T with L(E) � ε such thatfj ⇒ f on T \ E.
Sinceν(n,f,T ) = o(n), Lemma 2(d) impliesν(n,f,T \E) = o(n). Our assertion follows
from Lemma 4(a2). �

Now we are in a position to prove our main result.

Proof of Theorem 1. (1) First, making use of the standard diagonal process we show
there are a subsequence of{fj } (for which, without loss of generality, we use the notat
of the original sequence) and a nondecreasing sequenceγ : N → R+ such that

lim
j→∞ν(n,fj , T ) = γ (n) � µ(n) for all n ∈ N. (4)

Set γ (1) = µ(1). Since lim supj→∞ ν(1, fj , T ) = µ(1), there exists a subsequen

{f (1)
j }∞j=1 of {fj } such that limj→∞ ν(1, f

(1)
j , T ) = γ (1). Inductively, ifn � 2 and a subse
quence{f (n−1)
j }∞j=1 of {fj } is already chosen, we setγ (n) = lim supj→∞ ν(n,f

(n−1)
j , T )
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and, sinceγ (n) � µ(n), we pick a subsequence{f (n)
j }∞j=1 of {f (n−1)

j }∞j=1 such that

limj→∞ ν(n,f
(n)
j , T ) = γ (n). Then the diagonal sequence{f (j)

j }∞j=1, which we denote
by {fj }, enjoys properties (4).

(2) Let us show that there exists a subsequence of{fj } from (4) (which we again will de-
note as the whole sequence{fj }) and for eachn ∈ N there exists a functionνn ∈ M(T ;R+)

such that

lim
j→∞ν

(
n,fj , (−∞, t] ∩ T

) = νn(t) for all n ∈ N andt ∈ T . (5)

Given n ∈ N, by Lemma 2(d) the functionη(n,fj , t) = ν(n,fj , (−∞, t] ∩ T ) is non-
decreasing int ∈ T , and it follows from the equality in (4) that there exists a cons
C(n) ∈ R+ such thatν(n,fj , T ) � C(n) for all j ∈ N. Again, we apply the diagona
process. The sequence{η(1, fj , ·)}∞j=1 ⊂ M(T ;R+) is uniformly bounded byC(1), and

so, by Helly’s theorem, there exists a subsequence{f (1)
j }∞j=1 of {fj } and a function

ν1 ∈ M(T ;R+) such thatη(1, f
(1)
j , t) → ν1(t) as j → ∞ for all t ∈ T . If n � 2 and a

subsequence{f (n−1)
j }∞j=1 of {fj } is already chosen, by Helly’s theorem applied to the

quence{η(n,f
(n−1)
j , ·)}∞j=1 ⊂ M(T ;R+), which is uniformly bounded byC(n), we find

a subsequence{f (n)
j }∞j=1 of {f (n−1)

j }∞j=1 such thatη(n,f
(n)
j , ·) converges pointwise onT

asj → ∞ to a functionνn ∈ M(T ;R+). It follows that the diagonal sequencefj = f
(j)
j ,

j ∈ N, satisfies (5).
(3) Denote byQ an at most countable dense subset ofT (so thatQ ⊂ T ⊂ Q̄) and note

that any pointt ∈ T , which is not a limit point forT , belongs toQ. Sinceνn is monotone,
the setQn ⊂ T of its points of discontinuity is at most countable. We setS = Q∪⋃∞

n=1 Qn.
ThenS is at most countable dense subset ofT and, ifT \ S �= ∅,

each functionνn is continuous at pointst ∈ T \ S, n ∈ N. (6)

Since the set{fj (t)} is precompact inX for all t ∈ T andS ⊂ T is at most countable
without loss of generality we may assume (again applying the diagonal process and p
to a subsequence of{fj } if necessary) thatfj (s) converges inX as j → ∞ to a point
denoted byf (s) ∈ X for all s ∈ S. If T = S, the proof is complete.

(4) SupposeT �= S. Let us prove that, givent ∈ T \ S, the sequence{fj (t)} converges
in X. For this, we fix arbitraryε > 0. By the assumption,µ(n)/n → 0 asn → ∞, so we
choose and fixn = n(ε) ∈ N such thatµ(n + 1)/(n + 1) � ε/15. By virtue of (4), there
existsj1 = j1(ε, n) ∈ N such thatν(n + 1, fj , T ) � γ (n + 1) + (ε/15) for all j � j1. The
definition ofS and (6) imply that the pointt is a limit point forT and a point of continuity
of νn, so by the density ofS in T there existss = s(ε, t, n) ∈ S such that|νn(t) − νn(s)| �
ε/15. Property (5) yields the existence ofj2 = j2(ε, t, s, n) ∈ N such that ifj � j2, then∣∣ν(

n,fj , (−∞, t] ∩ T
) − νn(t)

∣∣ � ε

15
and∣∣ν(

n,fj , (−∞, s] ∩ T
) − νn(s)

∣∣ � ε

15
.

Assuming (without loss of generality) thats < t and applying items (f), (c) and (d) o

Lemma 2 and (4), we get for allj � max{j1, j2}:
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d
(
fj (t), fj (s)

)
� ν

(
n + 1, fj , (−∞, t] ∩ T

) − ν
(
n,fj , (−∞, s] ∩ T

)
� ν

(
n + 1, fj , (−∞, t] ∩ T

) − ν
(
n,fj , (−∞, t] ∩ T

)
+ ∣∣ν(

n,fj , (−∞, t] ∩ T
) − νn(t)

∣∣ + ∣∣νn(t) − νn(s)
∣∣

+ ∣∣νn(s) − ν
(
n,fj , (−∞, s] ∩ T

)∣∣
� ν(n + 1, fj , (−∞, t] ∩ T )

n + 1
+ ε

15
+ ε

15
+ ε

15

� γ (n + 1)

n + 1
+ ε

15(n + 1)
+ 3ε

15

� µ(n + 1)

n + 1
+ 4ε

15
� ε

3
.

Since{fj (s)} is convergent, it is a Cauchy sequence, and so, there existsj3 = j3(ε, s) ∈ N

such thatd
(
fj (s), fj ′(s)

)
� ε/3 for all j, j ′ � j3. It follows thatj4 = max{j1, j2, j3} de-

pends onε only and for allj, j ′ � j4 we have:

d
(
fj (t), fj ′(t)

)
� d

(
fj (t), fj (s)

) + d
(
fj (s), fj ′(s)

) + d
(
fj ′(s), fj ′(t)

)
� ε.

Thus,{fj (t)} is a Cauchy sequence inX and, since it is precompact inX, it is convergent
to a point denoted byf (t) ∈ X.

(5) The functionf ∈ XT defined at the end of steps (3) and (4) is the pointwise l
on T of the sequence{fj } (which is a subsequence of the original sequence). Appl
Lemma 2(e), we conclude that

ν(n,f,T ) � lim inf
j→∞ ν(n,fj , T ) � lim sup

j→∞
ν(n,fj , T ) � µ(n), n ∈ N. �

Clearly, in Theorem 1 we haveν(n,f,T ) = o(n) for the limit functionf , although we
did not suppose forj ∈ N thatν(n,fj , T ) = o(n). Cf. also Examples 3 and 6 in Section

Applying Theorem 1 and the diagonal process over expanding intervals, we g
following local version of Theorem 1:

Corollary 5. If {fj } ⊂ XT is a pointwise precompact sequence such that

lim sup
j→∞

ν
(
n,fj , [a, b] ∩ T

) = o(n) for all a, b ∈ T , a � b,

then a subsequence of{fj } converges pointwise onT to a functionf ∈ XT satisfying
ν(n,f, [a, b] ∩ T ) = o(n) for all a, b ∈ T , a � b.

3. Examples

All assumptions in Theorem 1 are essential for its validity as the following exam

show.
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Example 1. If (X,‖ · ‖) is a finite-dimensional normed vector space, then, by virtue o
inequalities,

sup
t∈T

∥∥fj (t)
∥∥ �

∥∥fj (t0)
∥∥ + ν(1, fj , T ) �

∥∥fj (t0)
∥∥ + C(1),

whereC(1) is the constantC(n) from step (2) of the proof of Theorem 1 corresponding
n = 1, condition “{fj } ⊂ XT is pointwise precompact” in Theorem 1 may be replaced
an equivalent condition “{fj } ⊂ XT and{fj (t0)} is bounded for somet0 ∈ T .” In contrast
to this, for an infinite-dimensional Banach spaceX the precompactness of{fj (t)} at all
points t ∈ T cannot be replaced by their boundedness and closedness even at a
point. In fact, letT = [0,1], X = �1 ≡ {x : N → R such that‖x‖ = ∑∞

i=1 |x(i)| < ∞} and,
if j ∈ N, let the elementej = {e(i)}∞i=1 ∈ �1 be given bye(i) = 0 if i �= j ande(j) = 1.
Definefj ∈ XT by fj (0) = ej andfj (t) = 0 if 0 < t � 1, j ∈ N. We have:{fj (0)} = {ej }
is bounded and closed,{fj (t)} = {0} is compact if 0< t � 1, ν(n,fj , T ) = V (fj , T ) = 1
for all n, j ∈ N, and no subsequence of{fj } converges inX at the pointt = 0.

Example 2. Continuity of the sequence{fj } is not preserved in the limit procedure
Theorem 1:{fj } ⊂ R[0,2] wherefj (t) = tj if 0 � t � 1 andfj (t) = (2− t)j if 1 � t � 2.

Example 3. In general, absent condition (1) Theorem 1 is wrong. It is well known tha
sequence{fj } ⊂ R[0,2π] defined byfj (t) = sin(j t), t ∈ T = [0,2π], has no subsequenc
convergent at all points ofT . Givenn, j ∈ N, a straightforward calculation shows that

ν(n,fj , T ) =



2n if 1 � n < 2j,

2n − 1= 4j − 1 if n = 2j,

4j = V (fj , T ) if n � 2j + 1.

(7)

It follows that limj→∞ ν(n,fj , T ) = 2n �= o(n). In view of Lemma 3, this example als
ensures that condition (1) in Theorem 1 cannot be replaced by “ν(n,fj , T ) = o(n) for
all j ∈ N,” and that one cannot interchange the limits limn→∞ and lim supj→∞ in this
condition.

Example 4. In this example we will show that: (i) condition (1) in Theorem 1 isnot nec-
essary, although we haveν(n,f,T ) = o(n) andν(n,fj , T ) = o(n) for all j ∈ N, and (ii)
assertions (a1) and (a2) in Lemma 4 are not valid for pointwise convergence, and
equality in Lemma 2(e) may be strict.

Define the sequence{fj } ⊂ R[0,2π] by

fj (t) =
{

sin(j2t) if 0 � t � 2π/j,

0 if 2π/j � t � 2π,
j ∈ N.

Clearly,fj converges pointwise onT = [0,2π] to f ≡ 0. The graph offj on [0,2π/j ]
“looks like” the graph oft → sin(j t) on [0,2π] and, in particular, we havej = j2/j

flattened copies of graphs of the ordinary sine function on its period andV (fj , [0,2π]) =
V (fj , [0,2π/j ]) = 4j . Thus, the modulus of variation of our sequence is given by (7),
so,

0= ν(n,f,T ) < lim ν(n,fj , T ) = 2n �= o(n).

j→∞
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Example 5. Here we will see that Lemma 4(a3) is wrong for the pointwise converge
Let f be the Dirichlet function, i.e., the characteristic function of the rationalsQ: f (t) = 1
if t ∈ Q andf (t) = 0 if t ∈ R \ Q. We set

fj (t) = lim
m→∞

(
cos(j !πt)

)2m =
{

1 if j !t ∈ Z,

0 if j !t ∈ R \ Z,
t ∈ R, j ∈ N,

whereZ stands for the set of all integers. It is well known thatfj converges pointwise o
R to f . Given an interval[a, b] ⊂ R, any functionfj is equal to zero on[a, b] outside a
finite number of points, so it is proper and, according to Lemma 3,ν(n,fj , [a, b]) = o(n)

for all j ∈ N. Let T = [0,1]. Since the Jordan variation offj on [0,1] is equal to 2· j !, we
have:

ν(n,fj , T ) =
{

n if n < 2 · j !,
2 · j ! if n � 2 · j !, n, j ∈ N.

Thus, limj→∞ ν(n,fj , T ) = n. Note thatν(n,f,T ) = n, as well.

Example 6. Let fj ∈ R[0,1] be defined byfj (t) = f (t)/j , j ∈ N, wheref ∈ R[0,1] is
the Dirichlet function on[0,1]. Clearly, fj ⇒ 0 on [0,1] and ν(n,fj , [0,1]) = n/j �=
o(n) for all j ∈ N. So, Theorem 1 is applicable to{fj }, but none of the more classic
selection principles applies (sinceV∗(fj , [0,1]) is infinite for all j ∈ N). Also, condition
supj∈N ν(n,fj , T ) = o(n) is too restrictive as compared to condition (1).

Example 7. Let ϕ be aϕ-function (not necessarily convex). We are going to show th
{fj } ⊂ BVϕ(T ;X) andC = supj∈N Vϕ(fj , T ) < ∞, then supj∈N ν(n,fj , T ) = o(n), and
so, condition (1) is satisfied in this general case as well. In particular, iff ∈ BVϕ(T ;X),
thenν(n,f,T ) = o(n), i.e.,f is proper by Lemma 3 (forT = [a, b]).

The functionϕ−1+ : R+ → R+ defined byϕ−1+ (r) = sup{ρ ∈ R+ | ϕ(ρ) � r}, r ∈ R+,
is called theright inverseof ϕ. Recall (cf. [22, Section 1.2]) thatϕ−1+ is nondecreasing
continuous from the right,ϕ−1+ (r) = 0 if and only if r = 0, and limr→∞ ϕ−1+ (r) = ∞;
moreover, the following relations hold:ϕ(ϕ−1+ (r)) = r if r ∈ R+, ϕ−1+ (ϕ(ρ)) � ρ if ρ ∈
R+, andϕ−1+ (ϕ(ρ) − ε) � ρ if ρ > 0 and 0< ε < ϕ(ρ). If, in addition, theϕ-functionϕ

is convex, then it is strictly increasing and its usual inverseϕ−1 coincides with the righ
inverseϕ−1+ .

Let n ∈ N and{ai}ni=1, {bi}ni=1 ⊂ T be arbitrary such thata1 � b1 � a2 � b2 � · · · �
an � bn. By the definition ofVϕ , for j ∈ N andi ∈ {1, . . . , n} we have

ϕ
(
d
(
fj (bi), fj (ai)

))
� Vϕ

(
fj , [ai, bi] ∩ T

) ≡ ci(j),

so that, taking the right inverseϕ−1+ , we getd(fj (bi), fj (ai)) � ϕ−1+ (ci(j)). Summing
overi = 1, . . . , n, we find

n∑
i=1

d
(
fj (bi), fj (ai)

)
�

n∑
i=1

ϕ−1+
(
ci(j)

)
,

where, by virtue of the semi-additivity ofVϕ (e.g., [16, (P3)], [24, 1.17]),
n∑

ci(j) =
n∑

Vϕ

(
fj , [ai, bi] ∩ T

)
� Vϕ(fj , T ) � C, j ∈ N.
i=1 i=1
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Due to the arbitrariness of{ai}ni=1 and {bi}ni=1 and the definition ofν(n,fj , T ), the last
two inequalities yield:

ν(n,fj , T ) � sup

{
n∑

i=1

ϕ−1+ (ci)

∣∣∣∣∣ {ci}ni=1 ⊂ R+ and
n∑

i=1

ci � C

}
. (8)

Denote byξ(n) the right-hand side in (8). Sinceξ(n) is independent ofj , we have
supj∈N ν(n,fj , T ) � ξ(n) for all n ∈ N. Let us show thatξ(n) = o(n).

Givenε > 0, the (right) continuity ofϕ−1+ at 0 implies the existence ofr0 = r0(ε) > 0
such thatϕ−1+ (r) � ε/2 for all 0 � r � r0. Setn0 = n0(ε) = [C/r0] + 1, where[u] =
max{k ∈ Z | k � u}. Clearly,n0 ∈ N andn0 > C/r0. Now, let n � n0 and {ci}ni=1 ⊂ R+
be arbitrary such that

∑n
i=1 ci � C. We denote byI1(n) the set of thosei ∈ {1, . . . , n} for

which ci � r0 and byI2(n) the set of thosei ∈ {1, . . . , n} for which ci > r0 and note tha
the number of elements inI2(n) is � n0. If n � n1(ε) = max{n0,2n0ϕ

−1+ (C)/ε}, then

n∑
i=1

ϕ−1+ (ci) =
∑

i∈I1(n)

ϕ−1+ (ci) +
∑

i∈I2(n)

ϕ−1+ (ci) �
∑

i∈I1(n)

ε

2
+

∑
i∈I2(n)

ϕ−1+ (C)

� n
ε

2
+ n0ϕ

−1+ (C) � n
ε

2
+ n

ε

2
= nε,

and so,ξ(n)/n � ε for all n � n1(ε), which was to be proved.
Given aϕ-function ϕ, a functionf ∈ XT is said to be ofgeneralized boundedϕ-

variation (cf. [14,24]) if there exists a constantλ > 0 such thatVϕλ(f,T ) < ∞, where
ϕλ(ρ) = ϕ(ρ/λ), ρ ∈ R+. Theorem 1 and the above considerations imply the foll
ing result, which generalizes Theorem 1.3 from [24] and Theorem 1.3 from [13If
{fj } ⊂ XT is a pointwise precompact sequence and there is a constantλ > 0 such that
supj∈N Vϕλ(fj , T ) < ∞, then a subsequence of{fj } converges pointwise onT to a func-

tion f ∈ XT satisfyingVϕλ(f,T ) < ∞.

4. Almost everywhere convergence

Theorem 1 implies immediately that if{fj } ⊂ XT is pointwise precompact an
lim supj→∞ ν(n,fj , T \ E) = o(n) for someE ⊂ T with L(E) = 0, then a subsequenc
of {fj } converges a.e. onT to a functionf ∈ XT such thatν(n,f,T \ E) = o(n).

The following theorem, which is aselection principle for almost everywhere conv
gencein terms of the modulus of variation, is more subtle and is subsequence-conve
Lemma 4(b).

Theorem 6. Suppose∅ �= T ⊂ R, (X,d) is a metric space and{fj } ⊂ XT is an al-
most everywhere(or pointwise) on T precompact sequence satisfying the condition: for
each ε > 0 there exists a measurable setE = E(ε) ⊂ T with L(E) � ε such that
lim supj→∞ ν(n,fj , T \ E) = o(n). Then a subsequence of{fj } converges a.e. onT to

a functionf ∈ XT having the property: for each ε > 0 there exists a measurable s

E′ = E′(ε) ⊂ T with L(E′) � ε such thatν(n,f,T \ E′) = o(n).
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Proof. Let T0 ⊂ T be a (possibly empty) set of measure zero such that the seq
{fj (t)} is precompact inX for all t ∈ T \ T0. We employ Theorem 1 and the diagon
process. By the assumption, there exists a measurable setE1 ⊂ T with L(E1) � 1 such
that lim supj→∞ ν(n,fj , T \ E1) = o(n). The sequence{fj } is pointwise precompact o
T \ (T0 ∪ E1) and, by Lemma 2(d),

lim sup
j→∞

ν
(
n,fj , T \ (T0 ∪ E1)

)
� lim sup

j→∞
ν(n,fj , T \ E1) = o(n).

Applying Theorem 1, we find a subsequence{f (1)
j }∞j=1 of {fj } and a functionf 1 : T \

(T0 ∪ E1) → X satisfyingν(n,f 1, T \ (T0 ∪ E1)) = o(n) such thatf (1)
j → f 1 on T \

(T0 ∪ E1). If k � 2 and a subsequence{f (k−1)
j }∞j=1 of {fj } is already chosen, there exis

a measurable setEk ⊂ T with L(Ek) � 1/k such that lim supj→∞ ν(n,fj , T \ Ek) =
o(n). The sequence{f (k−1)

j }∞j=1 is pointwise precompact onT \ (T0 ∪ Ek) and, again by
Lemma 2(d),

lim sup
j→∞

ν
(
n,f

(k−1)
j , T \ (T0 ∪ Ek)

)
� lim sup

j→∞
ν
(
n,f

(k−1)
j , T \ Ek

)
� lim sup

j→∞
ν(n,fj , T \ Ek) = o(n),

and so, by Theorem 1, there exists a subsequence{f (k)
j }∞j=1 of {f (k−1)

j }∞j=1 and a function

f k : T \ (T0 ∪ Ek) → X satisfyingν(n,f k, T \ (T0 ∪ Ek)) = o(n) such thatf (k)
j → f k

pointwise onT \ (T0 ∪ Ek).
SettingE = T0 ∪ ⋂∞

k=1 Ek , we have:E is measurable,L(E) = 0 and

T \ E =
∞⋃

k=1

(
T \ (T0 ∪ Ek)

)
.

Define the functionf : T \ E → X as follows: givent ∈ T \ E, there existsk ∈ N such
thatt ∈ T \ (T0 ∪Ek), and so, we setf (t) = f k(t). The definition off is correct, i.e.,f (t)

is independent ofk: in fact, if k1 ∈ N andt ∈ T \ (T0 ∪ Ek1), thenk � k1 (with no loss of

generality), so that{f (k1)
j }∞j=1 is a subsequence of{f (k)

j }∞j=1 and, therefore,

f k1(t) = lim
j→∞f

(k1)
j (t) = lim

j→∞f
(k)
j (t) = f k(t) in X.

Let us show that the diagonal sequencef
(j)
j (which, of course, is a subsequence of{fj })

converges tof pointwise onT \ E. In fact, if t ∈ T \ E, thent ∈ T \ (T0 ∪ Ek) for some
k ∈ N, and so,f (t) = f k(t). Since{f (j)

j }∞j=k is a subsequence of{f (k)
j }∞j=1, we have:

lim
j→∞f

(j)
j (t) = lim

j→∞f
(k)
j (t) = f k(t) = f (t) in X.

We extendf arbitrarily fromT \ E to the wholeT and denote this extension again byf .
Given ε > 0, choosek ∈ N such that 1/k � ε and setE′ = E′(ε) = T0 ∪ Ek . Then we
have:L(E′) = L(Ek) � 1/k � ε, f = f k onT \ (T0 ∪Ek) = T \E′ andν(n,f,T \E′) =

k
ν(n,f ,T \ (T0 ∪ Ek)) = o(n). �
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5. Weak pointwise selection principle

The aim of this Section is to prove a weak variant of Theorem 1 using some sp
features when the values of functions under consideration lie in a Banach space (s
orem 7 below).

Let (X,‖ · ‖) be a normed linear space (over the fieldK = R or C) and X∗ be its
dual, i.e., the spaceL(X;K) of all continuous linear functionals onX. Recall thatX∗ is
a Banach space under the norm‖x∗‖ = sup{|x∗(x)| | x ∈ X and‖x‖ � 1}, x∗ ∈ X∗. The
natural duality betweenX andX∗ is determined by the bilinear functional〈·,·〉 : X×X∗ →
K defined by〈x, x∗〉 = x∗(x), x ∈ X, x∗ ∈ X∗. Recall also that if a sequence{xj } ⊂ X

converges weaklyin X to x ∈ X, in symbols,xj
w−→ x in X (i.e., limj→∞〈xj , x

∗〉 = 〈x, x∗〉
for all x∗ ∈ X∗), then‖x‖ � lim inf j→∞ ‖xj‖.

The notion of the modulus of variationν(n,f,T ) for f ∈ XT is introduced as in Sec
tion 1 with respect to the natural metricd(x, y) = ‖x − y‖, x, y ∈ X.

Theorem 7. Let ∅ �= T ⊂ R and (X,‖ · ‖) be a reflexive separable Banach space w
separable dualX∗. Suppose the sequence{fj } ⊂ XT is such that

(i) supj∈N ‖fj (t)‖ < ∞ for all t ∈ T , and
(ii) µ(n) ≡ lim supj→∞ ν(n,fj , T ) = o(n).

Then there exist a subsequence of{fj } (still denoted as the whole sequence) and a function
f ∈ XT satisfyingν(n,f,T ) � µ(n) for all n ∈ N such thatfj (t)

w−→ f (t) in X for all
t ∈ T .

Proof. (1) We setC(t) = supj∈N ‖fj (t)‖, t ∈ T . Givenj ∈ N andx∗ ∈ X∗, by virtue of
(i) we have∣∣〈fj (t), x

∗〉∣∣ �
∥∥fj (t)

∥∥ · ‖x∗‖ � C(t)‖x∗‖, t ∈ T , (9)

and sinceν(n, 〈fj (·), x∗〉, T ) � ν(n,fj , T )‖x∗‖, condition (ii) implies

µx∗(n) ≡ lim sup
j→∞

ν
(
n,

〈
fj (·), x∗〉, T )

� µ(n)‖x∗‖. (10)

Applying Theorem 1 to the sequence{〈fj (·), x∗〉} ⊂ KT for any givenx∗ ∈ X∗, we find a
subsequence{fj,x∗} of {fj } (generally depending onx∗) and a functionyx∗ ∈ KT satisfy-
ing ν(n, yx∗ , T ) � µx∗(n) � µ(n)‖x∗‖, n ∈ N, such that〈fj,x∗(t), x∗〉 → yx∗(t) in K for
all t ∈ T .

(2) Making use of the diagonal process, we will get rid of the dependence of{fj,x∗}
on the elementx∗ ∈ X∗. Let {x∗

k }∞k=1 be a countable dense subset ofX∗. From step (1),

for x∗ = x∗
1 we get a subsequence{f (1)

j } = {fj,x∗
1
} of {fj } and a functionyx∗

1
∈ KT sat-

isfying ν(n, yx∗
1
, T ) � µ(n)‖x∗

1‖ such that〈f (1)
j (t), x∗

1〉 → yx∗
1
(t) in K for all t ∈ T . If
k � 2 and a subsequence{f (k−1)
j }∞j=1 of {fj } is already chosen, by (9) and (10) we have:
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|〈f (k−1)
j (t), x∗

k 〉| � C(t)‖x∗
k ‖ for all j ∈ N andt ∈ T and

lim sup
j→∞

ν
(
n,

〈
f

(k−1)
j (·), x∗

k

〉
, T

)
� lim sup

j→∞
ν
(
n,

〈
fj (·), x∗

k

〉
, T

)
� µ(n)

∥∥x∗
k

∥∥,

and so, by Theorem 1, there exist a subsequence{f (k)
j }∞j=1 of {f (k−1)

j }∞j=1 and a function

yx∗
k

∈ KT satisfyingν(n, yx∗
k
, T ) � µ(n)‖x∗

k ‖, n ∈ N, such that〈f (k)
j (t), x∗

k 〉 → yx∗
k
(t) in

K for all t ∈ T . Then the diagonal subsequence{f (j)
j }∞j=1, which we again denote by{fj },

satisfies the condition:

lim
j→∞

〈
fj (t), x

∗
k

〉 = yx∗
k
(t) for all t ∈ T andk ∈ N. (11)

(3) If x∗ ∈ X∗ is arbitrary andt ∈ T , let us show that{〈fj (t), x
∗〉} ⊂ K is a Cauchy

sequence. Givenε > 0, by the density of{x∗
k }∞k=1 in X∗, there existsk = k(ε) ∈ N such that

‖x∗ − x∗
k ‖ � ε/(4C(t) + 1), and from (11) we findj0 = j0(ε) ∈ N such that|〈fj (t), x

∗
k 〉 −

〈fj ′(t), x∗
k 〉| � ε/2 for all j, j ′ � j0. It follows that∣∣〈fj (t), x

∗〉 − 〈
fj ′(t), x∗〉∣∣ �

∥∥fj (t) − fj ′(t)
∥∥ · ∥∥x∗ − x∗

k

∥∥
+ ∣∣〈fj (t), x

∗
k

〉 − 〈
fj ′(t), x∗

k

〉∣∣
� 2C(t)

∥∥x∗ − x∗
k

∥∥ + ∣∣〈fj (t), x
∗
k

〉 − 〈
fj ′(t), x∗

k

〉∣∣
� 2C(t)

ε

4C(t) + 1
+ ε

2
� ε, j, j ′ � j0.

Hence, there exists an elementyx∗(t) ∈ K such that〈fj (t), x
∗〉 → yx∗(t) in K. In other

words, we have shown that for eachx∗ ∈ X∗ there exists a functionyx∗ ∈ KT satisfying
(cf. Lemma 2(e) and (10))

ν(n, yx∗ , T ) � lim inf
j→∞ ν

(
n,

〈
fj (·), x∗〉, T )

� µ(n)‖x∗‖, n ∈ N,

such that

lim
j→∞

〈
fj (t), x

∗〉 = yx∗(t) in K for all t ∈ T andx∗ ∈ X∗. (12)

(4) Givent ∈ T , let us show thatfj (t) converges weakly inX. By the reflexivity ofX,
we havefj (t) ∈ X = X∗∗ = L(X∗;K) for all j ∈ N. Defining the functionalYt : X∗ → K

by Yt (x
∗) = yx∗(t), x∗ ∈ X∗, we get from (12):

lim
j→∞

〈
fj (t), x

∗〉 = yx∗(t) = Yt (x
∗) for all x∗ ∈ X∗,

i.e., the sequence{fj (t)} ⊂ L(X∗;K) converges pointwise onX∗ to the operator
Yt :X∗ → K. By the uniform boundedness principle,Yt ∈ L(X∗;K) = X and ‖Yt‖ �
lim inf j→∞ ‖fj (t)‖. Settingf (t) = Yt , t ∈ T , we find thatf ∈ XT and

lim
j→∞

〈
fj (t), x

∗〉 = Yt (x
∗) = 〈Yt , x

∗〉 = 〈
f (t), x∗〉, x∗ ∈ X∗, t ∈ T , (13)
that is,fj (t)
w−→ f (t) in X for all t ∈ T .
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ith
(5) It remains to prove thatν(n,f,T ) � µ(n), n ∈ N. Givena, b ∈ T , condition (13)
yields fj (b) − fj (a)

w−→ f (b) − f (a), and so,‖f (b) − f (a)‖ � lim inf j→∞ ‖fj (b) −
fj (a)‖. Now, if n ∈ N and {ai}ni=1, {bi}ni=1 ⊂ T are arbitrary such thata1 � b1 � a2 �
b2 � · · · � an � bn, then, by (ii),

n∑
i=1

∥∥f (bi) − f (ai)
∥∥ �

n∑
i=1

lim inf
j→∞

∥∥fj (bi) − fj (ai)
∥∥

� lim inf
j→∞

n∑
i=1

∥∥fj (bi) − fj (ai)
∥∥

� lim inf
j→∞ ν(n,fj , T ) � µ(n),

and so,ν(n,f,T ) � µ(n), which completes the proof.�
Remarks.

(1) Condition (i) in Theorem 7 can be replaced by: supj∈N ‖fj (t0)‖ � C0 for some
t0 ∈ T and C0 ∈ R+. In fact, since lim supj→∞ ν(1, fj , T ) = µ(1), we have
supj∈N ν(1, fj , T ) � C1 for someC1 ∈ R+, and so, for anyj ∈ N andt ∈ T ,∥∥fj (t)

∥∥ �
∥∥fj (t) − fj (t0)

∥∥ + ∥∥fj (t0)
∥∥ � ν(1, fj , T ) + C0 � C1 + C0.

(2) If in Theorem 7 instead of condition (i) we assume that the sequence{fj (t)} is pre-
compact inX for all t ∈ T , then, by Theorem 1, a subsequence of{fj } can be chosen
to converge pointwise onT strongly inX. In this caseX may be any normed linea
space.

(3) In step (5) of the proof of Theorem 7 we have shown that iffj (t)
w−→ f (t) in X for all

t ∈ T , thenν(n,f,T ) � lim inf j→∞ ν(n,fj , T ), n ∈ N.
(4) If in Theorem 7 condition (ii) is replaced by supj∈N Vϕ(fj , T ) < ∞, then the weak

limit function f will belong to BVϕ(T ;X). To see this, it suffices to apply argumen
similar to step (5) in the proof of Theorem 7 and note that ifa, b ∈ T , thenϕ(‖f (b) −
f (a)‖) � lim inf j→∞ ϕ(‖fj (b) − fj (a)‖). In this case Theorem 7 withϕ(ρ) = ρ and
T = [a, b] gives a result from [2, Chapter 1, Theorem 3.5].

A similar conclusion holds if (ii) is replaced by supj∈N VΛ(fj , T ) < ∞.

The following theorem can be proved along the same lines as Theorem 6 by ap
Theorem 7 instead of Theorem 1.

Theorem 8. Let ∅ �= T ⊂ R and (X,‖ · ‖) be a reflexive separable Banach space w
separable dualX∗. Suppose that{fj } ⊂ XT satisfies the conditions:

(i) supj∈N ‖fj (t)‖ < ∞ for almost allt ∈ T , and
(ii) for eachε > 0 there exists a measurable setE = E(ε) ⊂ T with L(E) � ε such that
lim supj→∞ ν(n,fj , T \ E) = o(n).
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Then there exists a subsequence of{fj } (denoted as the whole sequence) such thatfj (t)
w−→

f (t) in X for almost allt ∈ T , wheref ∈ XT is a function with the property: for eachε > 0
there exists a measurable setE′ = E′(ε) ⊂ T with L(E′) � ε such thatν(n,f,T \ E′) =
o(n).
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