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The influence of Bartlett's work on Soviet and Russian ergonomics
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The year of Bartlett's publication on The Future of Ergonomics, 1962, was contemporary with the founding of USSR Research Institute of Industrial Design (VNTITE) in Moscow where the ergonomics of the country started to be born after its liquidation in 1920s—1930s in the USSR. Until 1962, Soviet psychologists had been acquainted with and used Bartlett's works mainly in the domain of experimental psychology. Scientific biographies of the first and second coauthors bear much resemblance to the creative development of Bartlett, who began to study academic psychology, placed emphasis on experimental psychology and then took a great interest in applied psychology. At the start of the 1960s, it seemed to us that experimental psychology and engineering psychology were interchangeable terms. So there were a lot of papers devoted to various aspects of experimental psychology in 'VNTITE's Works' published in 1970s-1990s (39 issues in total).

The renascence of ergonomics within VNIITE began from the assimilation of foreign experience and the study of the scientific heritage of ergologists and vocational psycho​logists of 1920s-1930s in the USSR. Therefore, researchers from VNIITE, and after a time the staff" of its ten branches in different cities, had been familiar with the content of Bartlett's paper, The Future of Ergonomics. Moreover, this article had been a standard for the development of ergonomics in above-mentioned institute. While elder coauthors (V. Munipov and V. Zinchenko) were thinking about this, afterglows of our youth and the first days of professional familiarisation (when none of the Soviet universities trained specialists in field of ergonomics) swept over me. As regards our young coauthor, Michael Munipov, he is joining ergonomics' history and forecasting ideas of remarkable representative of this profession. Looking at the development of Soviet and then Russian ergonomics over a nearly 50-year period, one could say that Bartlett's basic prognoses have come true and stimulated new directions of research and development. Many of these prognoses were reflected in the book of Zinchenko and Munipov, Fundamentals of Ergonomics published in English in 1989. There was not only a direct reference to Bartlett's paper, Psychological Criteria of Fatigue on page 86 of the former book, but the main point is that ideas in Bartlett's paper were developed into a number of conceptual theses of the indicated book. We cite here only one example dealing with seemingly central point of the article of British psychologists and ergonomists, namely industrial automation and related research:

Operators of such systems deal not with the real objects, but with their substitutes or simulating images, i.e. the information models of the real objects, as instruments of operator activity, may evolve into an object of work.

36


V. Munipov et al.

The information model is a body of data, ordered in conformity with a definite system of rules, on the state and functional characteristics of the object of control and the environment. To an operator this model serves as a kind of simulator reflecting the control-relevant properties of real objects, i.e. the information source from which he forms an image of the practical situation, evaluates and analyses this situation, plans control effects, makes decisions to ensure correct operation of the system and its performance in line with a task assigned, and also monitors and assesses the results of their realization.

As visualised in the philosophic and methodological literature, the model is a functional homomorphic transfer (representation) of a part of the external world to a system of concepts (images, visual pictures, symbols, signs, etc.). This representation is not one-to-one, i.e. isomorphic, but reflects links among elements of the external world. (Zinchenko and Munipov 1989, 202)

A system is a model if it is capable of giving answers to questions about the ambient world. A significant advantage of the operational definition is that it includes not only theory models but also cybernetic systems realized with the aid of electronic computers. (Zinchenko and Munipov 1989, 202)

The most significant feature of human activity relevant to information models is the need to correlate bits of evidence supplied by instruments, screens, mnemonic (mimic) panels, information boards, etc., both with one another and with the real controlled objects. The operator's entire activity is built on these data correlation procedures. It is understandable therefore that construction of an adequate information model is one of the principal tasks of control system design in general. (Zinchenko and Munipov 1989, 203)

In practice operators often run into difficulties related to design shortcomings - to the fact that the designer proceeds from erroneous or incomplete notions about man's [sic] data-handling potential. Hence such drawbacks as an improper selection of a coding system, presentation of overly large volumes of information or its all too rapid change, not to speak of violations of elementary psychophysiological requirements. Here the main reason is that as a basis for an information model, a system of object-related interconnections is often taken without proper account of specific features of the psychological structure of human work with the object. (Zinchenko and Munipov 1989, 203)

The key problems of psychological analysis of the operator's activity are related to the content and form of permanent and operational figurative-conceptual models (FCM) of practical and predicted situations, of the control system itself, as well as of potential and real problem situations. FCMs also comprise a system of estimates and values, operational capacities, a general notion of time and space, and a definite mode of the individual's interaction with the external world. The problem of internal models of the environment emerged in philosophy and general psychology long before engineering psychology investigation. These models were also designated as conceptual ones. (We might just as well mention two bizarre terms, equivalent in meaning but not adequate in form - 'brain' and 'psychic' models.) (Zinchenko and Munipov 1989: 204-205)

In the context of engineering psychology investigations, the problem of internal and conceptual models was advanced in Britain as early as 1943 but could not make headway for a long time afterwards. In the Soviet Union a large number of experimental psychological investigations are concerned with the problem of FCM formation and functioning. This stems from the overall orientation of Soviet ergonomics and engineering psychology toward development of a system of intelligent actions and not just reactive chains in operator activity. Even though speed and dexterity are the major requirements for human activity in ACS (automatic control systems), this is not to say that reactive and impulsive forms of behaviour should be developed in man [sic]. The emphasis on FCM significance in operator activity is meant to give prominence to the intelligent and conscious nature of this activity. (Zinchenko and Munipov 1989, 205)

We quoted large extracts from Fundamentals of Ergonomics with the sole aim of indicating how seriously and deeply Soviet ergonomists have been concerned with Bartlett's ideas. Concrete ergonomics results for solving key problems of automation were naturally springing up in scientific discussions. These exchanges of views are intriguing, because they passed by the channel of traditions of Russian psychology and psychophysiology. Bartlett's concepts and insights among others originally developed in those frantic debates. Not having a chance to present to the reader the full content of relevant discussions, we settled or, the essential components of problems under consideration.

Starting at the beginning of 1970s, Soviet ergonomists were required to provide for unambiguous perception of information, control-handing convenience and job comfort. But just as important was the fact that information, i.e. the "matter' of the information science, was to be perceived and comprehended (realised), and that this realisation was to be definitive and be effected or transferred according to the designated purpose. This was all the more pertinent since the arsenal of the information science was taking in not only information as such, but knowledge as well. Hence, it would be more appropriate to speak not only about informational backup of human activity, but rather about its efficient backup by knowledge.

Comprehension of meanings and giving meanings to senses were more than just semantic constructions denoted as they carried out complex processes that were studied in philosophy, psychology, semantics and semiotics in the 1960s-1970s. It was one thing when we were dealing with the perception and transmission of information, say, by a telegraph-operator. The latter's job was to ensure the accuracy of transmission, and it was the addressee who was to comprehend the content and sense of the message. But it was an entirely different task to understand the sense of some information or knowledge - this understanding, as was known, might occur even before distinct and complete perception, and before thorough analysis of meanings and their memorisation. The crucial point was that sense might often not be in the text, i.e. in the meanings, but in the subtext. We were used to that in our daily contacts. We sometimes looked for a sense not only in words, but also in actions, facial expression, slips of the tongue as well as in involuntary postures and gestures. Human communication employed a wide panoply of devices - gestures, actions, images, signs, words, texts, subtexts senses, meanings and so forth. But even given all that, there was no certainty that the understanding would be correct. Any scientific conference could furnish ample illustration thereof. Languages of human communication with computers were far more limited, while requirements for a correct understanding might be immeasurably higher than in direct human-to-human contacts.

Provision of understanding in human-machine systems—particularly, in those of decision-making—was the promising trend in research and development studies for a whole family of the humanities: psychology, linguistics, semiotics and ergonomics, among others. Understanding could not be reduced to perception and memorisation of knowledge. Modern pedagogy of those days, didactics, was still better at teaching knowledge and far worse at teaching the art of understanding. The knowledge stored in data banks, in expert systems, etc., had to be retrieved, interpreted and utilised. It should be comprehended to begin with. Comprehension thus required a sort of prior organisation of incoming (presented) bits of knowledge—one based on the object-relatedness, intelligence and integrity of human activity and reflection of objective reality.

Designers of artificial intelligence systems had already attacked the problem of data organisation in human memory (or rather, organisation of knowledge in human consciousness). The distinctive feature of this kind of organisation became apparent in
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the predominance of dynamic properties over conservative ones. At the same time, in the then available or designed data banks, the conservative features were prevalent. Hence, there arose the problem of compatibility between the two systems of knowledge—the machine and the human one. Understanding was thus far the only link.

This had an analogue at the dawn of Soviet ergonomics in the problem of coordination between the information models of reality in ACS and the figurative-conceptual models of the same reality and laws of its change in ACS operators. At the time under discussion there arose considerably more complex and large-scale problems of universal organisation of knowledge in data banks, special expert systems and in other facilities of the information science (this type of organisation was convenient for a vast number of possible users, and not only for a limited number of special trained operators).

There was a paradoxical situation in decision-making studies in the nick of time. At the beginnings of the 1960s (i.e. nearly the period under reconsideration) one of the key problems in this area had been that of decision-making under conditions of information deficiency and uncertainty. Twenty years later, the central problem was how to organise timely decision-making with the increase (and not surfeit!) of data supplied by the contemporary facilities of information science. Obviously, the more information, the more difficult it was to take it into account in decision-making. Meanwhile, there was less and less time for the decision-making process itself.

It is believed that the decision-making block is incorporated as an independent unit into many models, flow charts and functional structures of operator activity. This block appeared to be least of all amenable to investigate. Yet, with the ever greater complexity of analysed activities of operator and greater resolution of methods for analysis into the functional structure of activity and its microstructure, an opportunity of the further progress of decision-making's problem solving occured. Decision-making was a far too important function of a living system embodied in human activity to be attributed to some independent block or any other component of the complex functional structure of activity. This was the intrinsic property of the system as a whole, and of all its components and links. Action could be free and effective insofar as each of its components had some room of redundant degrees of freedom in target-reaching. But on the other hand, each structural component had a task of its own to solve and had to be capable of assessing the situation, its possibilities and states, etc. The presence of reflexive capabilities and properties in this or that activity and action component had to be a substantia] indicator for treating this component as a unit by its own right.

But identification of a special component, which performed the sole function—that of decision-making with respect to the behaviour of the system as a whole—was a limitation, which tended to eliminate the degrees of freedom inherent in the other components implicated in action organisation. Paraphrasing A. Ukhtomsky's words, we might say that the future of a reaction was decided not only at dispatch and designation stations, but also at many intermediate stops. Analysis of the functional structure of object-related action showed that it was not easy to identify the dispatch and designation stations within this structure. They were often interchangeable or performed both the dispatching and receiving function with a slight time shift.

All this applied to humans and their activities. In the human-machine system, human activity was distributed both among people and among technical facilities. Yet, the decision-making function was the human prerogative in all systems after all, and the information presented by automation facilities was part and parcel of fabric of human activity, decision-making included. That is to say, decision-making came to be distributed between the user and the information science facilities. The latter did more than just feed

the required information, but realise the user's decisions, his schemes, trials and errors. This posed problems of confidence in the machine and in the information by which it was supplied, etc.

Thanks to the development of computer engineering and information science facilities, many operational-technical and intellectual functions of humans were being assigned to the above facilities. This trend was at work when the machine ceased to be the only vehicle of activity within the human-machine system—it was the humans themselves who were evolving into such vehicles. There existed historical periods in which humans acted as appendages to the machine. At describable time, albeit in a different spiral of technological progress, this dangerous situation staged a comeback: at those times it was the machine and not the human that turned out to be a genuine subject of activity. It was often the case that, despite the convenience and formal adequacy of the layout of displays and controls to ergonomics and industrial design standards, humans were ousted from the system and forfeited their places and roles as the subjects of activity.

Humans no longer performed effect or actions with the controlled objects, but manipulated the controls. In such cases, the operators were attached to the system of activity, but were not within it; they could not penetrate this system. Correspondingly, the socio-technological and human-machine systems lost their 'socio-' and 'human-' related properties and operated at a purely technological level. The reason was that information models and data representation facilities (displays), which were a realisation of that models, forfeited the role of'windows' and 'doors' on the system of activity - onto a world where this system had to operate and perform. The real practical situation was no longer 'discernible' through informational models, its object-related perception was lost, and its comprehension and understanding were hampered, while the real facilities, controlled by the operator of the human-machine system, ceased to be 'discerned' through the controls.

The human-machine system of decision-making was not only a fact; it was also a serious scientific and social problem. Although it was essential for the decision-making process to be a property of this system and its main goal-oriented function, it had to remain the human prerogative at the same time. In other words, decisions ought to be taken by humans and be responsible, but not hybrid-like and irresponsible. The problem was that given every conceivable and technically feasible development of the information science facilities and artificial intelligence, humans had to remain the ultimate decision-makers. Sufficiently interesting and productive trends of solving this problem were then underway. Projected expert systems were designated for a user capable of independent and responsible decision-making, with proper account being taken of expert know-how presented by such systems. Here a computer operated as a device of knowledge presentation. Accordingly, humans were not assigned the role of a passive automation were delegated the brunt of decision-making and software backup to the computer. They were to display the professional and creative mastery of the subject-matter.

At the earliest stages of industrial development, skills and knowledge used to be in the foreground. At the describable stage it was understanding that came into prominence. Motor skills and sensorimotor coordinations ceded to the background. The former were replaced by automation, machines and robots, and the latter by data banks (and by knowledge banks now). And if skills development or memorisation of material did not necessary involve consciousness (though it was desirable, of course), it was indispensable for understanding a situation or learning how to do it. To avoid reproaches that we underrated the significance of consciousness, we presumed to put this idea in a somewhat different way. Development of any forms of activity involved the presence of intelligent,
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reflexive components in their biodynamic, sensory and mnemonic fabric. But in order to develop intellectual activity and to learn understanding and decision-making, superior forms of reflexion were necessary. This meant that consciousness evolved into a topical problem, which had to be resolved for acceleration of the socio-economic and scientific and technological advancement. Development of consciousness attained the practical, socio-economic and technological significance. Consciousness proved to be just as important as proficiency, skills and knowledge. If one was not equipped for that, then, paradoxically as it might seem, consciousness could become a hindrance for scientific and technological progress. In the United States, information science was often related to a cognitive revolution—it was treated as a new cognitive discipline that had branched from cognitive psychology and then accumulated data from main social, natural and technical sciences. Occasionally, cognitive science was designated by the fairly polysemantic term 'mind', which denoted reason, thinking, psyche and consciousness simultaneously. It was viewed as a sociological, psychological and natural science premise for the information science and for further development of computer engineering, including artificial intelligence. The revolutionary nature of the cognitive science was emphasised for the simple reason that it had emerged by the way of opposition to behaviourism and to the whole cycle of behavioural sciences that had swayed in American humanities until the 1960s. In the Soviet Union, the notion of cognitive revolution made no sense, because the opposition did not take on such acute forms. In works of L. Vygotsky, S. Rubinstein, A. Leontiev and many other Russian psychologists, cognitive processes were treated as forms of activity. It was based on the works on the cultural-historical theory of psyche and consciousness developed by L. Vygotsky, on the psychological theory of activity expounded by A. Leontiev, A. Luria and A. Zaporozhets and on the theory of the physiology of activity advanced by N. Bernstein on all which Soviet and then Russian ergonomics relied.

Continuing the theme of industrial automation, it should keep in mind that officially, there was no unemployment in the USSR including structural unemployment, although in reality there was unemployment in the USSR. This led to low productiveness and ineffectiveness of industrial and technological control. Bartlett could not foresee, though he probably thought about it in abstract form, disinterestedness of command-administrative control system of Soviet economics in true realisation of ergonomics projects and developments into industry. Although ergonomists working together with designers were seeking for work at the edge of technical progress and realised new inventions in projects of numerous industrial products. A number of projects and developments of VNIITE were estimated of professional true worth of scientists and specialists over the world, and it was paradoxically those projects that could not be realised in the USSR.

The Soviet Ministry of Higher Education vigorously rejected an introduction of teaching ergonomics in the framework of higher education. Only two years ago, the Ministry of Education of Russia approved a programme of preparation of ergonomists in technical universities. The programme aimed at a change of technical education's paradigm and consequently started to experimentally test in five universities.

We do not aspire to reach Bartlett's level of forecasting, but he prompted us to make our own attempt in the predictive line. A separate article is required for such a purpose, but we restricted ourselves to single out what we consider a turning-point. The chief thing is to portray the remains of technocratic thinking in ergonomics, which presents a sort of world view that is characterised by the primacy of means above goals, of goals above sense and values common to all mankind, of sense above existence and reality of modern life, of

technology above human beings and their values. Technocratic thinking is a rational reason, alien to wisdom and mind. There is no category for morality, conscience and human dignity in the world of technocratic thinking. That type of thought is a symptom of disspirituality. We were inspired for this passionate conclusion by the whole corpus of Bartlett's works.
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