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In the field of civil war studies, there is now a consensus that the risk of war decreases as average 

income increases. Nevertheless, such consensus has not been reached in the field of unarmed 

revolutions, which dominate the revolutionary process of our time. This can be explained by the 

fact that the researchers assumed a linear effect of income level on the risk of unarmed revolutions’ 

onset. In contrast, this paper proposes a curvilinear framework that challenges this conventional 

assumption. It is demonstrated that two opposing trends can be identified within the context of 

economic development. On the one hand, economic development increases the resources required 

by the state to prevent illegal displacement and makes revolt costly for potential rebels. 

Conversely, it develops infrastructure and resources for civil resistance, which gives rise to the 

politicization of a society and the demand for political rights and participation. Utilizing two 

independent datasets to define revolutions and employing distinct methodological strategies, I 

have identified robust support for the inverted "U-shaped" relationship between income level and 

the risk of unarmed revolutions. 
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Introduction 

The intricate relationship between a nation’s wealth and its political stability has intrigued 

scholars for decades. Theories have ranged from the assumption that economic hardship spurs 

citizens to revolt and that countries with lower income are unstable, as posited Przeworski and 

Limongi (1997), to the notion that prosperity leads to an increase of instability because of values’ 

modernization, that is shown by Inglehart and Welzel (2005), or provision of both the resources 

and the infrastructure necessary for effective organization and mobilization that McCarthy and 

Zald (1977) noted. In contrast, Huntington (1968) argues that, on the one hand, unmodernized 

societies with low economic development are not “mature” for revolution, while modernized 

wealth states are too stable and “revolution is thus an aspect of modernization”, so it “is most likely 

to occur in societies which have experienced some social and economic development” (1968, 265). 

Despite the existence of opposing theoretical frameworks, it is widely accepted that the invisible 

hand of economics not only guides market forces but also plays a significant role in influencing 

the complex dynamics of societal stability.  

Similarly, in contemporary empirical research from newer “generations”4 of revolutionary 

studies there are also rather mixed results on the role of economic prosperity on the risks of 

revolutions’ occurrence. Knutsen (2014) found that income level is significantly and negatively 

associated with revolutionary attempts that is supported by his further research on patterns of 

regime breakdown, including uprisings, since the French Revolution of 1789 (Djuve, Knutsen, and 

Wig 2020). In contrast, Albrecht and Koehler (2020), studying revolutions in authoritarian 

regimes, raise an opposite conclusion about the positive effect of economic development on risks 

of revolutionary situations. Nevertheless, work by Keller (2012) did not find any significant effect 

of GDP per capita on revolutions without dividing them on some types. 

One possible reason for such discrepancies is fundamental differences in causes 

(Cunningham 2013) and consequences (Celestino and Gleditsch 2013) of two dichotomous types 

of revolutions – armed (violent) and unarmed (nonviolent). Introducing their popular dataset, 

Chenoweth and Lewis note that “perhaps the most striking is that violent and nonviolent 

campaigns share only one determinant in common: population size” (2013, 420). Meanwhile, in 

civil war studies (which are armed revolutions5) “there is now consensus that the risk of war 

decreases as average income increases” (Hegre and Sambanis 2006, 508–9). This fact is explained 

                                                 
4 On classification of revolutionary studies by generations “where a general understanding of what was to be explained 

was widely shared by scholars who had common methodological and theoretical approaches” (Beck and Ritter 2021, 

134) see Goldstone (2001), while for critique of such approach one can see paper by Beck and Ritter (2021).  
5 See the next section “what is revolution?” on this.  
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primarily via opportunity-costs (Collier and Hoeffler 2004) or state capacity (Fearon and Laitin 

2003) mechanisms. However, such a consensus reached at the beginning of this century in the field 

of civil wars has not been reached in the field of unarmed revolutions, which dominate the 

revolutionary process of our time. As Schock noted a decade ago, “nonviolent resistance has 

become recognized as a powerful method of struggle that can be dismissed as naive by only those 

with a fetish for violence” (2013, 287).  

In abovementioned paper by Chenoweth and Lewis (2013), authors ran a preliminary 

analysis of nonviolent revolutions’ onset and found GDP per capita as an insignificant factor. 

These results are supported by later research who studied all possible cases (Dahl et al. 2020; 

Gleditsch and Rivera 2017; Karakaya 2018; Rørbæk 2019; Schaftenaar 2017) or some specific 

ones (Braithwaite, Braithwaite, and Kucik 2015; Brooks and White 2023; Cunningham 2013) 

using primary opportunity-cost or state capacity optic.  

All these studies have in common one thing: they assumed a linear effect of income level 

on risks of unarmed revolutions’ onset. In contrast, in this paper I propose a curvilinear framework 

that challenges this conventional assumption to reconcile the disparate results observed in previous 

studies by integrating insights from existing literature and introducing a general theory. Using two 

datasets on revolutions, namely NAVCO 1.3 (Erica Chenoweth and Christopher 2020) and 

extended M. Beissinger’s data (Beissinger 2022; Goldstone et al. 2023), I show that income level 

is crucial factor for understanding both armed and unarmed revolutions, where there is a linear 

negative relationship with violent revolutions and robust inverted U-shape link with nonviolent 

ones that explained insignificance in the previous studies. These results provide a different 

perspective on the problem of the “middle-income trap”: while achieving a certain level of income 

may help countries to avoid civil wars, it also increases the risk of unarmed revolutions. 

Arguments and Hypotheses 

What is revolution? 

While there are numerous numbers of revolution definition, in this paper I use the 

consensus minimalist definition established within the fourth generation of revolutionary theory 

by Lawson: “revolution is a collective mobilization that attempts to quickly and forcibly overthrow 

an existing regime in order to transform political, economic, and symbolic relations” (2019, 5). 

These definition is in line with, for example, Goldstone (2001, 142), Beissinger (2022, 3) as well 

as Chenoweth and Stephan (2011) definition of revolution which they call “maximalist campaign” 

that is “a series of observable, continual, purposive mass tactics in pursuit of a political objective” 
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(2011, 14) with maximalist goals such as “regime change, antioccupation, and secession” (2011, 

68)6. 

Relying on such definition leads to a specific case selection strategy, where Munich Putsch 

of 1923 in Germany or March on Rome of 1922 in Italy are considered revolutions just as much 

as Velvet revolution of 1989 in Czechoslovakia or Egyptian revolution during Arab Spring in 

2011. Some well-known authors such as Lederer (1936) or Amann (1962) would disagree with 

such an approach, calling it too general and missing the point of the subject. Moreover, all of them 

see violence as the necessary feature of revolution, whereas “contemporary revolutions, in 

contrast, are much more likely to be unarmed” (Beck, Bukovansky, and Chenoweth 2022, 2) and, 

as Schock noted a decade ago, “nonviolent resistance has become recognized as a powerful method 

of struggle that can be dismissed as naive by only those with a fetish for violence” (2013, 287). 

This prompts a reconsideration of the essence of revolutions and, as a consequence, the 

development of novel approaches. For these reasons, I rely on the depicted definition, which allows 

for the consideration of revolutions in all their diversity, regardless of their ideological orientation, 

tactics, and success. Putting differently, this definition enables the study of both classical "big R" 

revolutions and contemporary “small r”7 revolutions, which helps to identify a greater diversity of 

factors that may contribute to the occurrence of any revolutionary cases. 

The final remark to be made is that civil wars are revolutions that employ armed tactic, 

because their core features are also mass mobilization (in the form of an army) with the aim of 

changing political relationships in a society by illegal mechanisms. As McAdam, Tarrow and Tilly 

(2001) posit, both revolutions and civil wars are facets of a more comprehensive concept – 

"collective political struggle" – and the distinction between them is minimal due to the 

convergence of mobilization strategies and logic. Accordingly, as Beissinger (2022, 25–26) note, 

the distinction between revolutions and civil wars is largely artificial. 

Prosperity and uprisings  

A number of studies have put forth competing hypotheses regarding the relationship 

between income level and political violence. The two most prevalent theories are those of state 

capacity and opportunity cost. The state-capacity approach posits that if the state is unable to 

effectively police its territory and is in a constant situation of acute resource shortage, then rebels 

                                                 
6 This point is further supported by the fact that Chenoweth’s database of Nonviolent and Violent Campaigns and 

Outcomes (NAVCO) designates as campaigns all the indisputable revolutions since 1900 including Russian 

revolutions of 1905–1907 and 1917, Constitutional Revolution in Iran, Xinhai Revolution in China, Mexican 

Revolution of 1910–1917 and so on.  
7 On division of revolutions on classical “big” and modern “small” see Beck et al. (2022, 3–4). 
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are more likely to gain strength and win, which encourages groups to revolt and initiate civil war 

(Fearon and Laitin 2003). The second theory suggests that in case of poverty spending time on 

rebellion for radical change of society seems more profitable than “usual” life that leads to civil 

wars (Collier and Hoeffler 2004). Though these theories propose the same link between income 

level and civil violence, their interpretation is different which has created controversy over the 

choice of the overriding mechanism (Jakobsen, de Soysa, and Jakobsen 2013), while both views 

are based on rational-choice optics.  

A number of authors have sought to apply one of these theories to the rationale behind 

unarmed civil resistance. However, they have been unable to find empirical evidence to support 

their claims, leading them to conclude that these theories can only explain the tactics of insurgents, 

rather than those of unarmed revolutionaries. Indeed, it is difficult to argue with the assertion that  

“violent and nonviolent tactics have different resource mobilization demands and draw upon 

different social networks for this purpose” (Butcher and Svensson 2016, 312). Nevertheless, it can 

be argued that state capacity and opportunity cost mechanisms exert a similar influence on the 

choices of groups regarding armed rebellion, but an opposing effect when it comes to unarmed 

forms of resistance. The following section elaborates on this idea in greater detail. 

During a period of income levels rising, societies move from poverty to wealth. This is 

reflected in industrialization, infrastructure development, the proliferation of education, and the 

emergence of a middle class. Additionally, there is a shift from survival to self-expression values 

(or, alternatively, emancipative values, as defined by Welzel (2013)). This shift gives rise to the 

politicization of society and the demand for political rights and participation (Inglehart and Welzel 

2005; Welzel 2013) and, on the other hand, demand for stability (Lipset 1959), less support for 

revolutionary changes (MacCulloch 2004) and stable institutions that hard to displace (Kennedy 

2010). Such a process can be considered to have three stages. 

In the first stage, there are revolutions of “those who have nothing to lose but their chains”. 

It can be exampled by social revolutions8 (Skocpol 1979) where the main goal of the rebels is to 

change the class structure of a society via armed struggle to destroy past institutions at the root. If 

one looks on some examples of social revolutions, such as Russian October revolution (1917), “La 

Matanaza” in El Salvador (1932), Ar-Rashid revolt in Iraq (1963), Naxalite uprisings in India 

(1967-72), Sandinista Revolution in Nicaragua (1978-79) or Nepalese Civil War (1996-2006)9, 

                                                 
8 Social revolutions “are rapid, basic transformations of a society's state and class structures; and they are accompanied 

and in part carried through by class-based revolts from below” (Skocpol 1979, 4). Comparing social revolutions to 

revolutions at all, one can see that the main characteristic of social ones is (attempt of) class-based transformation.  
9 See, for ex., Beissinger (2022) on classification of that revolutions as social.  
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two things can be observed: all that revolutions occurred in relatively “poor” undeveloped societies 

to radically redistribute wealth and power by starting a civil war. That observation has been 

empirically tested and found strong arguments in the literature: indeed, the risks of armed rebellion 

are higher in countries with the lowest income level that usually is connected with week or failed 

state (Hegre and Sambanis 2006). Using rational choice theory, the revolutionaries decide in favor 

of armed revolution because they are dissatisfied with the current situation and believe that any 

struggle will lead to a better redistribution of wealth. In other words, spending time on risky violent 

activity for radical change of society seems more profitable than “usual” life (Grossman 1991). At 

the same time, states have limited abilities for preventing insurgency at this stage because of low 

financial, administrative, police and military capabilities as well as less developed infrastructure 

which weakens the ability to control peripheries and gives the rebels more opportunities to launch 

a campaign without significant resistance (Fearon and Laitin 2003).  

In the second stage, when people have more than “chains” including prospects and 

opportunities, there are revolutions of people “who want more”. This stage is typified by unarmed 

revolutions, such as the Color Revolutions or the Arab Spring, which predominately occurred in 

middle-income countries. Individuals at this stage have achieved a satisfactory standard of living 

with stable access to food, education, and healthcare. This results in a drop in infant mortality (as 

well as overall mortality), which increases the value of human life (and then increases cost of risky 

activity). Finally, “fading existential pressures increase the utility of universal freedoms and people 

begin to value these freedoms accordingly” (Welzel 2013, xiv) that shifts ideological preferences 

from collectivistic to more individualistic (Welzel 2013) which reduces the potential radicalization 

of the protesters, who are less inclined to utopian ideas of a complete reorganization of society 

through revolution. Meanwhile, individuals believe that a change in political regime can bring 

them more benefits than the pre-revolutionary way of life. Their goal is not to radically alter the 

entire structure of a society, but to overthrow a regime that is perceived as ineffective. Although 

such revolutions can be violent, they typically do not escalate into civil war because revolutionaries 

cannot guarantee a sufficient radicalization and sufficient number of rebels willing to sacrifice 

their lives because of people’s accumulated resources, including physical assets and human capital, 

as well as more peaceful values. Translating this into the rational choice theory, the costs of armed 

uprising are much higher in comparison with the previous stage of “chains”, while the potential 

benefits are lower. Consequently, the risks that protesters are willing to accept are smaller, which 

drives them to choose unarmed tactics that are less risky than engaging in civil war. Conversely, 

at the middle-income level, state capacity increases, which makes the government more effective 

at responding to armed struggle. Consequently, state capacity in medium-developed countries 
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serves to preclude the possibility of armed rebellion, but the benefits from revolution remain 

considerable, allowing groups to pursue their objectives through unarmed rebellion while armed 

tactics become ineffective. 

In the final stage, governments have more resources and a prepared structure to counter 

revolutions. Citizens are often unwilling to participate in the possible redistribution of resources 

in case of a successful revolution, which can lead to mass episodes of instability in these countries 

that is too costly. Thus, on the one hand, states have accumulated enough resources to resist any 

illegal methods of overthrowing, and on the other hand, they have created institutional mechanisms 

to suppress rebellion: be it democratic mechanisms, when the “the ballot box has been the coffin 

of revolutionaries” (Goodwin 2003, 67), or mechanisms for repression, co-optation or 

intimidation, which are used by modern autocracies (Guriev and Treisman 2022). Indeed, it was 

found that high income stabilizes all types of regimes (Kennedy 2010) and “can buy off part of the 

increase in revolutionary support when freedoms are constrained” (MacCulloch and Pezzini 2010, 

330). Therefore, it is more probable that groups would utilize the available institutional channels 

as a primary means of achieving their objectives, rather than adopting more risky strategies.  

To illustrate this point, consider the "echo" of the Arab Spring in Saudi Arabia. In this 

instance, a strong state with a high income suppressed the movement in its infancy, preventing it 

from forming a cross-class coalition as it was in Egypt or Tunisia. A "Day of Rage" in Saudi Arabia 

was scheduled for March 11, 2011, approximately one and a half months after the fall of Ben Ali's 

regime in Tunisia. The demands of the demonstrators were maximalist, encompassing the 

establishment of a democratic parliament and an independent judiciary. Nevertheless, on the 

designated date, only one individual appeared at the demonstration in the capital, which was 

disseminated on social media. He was promptly apprehended. In the following days, some other 

protests were held, with hundreds of people in attendance. However, the primary demand was for 

the release of political prisoners. The government responded rapidly, dispersing the protests and 

announcing a significant social program. Among other measures, this program included the 

immediate payment of two months' salaries to civil servants and discounts on education, as well 

as substantial infrastructure investments (Mabon 2012). This marked the finishing point of the 

Arab Spring in Saudi Arabia. The state, which possessed significant resources in contrast to 

Tunisia or Egypt, was able to swiftly finance loyalty.  

Thus, there are two contradictory trends in economic development. On the one hand, it 

increases the resources required by the state to prevent illegal displacement and makes revolt costly 

for potential rebels. On the other hand, it develops infrastructure and resources for civil resistance 
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and gives rise to the politicization of a society and the demand for political rights and participation. 

Accordingly, the probability of unarmed revolutions is lower in low-income and high-income 

countries, while in the middle-income countries the risks of unarmed revolution are at their highest. 

This assertion can be operationalized as an inverted "U-shaped" relationship between GDP per 

capita and the probability of unarmed revolution. Consequently, the following hypothesis is put 

forth for consideration:  

H: GDP per capita has inverted “U-shape” link with probability of unarmed revolution 

occurrence 

Materials and Methods 

Dependent and Independent variables 

As dependent variables I use binary indicators for a start of unarmed revolution from 

different databases. The first one is Nonviolent Action NAVCO 1.3 that covers period from 1900 

to 2019 and as a unit has a campaign, which, as I stated before, is revolution. The second source 

for dependent variable is combined datasets by M. Beissinger (2022) and by Goldstone, Grinin, 

Ustyuzhanin and Korotayev (2023). The first one covers period from 1900 to 2014, while the 

second one has years from 2000 to 2022 and includes all Beissinger’s cases from 2000 because of 

the same coding procedure. Thus, I join those datasets at 2000 year. The dependent variable from 

combined dataset is also a start of unarmed revolution.  

The principal dissimilarities between the NAVCO and Beissinger datasets pertain to the 

coding methodology. The NAVCO dataset includes what might be considered "quasi-

revolutionary" episodes and occasionally marks the emergence of opposition organizations as the 

start of revolution. In contrast, the second dataset includes "pure revolutions" and codes the start 

year as the moment of mass struggle. To illustrate, the Egyptian Revolution of 2011 is coded in 

NAVCO as the "Anti-Mubarak movement," with the start year designated as 2007. This year saw 

the occurrence of protests against constitutional reforms and during elections to the Shura Council 

(the upper house of Parliament). In contrast, the main protests, which were triggered by the 

Tunisian Revolution, commenced in 2011 (Lynch 2013), which is typically regarded as the start 

year of the Egyptian Revolution. 

Secondly, “quasi-revolutionary” episode is event with “mass mobilization, but there are no 

demands to overthrow the government, or sufficient efforts are not made to overthrow the 

government and seizing power (there is no evidence that there have been serious attempts to 
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overthrow the government and seize power)” (Goldstone, Grinin, and Korotayev 2022, 7)10. One 

of the examples is “Denim revolution” (or the so-called “Jeans Revolution”) in Belarus (2006) that 

is post-election anti-Lukashenko protests that took place just a few days in March 2006, in most 

of which the number of participants was only a few hundred (Korosteleva 2009), and no serious 

attempts to take power were undertaken. One can also consider “Dissenter's March” in Russia in 

2007-08 (Beissinger 2022) or “Kefaya” movement in Egypt in 2000–2005 (Clarke 2011) with no 

attempts to take political power. Such events are considered as campaigns in NAVCO (then, 

included to the dependent variable), but are not taken into account by Beissinger and Goldstone et 

al. as seemed as episodes with no revolutionary claims and attempts to overthrow the regime by 

illegal methods. This fact explained the lower number of events in the second dataset (126 unarmed 

revolutions) compared to NAVCO (239 nonviolent campaigns) from 1950 to 2019.  

Besides that, several studies have shown similarity of discussed databases in terms of 

produced empirical results (Goldstone et al. 2023; Ustyuzhanin and Korotayev 2023). This is due 

to the fact that the coding procedures employed are similar, although not identical. Consequently, 

they are comparable and can be used for the operationalization of unarmed revolution. 

As the key independent variable, I use GDP per capita. That data is gotten from Gapminder 

(Gapminder 2024) that combines 3 different datasets on GDP per capita, namely Maddison project, 

Penn Tables and World Bank. The final variable is measured in international 2017 dollars in PPP. 

In the analysis, I use its logarithmic version to normalize it and make more comparable across 

units.   

Control variables  

The existing literature on revolutions, civil wars, and civil resistance has proposed a 

number of factors that may explain the start of revolutions. However, I limit the inclusion of factors 

due to concerns regarding the collider problem, although the majority of social indicators can be 

considered confounders.  

The first control variable is the level of democracy, which is known to impact income levels 

and revolutions. Furthermore, I introduce a quadratic term to capture the fact that anocracies 

(intermediate regimes as partial democracies or autocracies) are more prone to instability (Jones 

and Lupu 2018) and revolutions in particular (Korotayev et al. 2024). The operationalization of 

this variable is the Polity-5 index (Marshall and Keith 2020). The next confounder that is included 

                                                 
10 See also Beissinger (2022) for similar definition. 
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in models is also taken from the Polity-5 database and measures the durability of a regime in years. 

This indicator demonstrates the stability of a political system, which should affect both income 

levels and revolutions (E. Chenoweth and Ulfelder 2017). To normalize the data, I use a 

logarithmic version of the variable, adding one initially to all units, as 0 is included in the range. 

This makes the data more comparable across units. Another control variable is the level of 

corruption, which is obtained from the V-Dem dataset (Coppedge et al. 2021). This is 

operationalized as the executive corruption index, which has also been identified as an important 

variable in revolutionary studies (Beissinger 2022) which theoretically affects income level. 

Next 2 confounders are “modernization” variables that hugely connected to GDP per capita 

– urbanization level and mean years of schooling – and revolutions. Urbanization is sourced from 

dataset by Beissinger (2022), who covers period from 1900 to 2014, and World Bank (2023), from 

which I take information since 2014. In turn, data on mean years of schooling is provided by the 

United Nations Development Program (UNDP 2022). Also, I include measure of natural resources 

rent that affects both income level and revolutions, because it provides government with additional 

recourses increasing its state-capacity, on the one hand, and potentially making them more 

vulnerable due to dependency of economy on global market fluctuations, on the other. This 

variable is operationalized as crude oil production measured in kilowatt-hours per capita and taken 

from Our World in Data project (2024) that combined information from the Energy Institute 

Statistical Review of World Energy and The Shift Dataportal. I use its logarithmic version (adding 

1 initially to all units, because 0 is included to the range) to normalize it and make more comparable 

across units. 

Also I introduce population in the model, because majority of the studies has shown that it 

is one of the most import factors, explained significant part of the variance in revolutionary process 

(E. Chenoweth and Ulfelder 2017), while its effect on GDP per capita is negligible. I take this 

variable from World Population Prospects (United Nations 2022) and use its logarithmic version 

to normalize it and make more comparable across units.   

In addition, I include a measure of economic growth as a potential confounder, but use its 

5-year average rate. A sharp decline in the economy should increase grievances (Knutsen 2014) 

and restrict government resources, which in turn increases the probability of unarmed revolution. 

However, revolution also has a substantial impact on economic growth, causing market 

uncertainty, capital withdrawal, and so forth. Given that the data is measured in years, it is not 

possible to distinguish the impact of economic growth on revolution from the effect of revolution 

on economic growth. Consequently, the use of a lagged variable at time t-1 partially addresses the 
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reverse causality issue, yet abovementioned theoretical explanation of the effect of economic 

growth on revolutions, assuming an instantaneous effect, becomes untenable. Consequently, I 

utilize the average lagged economic growth rate, which operationalizes the unfulfilled expectations 

of the population. The variable is calculated based on the GDP per capita presented above.   

The final group of control variables is calculated from the dependent variables. The first 

control variable is a binary indicator of revolution in the same region (based on the UN subregion 

classification), which demonstrates the impact of a revolutionary wave. Furthermore, I include one 

more variable that is a lag for abovementioned variable to account for potential delayed effects, as 

evidenced by the Arab Spring, where the Tunisian revolution, which commenced in December 

2010, undoubtedly influenced subsequent revolutions in 2011. The second variable is the sum of 

past revolutions, which attempts to operationalize the concept of a "revolutionary tradition" and 

the existence of sustainable mobilization institutions within a given country.   

Finally, data covers period from 1950 to 2019 (the end of NAVCO 1.3 list of events) with 

the inclusion of countries with a population of at least 150,000 in 2019. For further details on the 

variables employed, see descriptive statistics in Supplementary Online Materials.   

Estimation procedure 

The dependent variable, revolutions, is rare events data – “binary dependent variables with 

dozens to thousands of times fewer ones (“events”) than zeros (“nonevents”)” (King and Zeng 

2001, 138)11. In that case ML estimator for logistic regression produces biased (King and Zeng 

2001) and potentially infinite estimates (Kosmidis and Firth 2009). To address this issue, I use 

mean bias-reducing score adjustment (Kosmidis and Firth 2009) to correct estimates and make 

them less biased and certainly finite. However, another strategy for dealing with rare events exists: 

reducing the number of “0” that leads to usual classification problem either “rare events” 

classification problem (King and Zeng 2001). To test the robustness of the results, I exploit this 

approach using several matching procedures (see supplementary online material; looking ahead, 

the results obtained by these two methods are not substantially different).  

To test the hypothesis about “U-shape” relationship between unarmed revolutions and GDP 

per capita, I introduce quadratic term to the models, as it is usually done. However, such an 

approach has its own limitations (Lind and Mehlum 2010; Simonsohn 2018), which mainly stem 

from the fact that the introduction of a quadratic term in the equation forces the model to estimate 

                                                 
11 In my dataset the percentages of observations with revolutions are 2.5% and 1.3% for NAVCO 1.3 and Beissinger 

& Goldstone combined dataset respectively (see Supporting Online Material with descriptive statistic).    
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a nonlinear relationship and in some cases the significance of the polynomial term is deceptive. In 

particular, “when the true relationship is convex but monotone over relevant data values, a 

quadratic specification may then erroneously yield an extreme point and hence a U shape” (Lind 

and Mehlum 2010, 110). Besides plotting marginal effects and adjusted predictions to address this 

issue, I also use non-parametric method that does not require any assumption about the type of the 

relationship (and then direct specification of the effect by introduction of second-degree 

polynomial) between income level and unarmed revolutions. As such method, I exploit random 

forest with quantile classifier (O’Brien and Ishwaran 2019), which is used for rare events data12, 

with G-mean performance metric (that is geometric mean of true positive and true negative rates) 

and entropy as splitting criteria.  

The presented data has panel structure with country-year as a unit of observation. To 

account for the structure of the data (as well as to reduce endogeneity problem due to omitted 

factors), I incorporate one-way fixed effects on time (years), because the goal of presented research 

is to analyze cross-sectional variance and then block time-variant variance, while two-way fixed 

effects theoretically suits only difference-in-difference design, blocking both time-variant and 

time-invariant variance of estimated effects (Kropko and Kubinec 2020)13. However, the 

introduction of fixed effects to logit model produces biased estimates. The usual strategy to deal 

with it is to estimate conditional model, but such a model does not provide substantive marginal 

effects estimates that is crucial in case of presented “U-shape” hypotheses. Based on this, I choose 

logistic model instead of conditional one accepting bias, which should be small due to relatively 

large number of observations in each fixed-effect group (Katz 2001). Moreover, I correct standard 

errors estimation using cluster robust standard errors on countries because observations in them 

are interdependent.  

Endogeneity concerns 

In the presented research design, I see following main sources of endogeneity: (1) reverse 

causality problem; (2) omitted confounders; (3) selection bias; and, finally, (4) omitted 

observations.  

                                                 
12 In machine learning studies, “rare events” problem is known as “two-class imbalanced problem”.  
13 It is also worth noting that I have conducted analysis using region FE (in UN subregion classification), which shows 

an effect of GDP per capita on unarmed revolutions generalized to cross-sectional units. In other words, it shows how 

dynamic of GDP per capita affects probability of unarmed revolutions (within-effect). To go ahead, in models without 

multiple imputations the coefficients are marginally significant, while in case of models estimated on imputed data, 

the results are highly significant. Thus, results are robust and endogeneity due to omitted time-invariant factors in the 

main analysis does not affect results substantially (what is also shown by matching with exact math on region and 

year, see Supplementary Online Materials).  
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To address the first issue with reverse causality, I use all variables with one year lag that at 

least makes estimation less suffering from endogeneity. The second and the third issues are 

foremost connected to the chosen control variables. Some of the presented variables can be 

theoretically both confounders and colliders: level of democracy can be the product of country’s 

development one can say, as well as education level or urbanization. In the main analysis, I use all 

presented variables, assuming that they are mostly confounders then colliders. However, to check 

resilience of GDP per capita estimates to all possible combinations of used control variables, I 

exploit Extreme Boundary Analysis (Sala-i-Martin 1997), which aggregate effect of independent 

variable across all possible model specifications with at least 4 control variables14. The results and 

more comprehensive description of this technic are discussed in the Supplementary Online 

Materials. To go ahead, GDP per capita as well as its quadratic term are extremely resilient to 

different combinations of variables.  

As usual in social sciences, there is a huge amount of missings in analyzed data15 that leads 

to endogeneity in case of not completely random pattern in missings. In the case of presented 

study, omissions become particularly critical, generating so-called “advanced democracy bias” 

when “poorer and less democratic countries are more likely to have missing data, causing listwise 

deletion to give rise to a particular selection problem” (Lall 2016, 415) that skewness the sample 

distribution and overrepresent developed countries, whereas “poorer” countries are of particular 

interest for the study, generating left tail of the proposed “U-shape” curve. To address this issue, I 

use multiple imputation technic via imputation algorithm Amelia-II (Honaker, King, and 

Blackwell 2011) that accounts for panel data structure to produce 50 imputed datasets16.  

Results 

Table 1 shows four models for both dependent variables: the first and the third models are 

estimated on original data with missing values, while the second and the fourth models are 

estimated on 50 imputed datasets. In the first and the second models for each dependent variable 

(M1, M1 imp, M3, M3 imp), GDP per capita is introduced without its quadratic term to model 

linear relationship. One can see that in all models this association is insignificant at any acceptable 

                                                 
14 I additionally include indicators for ethnic discrimination, inequality, “youth bulge” and manufacturing. Finally, I 

have a list with 14 control variables.  
15 After the listwise deletion from 10 183 original observation remains only 6 691 (about 65%).  
16 There exist a variety of methodologies for the identification of the number of imputed datasets. As demonstrated by 

Rubin (1987), five datasets are typically sufficient in most cases. Nevertheless, Von Happel (2009) proposes a more 

conservative strategy, whereby the number of datasets should be a percentage of the missing data. In turn, I employ 

an even more conservative strategy, creating 50 imputed datasets. The additional computational costs associated with 

this approach are outweighed by the enhanced efficiency and resilience of the estimates. 
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level of confidence, while the magnitudes of coefficients are approximately zero that replicates 

results of the previous research on this topic. In contrast, introduction quadratic term of GDP per 

capita (M2, M2 imp, M4, M4 imp) produces highly significant inverted “U-shape” relationship 

between income level and risks of unarmed revolutions.   

Tab. 1. Logistic regression models for “rare events” on unarmed revolutions occurrence, 

1950-2019 

 Dependent Variable: 

Variable 
NAVCO 1.3 Beissinger's data 

M1 M1 (imp) M2 M2 (imp) M3 M3 (imp) M4 M4 (imp) 

(Intercept) -6.64 -8.35 -21.69 -25.21 -6.76 -8.74 -24.27 -27.13 

 (-4.66)*** (-6.46)*** (-3.95)*** (-5.53)*** (-5.54)*** (-8.13)*** (-5.11)*** (-6.34)*** 

GDP pc, ln 0.09 0.17 3.6 4.09 0.09 0.2 4.16 4.48 

 (0.54) (1.07) (2.9)** (4)*** (0.63) (1.57) (3.85)*** (4.63)*** 

GDP pc, ln (sq)   -0.2 -0.22   -0.23 -0.25 

   (-2.85)** (-3.91)***   (-3.76)*** (-4.43)*** 

Population, ln 0.19 0.2 0.18 0.21 0.22 0.26 0.24 0.27 

 (3.76)*** (4.14)*** (3.72)*** (4.28)*** (5.34)*** (5.99)*** (5.81)*** (6.36)*** 

Polity -0.01 -0.01 -0.02 -0.02 -0.01 -0.01 -0.01 -0.02 

 (-0.91) (-0.75) (-1.36) (-1.22) (-0.83) (-1.07) (-1.12) (-1.4) 

Polity (sq) -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 -0.01 

 (-2.37)* (-2.04)* (-2.24)* (-1.79) (-4.62)*** (-4.58)*** (-4.26)*** (-4.17)*** 

Regime durability, 

ln 
-0.16 -0.18 -0.15 -0.17 -0.13 -0.13 -0.12 -0.12 

 (-1.97)* (-2.42)* (-1.84) (-2.39)* (-1.89) (-2.2)* (-1.79) (-2.15)* 

Urbanization <0.001 <0.001 <0.001 <0.001 -0.01 -0.01 -0.01 <0.001 

 (-0.31) (0.25) (-0.25) (0.49) (-1.42) (-1.13) (-1.32) (-0.99) 

Corruption 1.22 1.43 0.95 1.16 0.86 0.92 0.57 0.66 

 (3.15)** (3.61)*** (2.51)* (3.04)** (2.7)** (3.14)** (1.81) (2.33)* 

Education 0.07 0.05 0.06 0.04 0.09 0.08 0.08 0.07 

 (1.61) (1.36) (1.36) (1.08) (2.44)* (2.42)* (2.35)* (2.27)* 

Oil rent pc -0.04 -0.04 -0.04 -0.05 <0.001 -0.01 -0.01 -0.02 

 (-1.84) (-2.37)* (-2.09)* (-2.71)** (-0.06) (-0.87) (-0.31) (-1.24) 

Rev. in region (t) 0.67 0.56 0.66 0.54 0.28 0.37 0.26 0.34 

 (3.9)*** (3.3)*** (3.78)*** (3.14)** (1.69) (2.61)** (1.58) (2.44)* 

Rev. in region (t-1) 0.19 0.23 0.16 0.21 0.73 0.68 0.71 0.67 

 (1.05) (1.43) (0.92) (1.3) (4.48)*** (4.87)*** (4.44)*** (4.73)*** 

Rev. in the past 0.28 0.29 0.26 0.25 0.18 0.18 0.15 0.15 

 (5.08)*** (5.4)*** (4.62)*** (4.81)*** (3.68)*** (3.95)*** (3)** (3.2)** 

Economic growth, 

5-year average 
0.16 0.61 -0.51 -0.27 -0.66 0.59 -1.65 -0.56 

 (0.11) (0.52) (-0.35) (-0.23) (-0.38) (0.4) (-0.9) (-0.37) 

N 6 691 10 183 6 691 10 183 6 691 10 183 6 691 10 183 

Notes: ***p<0.001, **p<0.01, *p<0.05; all predictors are at t-1 except revolution in the region and revolutions in the 

past; z-statistics are in parenthesis; year fixed effects are included in all models; standard errors are clustered on 

countries; models with multiple imputations (imp) are based on 50 imputed datasets. 

 

As previously stated, the significance of both linear and quadratic terms cannot fully 

support the presence of a "U-shaped" link between variables. Figure 1 depicts the marginal effect 

(ME) of GDP per capita with conditions on its own values (from minimum to maximum values 

from the original dataset with a 0.2 step). The right-hand graph depicts the dependent variable 



 

 

16 

 

derived from the extended dataset by Beissinger, whereas the left-hand graph presents the 

dependent variable derived from the NAVCO 1.3 dataset. The lines on each graph represent the 

ME of the independent variable from models with a quadratic term estimated on the original data 

(M2 and M4, red line) and imputed data (M2 imp and M4 imp, blue line), respectively. It becomes 

evident that there is a significant inverted "U"-shaped relationship between income level and the 

probability of an unarmed revolution occurring. Initially, the probability of an unarmed revolution 

increases with income level, reaching a peak at a certain point in GDP per capita. Subsequently, 

the probability declines as income level continues to increase, reaching a negative significant 

effect. Moreover, this outcome is replicated for two dependent variables and remains consistent 

when imputed data are employed. In contrast, the impact is observed to be more pronounced when 

using imputed data. 

 
Fig. 1. Marginal effect of GDP per capita conditional on its values.  

Notes: red line shows models estimated on original sample with listwise deletion from Table 1, 

blue line shows models estimated on 50 imputed datasets; 95% CI is plotted.    

 

Figure 2 depicts the adjusted prediction of the probability of an unarmed revolution 

conditional on GDP per capita, which is a further visualization of the models presented in Table 

1. As can be observed, there is an inverted U-shaped relationship between GDP per capita and the 

probability of unarmed revolution.  
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Fig. 2. Adjusted predictions of probability of unarmed revolution conditional on GDP per capita.  

Notes: red line shows models estimated on original sample with listwise deletion from Table 1, 

blue line shows models estimated on 50 imputed datasets; 95% CI is plotted.    

Additional tests 

As an additional test, a random forest with a quantile classifier and the G-mean 

performance metric, along with entropy as the splitting criteria, was estimated. The partial effect 

of this model is presented in Figure 3. It can be observed that the replication of the "U"-shaped 

relationship between variables, which was not assumed a priori in the model, is still evident.  

 
Fig. 3. Partial effect of GDP per capita on probability of unarmed revolution estimated by random 

forest with RFQ classifier.  

Notes: red line shows models estimated on original sample with listwise deletion, grey lines show 

each model estimated on one of 50 imputed datasets, black line shows their mean.  
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Furthermore, additional tests were conducted, including extreme boundary analysis and 

matching procedures. A detailed description of the methodology and results can be found in the 

supplementary materials. In the context of extreme boundary analysis, both linear and quadratic 

terms of GDP per capita demonstrate extreme resilience to a range of variable combinations. The 

associated coefficients are found to be highly significant, with overall two-tailed p-values for both 

terms below 0.001. Conversely, GDP per capita, which is represented by a single term in most 

models (and models with a linear link only), is found to be insignificant. Its overall p-value is 

considerably higher than 10%. Consequently, the inverted "U"-shaped relationship between 

income level and the probability of unarmed revolutions is highly resilient to any model 

specification, while the hypothesis about its linear effect is rejected. In the case of a matching 

procedure with exact math on region and year (which is similar to introducing fixed effects for all 

dimensions), the results of the main analysis presented above are fully replicated. Both linear and 

quadratic terms have the theoretically expected signs, producing an inverted “U”-shaped 

relationship between the probability of an unarmed revolution and income level. Finally, if one 

modifies the strategy from exploiting time-FE to cross-sectional-FE, the coefficients are 

marginally significant in models without multiple imputations, while in models estimated on 

imputed data, the results are highly significant. Consequently, the results are reliable and the 

potential for endogeneity due to omitted time-invariant factors in the main analysis does not 

dramatically impact the results. 

Discussion 

The findings indicate a robust inverse-U relationship between income level and the 

probability of unarmed revolutions. This provides a novel perspective on the phenomenon of the 

middle-income trap. While the risk of civil war declines with income growth, it experiences a 

significant increase at the stage between low-income and middle-income. In particular, the 

probability of unarmed revolutions reaching a tipping point is highest in countries where economic 

stagnation is a significant concern. This, in turn, increases the likelihood of further revolutionary 

activity, which is not conducive to further development. 

One additional noteworthy conclusion from the presented analysis is indirect corroboration 

of one of the conclusions by Przeworski and colleagues (2000), namely that democratic transition 

is more probable at the middle level of development. Indeed, in the field of revolutionary studies, 

there is a widely held belief that unarmed revolutions are more probable to result in 

democratization in comparison with armed ones (Celestino and Gleditsch 2013; Kim and Kroeger 
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2019). Consequently, the probability is higher at this stage of development, where the risks of 

unarmed revolutions are higher. This paper proposes an inverted "U-shaped" relationship between 

GDP per capita and the probability of unarmed revolution, indicating that the highest risks are 

present at the middle level of development. 

It is important to note that the presented analysis is subject to several limitations. Firstly, it 

should be noted that revolutionaries may initially utilize non-violent methods of resistance, but 

may subsequently adopt armed means. This was evidenced by the transformation of the Northern 

Ireland Civil Rights movement into the Provisional Irish Republican Army movement (Beck, 

Bukovansky, and Chenoweth 2022). The selected dependent variables only capture the initial 

stages of the event, failing to account for subsequent developments in terms of tactics. Secondly, 

revolutionaries are heterogeneous and may employ completely disparate tactics simultaneously, 

despite being part of the same movement and espousing similar demands. Consequently, while the 

majority of protesters employ unarmed resistance, a minority may resort to armed tactics (so-called 

“violent flanks”, see (Erica Chenoweth and Schock 2015)), as evidenced by the case of the 2014 

Euromaidan revolution in Ukraine where about 30% of all protest’s events were violent or 

confrontational (Ishchenko 2016). Thirdly, unarmed revolutions themselves are highly 

heterogeneous in terms of the tactics employed. As demonstrated by Kadivar and Ketchley (2018), 

in the majority of nonviolent campaigns, protesters utilize sticks, stones, and Molotov cocktails, 

which cannot be considered nonviolent tactics. One can consider the distinction between the 

Egyptian Revolution of 2011, which involved numerous attacks on police stations (Ketchley 

2017)17, and the Velvet Revolution in Czechoslovakia in 1989, which was bloodless and under the 

slogan "We do not want violence," which became the leitmotif of the revolution (Wheaton and 

Kavan 2018). It is evident that the group of "unarmed" revolutions is not homogeneous and 

therefore requires further research. Nevertheless, the within-variance in unarmed revolutions' 

tactics is still considerably smaller than the difference in tactics between unarmed and armed 

revolutions. 

Conclusion 

The objective of this paper is to reconcile the disparate results observed in previous studies 

regarding the effect of income level on unarmed revolutions. This paper demonstrates that there 

are two contradictory trends in economic development that explain the insignificance of the linear 

                                                 
17 Kadivar and Ketchley (2018, 10), for example, described hand-to-hand fighting during Egyptian revolution on 2 

February, where “anti-regime protestors and pro-Mubarak forces exchanged stones and Molotov cocktails in a 

protracted street battle that lasted into the following day”. 
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effect of income level, which has been replicated many times by other authors. This has led them 

to conclude that the role of "state-capacity" and "opportunity-cost" mechanisms is negligible in 

the context of unarmed revolutions and civil resistance campaigns.  

On the one hand, economic development increases the resources required by the state to 

prevent illegal displacement and makes revolt costly for potential rebels. Conversely, economic 

development facilitates the growth of infrastructure and resources for civil resistance, which in 

turn politicizes society and increases the demand for political rights and participation. 

Consequently, the probability of unarmed revolutions is lower in low-income and high-income 

countries, while in middle-income countries the risks of unarmed revolution are at their highest. 

This assertion can be operationalized as an inverted "U-shaped" relationship between GDP per 

capita and the probability of unarmed revolution.  

Utilizing two independent datasets to define revolutions and employing distinct 

methodological strategies, I have identified robust support for the inverted “U-shaped” relationship 

between income level and the probability of unarmed revolutions. In other words, initially, the 

probability of an unarmed revolution increases with income level, reaching a peak at a certain 

point in GDP per capita. Subsequently, the probability of an unarmed revolution declines as 

income level continues to increase, reaching a negative and statistically significant effect. 
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