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IIpeaucinosue

22-# BBITYCK exerofHuKa «KoMmbioTepHas JUHTBUCTUKA W HUHTEJJIEKTyaJbHbIE TEXHOJOTUW» COAEPKUT
n3bpaHHble MaTepuasbl 29-i1 MeXX/yYHapOAHOM OHIaiH-KoHbepeHnU «/luanors. B 2023 rogy aas mybauKanuu
B OCHOBHOM TOMe COOpPHUKA peAKojierueit 6ein oTobpanbl 54 gokaaza u3 120, MofaHHBIX HAa KOHbEpPEHIIHIO.
PaboTel, IpeicTaBIeHHbIE B COOPHUKE, OTPAXKAIOT Te HANpaBJIeHU UCCAEJOBAaHUN B 00J1aCTH KOMIIBIOTEPHOT'O
MOZIeIMPOBAaHUA U aHAJIU3a €CTECTBEHHOTO S13bIKa, KOTOPBIE 110 TPaAUIIUHY IIpecTaBAAI0TCA Ha Jluaore:

* HHTe/NIeKTyanbHbIi aHanu3 foKyMeHTOB (Intelligent Document Processing): kinaccudukaius,
Name Entity & Relation Extraction, cammapu3saius, reHepanus, aHaJIu3 TOHAJIbHOCTH, Argumentation
Mining, Propaganda & Fake News Detection, etc., MyJTbTUMOZaIbHBIE TIOAXOAbI (COBMECTHOE
ucnonb3oBaHue mozesneit NLP u Computer Vision);

¢ T1y60KOe 06ydyeHHe B KOMIIbIOTEPHOI JUHTBUCTUKE: METOAUKY IPUMEHEHU I HEUPOHHBIX CeTel
B HCCJIEZIOBAHUAX, COZlepKaTeIbHAA MHTePIIpeTaIU;

* KommnbloTepHbIe JUHTBUCTUYECKHE PeCcypChl: HOBBIE JaTaCceTHl U HOBBIE CIleHapUH U TUIIBI pa3MeTKH,
Evaluation Benchmarks;

* KowmmbloTepHbI# aHanus Social Media;

* KopnycHas IMHTrBUCTHKA U KOPILyCOMETPHS: METOAUKY CO3/JIaHUs, MCIIOJb30BAHUA U OI[EHKU KOPITYCOB;

* KoMmnblOTEepHas cCEMaHTHUKA: aHAJUTUYECKUE U JUCTPUOYITMOHHBIE MOJIETH, CBSI3b MEX/y HUMU;

* JIMHIBUCTUYECKHE OHTOJIOTUY U aBTOMaTHUYeCKOE U3BJIeUeHNe 3HaHUH;

e MynabTHUMOZANTbHASA KOMMYHUKALUSA: aHATUTUIECKYE 1 HEiPOHHBIE MOZIEIN PeYeBOTO aKTa;

* Mozenu o6IIeHNA U TUAIOTOBbIE aTr€HTHI;

¢ JIMHTBUCTUYECKUI aHaIU3 TEKCTa: MOPPOJIOTUS, CHHTAKCUC, CEMAaHTHUKa (MO/ie T aHaI13a);

* KoMIbloTepHas JEKCUKOTpadusi;

¢ TloseBasi KOMIObIOTEPHAA JUHTBUCTHUKA: IpUMeHeHUe MeToA0B NLP /151 MasiopeCcypCHBIX S3BIKOB.

B cooTBeTCTBUM C TpaAuIUAMU «/luanora», KoHGpepeHIMU 10 KOMIbIOTEPHOU TUHIBUCTUKE C MIOYTH TIOJTY-
BEKOBOI UCTOpUEN, 0T60p pabOT OCHOBBIBAETCSA Ha IIPEJCTABIEHUH O BAXXHOCTH COeJUHEHUs HOBBIX METOJOB
U TeXHOJIOTUI aHaJ/i3a A3BIKOBBIX ZAHHBIX C IOJHOIEHHBIM JIMHIBUCTUYECKUM aHaau3oM. Jluasor Asisgerca
ne-bakTo kpynHeHnuM GpopyMoM o IpobieMaM CO3JaHus COBPEMEHHBIX KOMITBIOTEPHBIX PECYPCOB, MoAeeN
Y TEXHOJIOTHH JJIf PYCCKOTO s3bIKa, IO3TOMY KJIIOUEBBIM COOBITHEM «/lHajiora» BJAdeTCs IIOZBeleHIe UTOr'OB
TEXHOJIOTUYECKUX COPEBHOBAHUI MeXAy pa3paboTYMKaMHU CHUCTEM JIMHTBUCTUYECKOTO aHaIM3a PyCCKOSI3bIU-
HBIX TeKCTOB — Dialogue Evaluation. B 3TOM rofy coCTOSINCEH 4 CODEBHOBAHUSA:

* RuCoCo: CopeBHOBaHUE 10 pa3pelieHno KopedepeHIuH;

* RuSentNE: CopeBHOBaHUe 10 aHAIN3Y TOHAJIbHOCTU K UMEHOBAaHHBIM CyIIIHOCTSAM B HOBOCTHBIX TEKCTAX;
* RECEIPT-AVQA: CopeBHOBaHUe II0 I'eHEPAI[UK OTBETOB Ha BOIIPOCHI K N300paKeHUSM;

e SEMarkup: CopeBHOBaHMeE 110 aBTOMAaTUYECKON CEMaHTUYECKOHN pa3MeTKe.

CraTby B COOpHUKe ITyOJIMKYIOTCA Ha PYCCKOM M aHIVIMICKOM fA3bIKaX. [Ipu BbIOOpe s3bIKa IyOIMKALMU Jel-
CTBYeT cleflytollee IIPaBUJIO:

* JIOKJIQZIBI IO KOMITBIOTEPHOM JIMHTBUCTUKE MTOJAIOTCS HA aHTJIUMCKOM SI3bIKe. DTO pAaCIIUpPseT UX ayAUTOPUIO
Y TIO3BOJISIET IPUBJIEKATH K PELEH3UPOBAHUIO MEXIYHAPOJHBIX KCIIEPTOB;

* JIOKJIaZibl, TTOCBAIEHHBIE JUHI'BUCTUYECKOMY aHAIN3y PYCCKOTO fA3BIKA, IpeAIoJarampie 3HaHUe 3TOTO
SI3BIKA Y YMTATEJIS, MOJAI0TCS Ha PYCCKOM si3bIKe (C 006s13aTeIbHON aHHOTAIUElN Ha aHIJIUHCKOM).

HecMoTps Ha TpaJULIMOHHYIO IIUPOTY TEMATUKU MIPEeACTaBIEHHBIX Ha KOHpepeHIINHU 1 0OTOOpPaHHBIX B c60p-
HUK /JOKJIaZlOB, OHU He MOTYT ZaTh IIOJTHON KapTUHBI HalpaBiaeHuH «/lnanora». Ee MOXXHO IMOJIYYUTD C IIOMOIIBIO
caiita KoHGepeHInN , Ha KOTOPOM IIpe/ICTaBJIeHbl OOUIMPHEBIE JJIEKTPOHHBIE apXUBHI «/luajo-
T'OB» TIOCJIEZIHUX JIET U BCE PE3YJIbTATHI IPOBEJEHHBIX TecTUpoBaHuii Dialogue Evaluation.

Msei obpaillaeM BHUMaHUE aBTOPOB U yuTaTesnell cbopHuKa, uyTo ¢ 2018 roga PesicoBeT OTKasascs OT mevaTh
cbopHuKa Ha bymare. Bce cO0pHUKY pa3MelnarTcs Ha calite KoHbepernnu. C 2014 roga ocCHOBHOM TOM WH/EKCUPY-
10TCA Scopus.

IIpoepammuulii komumem xoHdepeHyul «/Juanoez»
Pedkonneeus cbopHuka «<KomnvromepHas AUH28UCMUKA U UHMEANEKMYATbHbLE MEeXHOJI02UU»
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PenieH3eHTHI

Aszaposa lpuHa BrazumupoBHa
AnppuaHoB AH/peii ViBaHOBUY

AnTOHOBa AslekcaHzpa AleKcaH/pOBHA

BapanoB AnaTonuii HukonaeBua
benukos Binagumup ViBaHOBUY

borzanosa-bernapan Haranba BuktoposHa

Borycnasckuii Virops MuxaiioBud
Bypues Muxau CepreeBud
BacuibeB Butanuii 'eHHaibeBUY
I'yceB Unbsa OneroBud

Zlo6poB Bopuc BUKTOpOBUY

JlobpoBosibckuii Bragumup AHZpeeBrY

JobpoBosnbckuii JiImutpuii OneroBud
KapkoB AHzipeit AnexaHpOBUY
3anu3HAak AHHa AHZpeeBHa

3axapos Jleonus MuxaisioBud
3osoTyxuH Jlenuc JleHucoBu4
VBanoB Bragumup Bragyumuposud
VBoiinoBa AnekcaHgpa MuxaiijoBHa
WnbpBoBCcKUY JIMUTpHUil AleKceeBUY
Nupen6om EBrenuii MuxaiimoBua
WubkoBa Onbra IOpreBHa

WowmauH Jleouuns JleitboBud

Knoce Mapusa liBaHoBHa
Knermmmackuit Ogyapsa CTaHUCIaBOBUY
Kinauko Enena JleoHHj0BHA

Kusases Cepreii BrazuMupoBud
Kob6o3eBa VMpuna MuxaiiioBHa
Kosepenko Esnena bopucosHa
KonoTeB Muxau BsueciaBoBu4
KopoTtaes Huxkonait AnekceeBud
KorenbHukoB EBrennii BsueciaBoBud
KoToB ApTemuii AnekcaHZpOBUY

Kyparos IOpuit MuxaiinoBud
KyTty3soB Auzpeit Bopucosud
JlanomuHa AHTOHMHA HukonaeBHa
Jlesontuna Mpuna bopucosna
Jlob6aHoB bopuc MedoabeBry
JloruHOB Bacuiuii BacuibeBuy
Jlykamesny HaTtaiba BaseHTHHOBHA
Masnadees Anekceit FOppeBuy
MutpodaHoBa Osbra AsekcaHzpoBHA
Muuypuna Mapusa AnekcasH/[poBHa
Heponyxko AHHa

Hukumuna ViprHa FOppeBHaA

OpsoB EBrenuii AHaToIbeBUY
[Tazenbckasa AHHa ['epMaHOBHA
[lepeBep3eBa CBeTnaHa MiropesHa
[lerpoBa Mapusa BiaguMupoBHa
[Topnecckas Bepa McaakoBHa
Priraes MBan IleTpoBr4

Cenereii Bragumup ITaBnoBud
Cirocapb Hatanua AHaTosbeBHa
CMupHOB l1BaH BajleHTUHOBUY
CMmypoB VBaH MuxaiiioBuy
TareBocos Cepreli ['eoprueBud
YpeicoH Enena BaaguMmupoBHa
deznoposa Onbra BukTopoBHa
®enoreHosa AneHa CepreeBHa
Xoxsosa Mapusa BirazumuposHa
LuMmMepsuHTr AHTOH BraguMuposud
[TaBpuHa TaTbana OseroBHa
lamapauna TaTbsAHa BAyecniaBoBHA
[MTapos Cepreit AleKCaHAPOBUY
fnko TaTbaHa EBrenneBHa
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Abstract

An updated annotation of the Main, Media, and some other corpora of the Russian National Corpus (RNC)
features the part-of-speech and other morphological information, lemmas, dependency structures, and constituency
types. Transformer-based architectures are used to resolve the homonymy in context according to a schema based
on the manually disambiguated subcorpus of the Main corpus (morphology and lexicon) and UD-SynTagRus (syn-
tax). The paper discusses the challenges in applying the models to texts of different registers, orthographies, and
time periods, on the one hand, and making the new version convenient for users accustomed to the old search
practices, on the other. The re-annotated corpus data form the basis for the enhancement of the RNC tools such as
word and n-gram frequency lists, collocations, corpus comparison, and Word at a glance.
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Annoramus

Ob6uossienune pazmerku OcuoBaoro, ['azerHoro u psizia npyrux kopirycoB HarpoHasibHOro Kopiryca
pycckoro aspika (HKPA) kacaerca nadopmanum o 9actu pedn, 1pyrux MOPQOJOraIecKrX IIPU3HAKAX,
JileMMax (CJI0BapHBIX (OPMax CJIOB), CTPYKTYPaAX 3aBUCAMOCTEH [IPE/IOZKEHIS U TUIIAX COCTABIIAIOIIUX.
st pa3pelenust JITHIBUCTHYECKON HEOJHO3HAYHOCTH B KOHTEKCTE HCIIOJIB3YIOTCS HEUPOCEeTEBBIE ap-
XUTEKTYPbI Ha OCHOBe TpaHcdOopMepoB. PasMeTka BOCIPOU3BOAUT CXEMY, IPUMEHSIEMYIO B IIOAKOPIIyCe
OCHOBHOTO KOpITyCa CO CHATOH BPYHYHYIO PAMMATHYIECKON oMoHNMEEH (Mopdosorus u jemmbr) u UD-
SynTagRus (cunrakcuc). B craTbe paccMarpusaroTcs npobseMbl OPUMEHEHHsI MOJEsIeil K TeKCTaM,
HAIIMCAHHBIM B Pa3JINYHBIX (PYHKIIMOHAJIBHBIX CTUJISX, Opdorpadusix u B pasHble MEPUOIBI BPEMEHU.
Ilockosbky B psizie ciaydaeB TEKCTOBOMY (bparMeHTy B 33/[AHHOM KOHTEKCTE MOXKHO COIIOCTaBUTH OoJiee
OJTHOTO TEOPETUIECKH BO3MOXKHOTO JIMHTBIUCTUYIECKOTO pa3bopa, HEOOXOINMO MTPUHUMATh BO BHUMAHWE
MOJJIEP>KKY MHOXKECTBEHHBIX pa3bopoB. Kpome Toro, obCy»K1ai0Tcsi BOIPOCHI COBMECTUMOCTH CTApPOM
¥ HOBOM pa3METKHM B IJIAHE aJAlTAINN MOTH30BATEIEH K HOBOMY MMOMCKOBOMY (DYHKIIMOHAJIY KOPITyCa.
ABTroMaTruecKu AU3aMOUTyHMPOBAHHbBIE JAHHBIE OOJIBITUX KOPILYCOB IIO3BOJIMJIN YJIYUIIUTH CYIIECTBY-
oIre U pa3paboTraTh HOBbIE CEPBUCHI TOUCKOBO mrardopmbl HKPY, Takme Kak dacToTHBIE CIIMCKH
CJIOB U N-TpaMM, KOJIJIOKAIINH, CDABHEHIE KOPIIYCOB U IIOPTPET CJIOBA.

KroueBsie c10Ba: aBTOMATHYIECKOE PA3PEIEHNE JIEKCUKO-TPAMMATHIECKON HEOTHOZHATHOCTH, MOD-
dostornueckasi pa3MeTKa, CHHTAKCUIeCKasi pa3MeTKa, PYCCKU A3bIK, HalmonaapHbIi KOPIIYC PYCCKOTro
SI3BIKA

1 Introduction

For almost 20 years, the lexico-grammatical annotation of the Russian National Corpus (RNC) existed
in three formats. (1) In the Syntactic corpus (SynTagRus, 1.4 MW), each word was provided with
one and only one morphological and lemma analysis appropriate in context, and each sentence was
analysed as one syntactic dependency tree. (2) In the the manually disambiguated subcorpus of the Main
corpus ("Snyatnik", 6 MW) and in the Educational corpus (0,6 MW), only morphology and lemmas were
analysed based on a somewhat different tagset and grammatical dictionary compared to SynTagRus. The
majority of historical RNC corpora were annotated generally in the same way and oriented on their own
markup schemas, tagsets, and dictionaries. (3) Finally, there were no disambiguation in the largest part
of the modern Russian texts (more than 1 billion words) and Church Slavonic texts (5,3 MW): each word
corresponded to as many analyses as the grammatical dictionary stores, regardless of the context. If the
word form of a modern language is not attested in the dictionary, the MyStem hypothesis module assigns
a few of the most probable annotations to it (Segalovich, 2003; Zobnin and Nosyrev, 2015).

One of the objectives of the Corpus 2.0 project (2020-2022) was to add syntactic annotations and
resolve lexical and morphological ambiguity in modern Russian texts. Firstly, this allows users to con-
straint the search window by defining syntactic relations between elements or setting up a certain type
of clause or phrase within which the elements should occur. Secondly, this makes it possible to signi-
ficantly reduce the number of irrelevant examples in the search output. Thirdly, other search facilities
such as lexical groups-based search, frequency lists, collocations, associated words, etc. definitely be-
nefit from the less noisy annotation input. Fourthly, the use of syntactic n-grams based on dependency
parses (Goldberg and Orwant, 2013) in addition to ordinary sequential n-gram opens the way to a new
kind of high-quality tools for researchers. All these changes also involve technical improvements in the
infrastructure of the corpus search engine such as reducing the size of the search indices and the time
spent performing the calculations, extending the amount of annotated data and information conveyed to
the user.

2 Related Work

The approaches to the three grammar tasks that form the basic NLP pipeline, namely, part-of-
speech/morphological tagging, lemmatisation, and dependency parsing, rapidly developed for the last
half a century (Hann, 1974) (Spyns, 1996) (Aduriz et al., 1996) (Branco and Silva, 2003) ] (Qi et al.,
2020) (Kumar et al., 2022). Currently pipeline models that combine part-of-speech/morphological tag-
ging, lemmatisation , and parsing, dominate the landscape (Straka and Strakovd, 2017) (Kondratyuk,
2019) (Kanerva et al., 2021). However, despite this pursuit to develop the language-independent tagger
for benchmark datasets (Toleu et al., 2022) that provide satisfying for all the included languages, yet
moderate for each of them results, there is a growing concern that low-resourced language NLP, and
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probably NLP in general, is going to suffer from the trend (Alonso-Alonso et al., 2022). Frw works
clearly state the intention to make a universal tagger, which is based upon the multi-lingual training and
switching parameters to fine-tune for a single language (Ustiin et al., 2020). The models, trained for the
particular task-language pair, still seem to deserve attention, as (Dyer, 2022) states for the case of Wolof
language.

Automatic morphological tagging systems currently employ the pair of dominating approaches, the
single-language rule-based one (Gambick, 2012), and the machine learning-based one, which can as-
sume both monolingual (Berdicevskis et al., 2016) (Qi et al., 2018) (Qi et al., 2020) (Scherrer, 2021)
and multi-lingual (Straka and Strakova, 2017) forms. Instead of targeting the multi-lingual level, now
morphological tagging shifts into the multi-lect one to be able to deal with the very close (Obeid et
al., 2022), yet significantly different lects, as is the cast with Arabic (Inoue et al., 2022) (Fashwan and
Alansary, 2022). This also provokes a lot of discussion for morphological tagging of low-resouced lan-
guages (Blum, 2022) (Wiemerslage et al., 2022). The discussion about data quality takes place within
the common morphology tagging discourse (Muradoglu and Hulden, 2022). New methods are being
developed, for instance, graph-based part-of-speech tagging (ImaniGooghari et al., 2022), or using com-
pressed FastText models (Nevéfilova, 2022). Specifically concerning Russian, joined morphological
analysis and morpheme segmentation models were proposed recently (Bolshakova and Sapin, 2022).

Lemmatisation follows the same patterns that morphological tagging does. Currently, there is a divi-
sion between the universal lemmatisation tools (Straka and Strakovd, 2017) (Bergmanis and Goldwater,
2018) (Kanerva et al., 2021), and language, or domain-specific (Fernandez, 2020) The sequence-to-
sequence architecture (Sutskever et al., 2014) (Cho et al., 2014) prevails now, and within it the encoder-
decoder transformers dominate (Lewis et al., 2020) The ensemble models that enhance lemmatisation
efficiency with external resources (Milintsevich and Sirts, 2021) are gaining popularity (de Graaf et al.,
2022)

Dependency parsing is probably the most dynamically developing area of the three, as it still presents
the highest challenge of the three for the automated corpus tools. New methods are constantly being
implemented: the last three years witnessed a combination of the second-order graph-based and headed-
span-based projective dependency parsing (Yang and Tu, 2022), the domain adaptation (Li et al., 2022)
and the dependency parsing being treated as machine reading comprehension (MRC)-based span-span
prediction (Gan et al., 2022) and using structure preserving embeddings for dependency parsing (Kadar
et al., 2021) The state-of-the-art method, biaffine parsing, is modified (Xu et al., 2022). The previously
under-utilised concepts, such as nuclei (semantically independent units consisting of a content word to-
gether with its grammatical markers, regardless of whether the latter are realised in dependent words
or not (Basirat and Nivre, 2021)), are introduced to the frameworks. The data augmentation techniques
are implemented to enhance the performance of the models (Goodwin et al., 2022). (Eggleston and
O’Connor, 2022) and (Langedijk et al., 2022) introduce cross-lect dependency parsing, getting in line
with papers that consider low-resourced languages (Tian et al., 2022) and zero-shot (de Lhoneux et al.,
2022) (Shi et al., 2022) dependency parsing. The issues of the dataset construction that affect evalu-
ation are discussed in (Krasner et al., 2022) Artificial performance inflation is a problem that should
be addressed across the pipeline of morphological tagging, lemmatisation and part-of-speech tagging
(Goldman et al., 2022).

3 Data for Training and Evaluation

We conducted experiments involving a diverse panel of text samples. A variety of genres, types, domains,
time periods of creation, and orthographies were presented in the following datasets for modern Russian
(1700-2020s):

* SynTagRus UD 2.8 - 1,1 M tokens (contemporary fiction, popular science, newspaper and journal
articles dated between 1960 and 2016, texts of online news etc.). This portion of the RNC Syntactic
Corpus converted to the Universal Dependencies (UD) format was the main training dataset used in
the GramEval-2020 shared task.

* SynTagRus UD 2015 - 400k tokens. An addition to the RNC Syntactic Corpus annotated in 2015-
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GramkEval-2020 (Taiga) | dev | test New RNC datasets dev test
fiction 1.0k | 1.0k prose-XX 104k | 20.0k

news 1.0k | 1.0k newspapers—XXI 7.8k | 14.4k

poetry 1.0k | 1.0k prose-XIX 41.7k | 80.7k

social 1.0k | 1.0k poetry-XIX 1.4k 1.4k

wiki 1.0k | 1.0k old-orthography 14.8k | 14.8k
old-orthography-XVIII | 6.1k 6.1k

Middle Russian: LEG | 16.5k | 39.0k

bezobrazov 519.0k

Table 1: Size of the validation and test sets, tokens.

2020; converted and added to UD v.2.9. New genres: wikipedia.

* Taiga - 200 k tokens. Modern text samples extracted from Taiga Corpus, MorphoRuEval-2017 and
GramEval-2020 shared tasks collections. Genres include electronic communication (VK, Twitter
and other social media, YouTube comments, questions & answers from otvet.mail.ru, reviews from
reviews.yandex.ru); poetry from stihi.ru (naive poetry) and RNC Corpus of Russian poetry; fiction;
news (lenta.ru etc.); wiki (Russian wikipedia). Taiga includes, among others, development and test
data of the GramEval-2020 shared task (modern Russian), which was subdivided into the following
subsets: fiction, news, poetry, social, wiki.

* newspapers-XXI - 34 k tokens. Samples extracted from the RNC National media and Regional
and international media corpora.

* prose-XX - 423 k tokens. Texts of the 20th c. and the beginning of the 21th c. in modern ortho-
graphy (RNC Main corpus). Fiction includes stories by V. M. Shukshin, I. V. Evdokimov, and M.
K. Pervukhin, non-fiction - diaries and memories, journalism covers general news, finance, church
news, recipes and tips.

* prose-XIX - 108 k tokens. Texts of the 19th c. in modern orthography (RNC Main corpus). The
dataset includes drama by A. V. Sukhovo-Kobylin, A. Pisemsky, M. Gorky, etc., fiction by N. V.
Gogol, S. T. Aksakov, E. A. Salias etc., non-fiction on history, hygiene, memories and essays.

* poetry-XIX - 50 k tokens. Samples from the RNC Russian Poetry Corpus written before 1917 and
provided in modern orthography.

* old-orthography - 108 k tokens. Texts of the 19th - early 20th cc. in pre-revolutionary ortho-
graphy (S. T. Aksakov, P. A. Kulish, M. Pogodin, A. Spaso-Kukotsky, N. I. Grech)

* old-orthography-XVIII - 6 k tokens. 18th century texts in old orthography (by Peter the Great,
S. Pufendorf, P. I. Pogoretsky, F. A. Emin)

As for historical Russian data (1400-1700s), we used official legal and business writing texts, as the
other RNC Middle Russian collections, like vernacular gramotki, were distinctly different in the occur-
rences of old grammatical forms and constructions, in phonetic features reflected in orthography, and in
genre-specific lexical distributions. We split the taken texts into two datasets:

* LEG(acy) texts written in 15th — 17th cc. (ca. 1.1 M tokens), and

* Bezobrazov - recently added to the RNC texts of the latter half of the 17th c. from Bezobrazov‘s
archive (500 k tokens).

Table 1 summarises the size of the development and test data used in experiments. In the experiments
reported below, the models were trained on a joined modern Russian training dataset (1700-2020s) or
historical Russian data (1400-1700s).

All data are presented in the CONLL-U format and annotated according to the Russian UD-Ext scheme
(Lyashevskaya, 2019). This scheme assumes the use of a standard inventory of the UD-Russian depend-
ency relations and common RNC and UD policy for lemmatisation. Enhanced dependency relations are
not provided. To make morphological annotations of the RNC Main corpus and Russian UD compatible,
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the following features are added to the GramEval2020 and SynTagRus data and used in all new datasets:

* parts of speech: PRED for predicatives (eg. mootcro, xosodro, oswcann), ADVPRO for pronominal

adverbs (eg. mym), PREDPRO for pronominal predicatives (eg. nexozo), PARENTH for paren-
theticals (eg. xonewno), ANUM for ordinal numerals (eg. emopo).

» grammatical features: Transit={Tran,Intr} for transitivity, Case={Acc2,Loc2} for secondary cases,

Degree=Cmp2 for comparatives with the prefix po-, Anom=Yes for anomalous forms.

PoS-tags that are absent from the UD format were added by automatic replacement with the use
of wordlists. Some PoS-tags were added manually, e.g. ANUM for numerals written with numbers,
PRED for ambiguous words. PoS-tag disambiguation (e.g. xo.s0dHo - ADV vs. ADJ vs. PRED; maJio
NUM vs. ADVPRO vs. PRED) and corresponding correction of dependency relations were performed
manually. Necessary grammatical features were corrected or added using the wordlists and lists of tokens
with manual correction. The transitivity feature was manually checked in context with the dependency
relations correction.

4 Rubic: a Model for Tagging and Parsing

The study is divided into the following parts. In the first one we examine the previous results of the
GramEval-2020 shared task. From this data, we form our expectations for the next suitable model to
achieve in morphological tagging, lemmatisation, and dependency parsing. The second stage of the
research is the description of the new model, and its results on the GramEval data. In some tasks, the
model is challenged by the other models, specifically trained for this task on the particular dataset, to
explore the possible enhancements. The third part of the study is dedicated to the analysis of the key
errata that the proposed model makes, and whether the other models struggle with the same issues.

The model that we are starting with, our baseline, is the one that has been previously used for the
annotation of the RNC corpus data, gbic (Anastasyev, 2020), a winner of the GramEval-2020 shared
task. Qbic is a RuBERT encoder accompanied by three classifier decoders performing the part-of-speech
classification, lemmatisation, and dependency parsing, respectively. Lemmatisation is conducted in two
stages, with the classifier assigning the particular rule to a token, after which the rules themselves are
applied. Each lemmatisation rule specifies the number of characters to be cut and a combination of
characters to be added, thus comprising a total of 1000 to 2000 rules, depending on the amount of
training data (cf. also “less than 1,000 classes of rules in total” in (Michurina et al., 2021)). The rules
form in the following manner:

» Training set yields sequences of transformations that are required to transform a token into its
lemma (delete postfix/suffix of a certain length > add some sequence of characters to the end >
capitalise/decapitalise)

* We take the sequences of transformations that are met more than 3 times (to exclude noise)

* The remaining sequences become rules

Table 2 shows the performance of gbic on the re-annotated GramEval-2020 datasets. A standard
CONLL18 script was used to calculate accuracy scores for parts of speech (PoS), morphological features,
lemmas, and labeled attachment score for syntactic dependencies (LAS, basic relation inventory, ie.
nummod and nummod : gov are considered the same). The model performed in a satisfactory way in most
of the aspects. However, its performance on dependency parsing was below expectations. Non-standard
patterns in poetry, social media texts, and wiki presented an especially hard challenge for it. Additionally,
gbic was not robust in full morphological tagging and lemmatisation in the case of social media, poetry,
diaries, and encyclopedic texts, which contain abbreviations, non-standard punctuation, transcript notes,
rare named entities, and especially in the case of the RNC subcorpus of older orthographies (ca. 13M
tokens).

To meet this challenge, we present Rubic, a model that utilises the same architecture as gbic, with
enhancements, see Figure 1. For an encoder, we use sberbank-ai/ruBert pretrained on 30 GB data. In
our model, the lemmatisation module receives additional information from the part-of-speech tagging
classifier. Rubic checks lemma candidates against a supplementary dictionary compiled manually. The
dictionary is a pair of lemma and part of speech, split by tab, e.g. asmomamuszm NOUN. Besides that,
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Segmented sentence text (CoNLL-U)

premodern2modern
*BERT

Dependency parser Lemmatisation rules Morphological tagger
(classifier) classifier (classifier)

Search for the tree Dictionary-based
with the highest filter
probability

Rule-based =
i Dependency Morphological
ggrr:gttl;lilgr&cy « tree S & PoS tags

Figure 1: Key principles and architecture of Rubic.

Dataset fiction | news | poetry | social | wiki
PoS 98.0 | 96.6 | 96.9 94.7 | 92.7
Morph.features | 98.7 | 96.1 96.7 947 | 94.4
Lemmatisation | 98.0 | 98.2 95.3 96.0 | 93.6
LAS 89.6 | 91.2 81.4 80.7 | 78.1

Table 2: Accuracy score of gbic on GramEval-2020 dataset, %

the symbol sequences unlikely to occur in Russian texts are preprocessed. We specifically set up Rubic
to process data with non-standard orthography by implementing a graphic premodern2modern heuristic,
and mapping the tokens in older orthography to tokens in modern orthography.

We perform data augmentation when training Rubic. We use the calculation of “the lexical usefulness
weight” that prioritise the use of rare tokens for the further pipeline of data augmentation. If a sentence
contains two, and exactly two quotation marks, we add another sentence to the dataset, that contains
guillemets instead (we add 450 sentences via this heuristic). We use the heuristic of jo-fication, trans-
forming e into €, in words, where it is possible (we add more than 800 sentences via this heuristic).
We use the capitalisation heuristic, when the tokens are randomly capitalised for the purposes of better
recognition (we acquire nearly 2000 additional sentences via this heuristic. %; we take only 20% of the
sentences, generated by the previous heuristic).

With all these enhancements, the results of the model expectedly grow. We provide the difference
between accuracy scores in Table 3. Rubic improves in parsing, and some improvements can be seen in
tagging and lemmatisation. It underperforms on the fiction dataset, and wiki morphology presents it with
some challenges. All this may also signal about overfitting, so we use the other datasets of the modern
Russian language: CONLL18, and IWPT21. The results are presented in Table 4.

We also evaluated Rubic on the RNC test sets prepared specifically for the task of full corpus re-
annotation. The results are shown in Table 5. In all datasets, Rubic performs well on major and most
frequent part of speech categories such as verbs, nouns, proper nouns, prepositions, and coordinate
conjunctions. Noun case accuracy is above 98% in all datasets except poetry and old orthography-
XVIII. Mixing adjectives vs. participles, adjectives vs. adverbs is higher in the latter datasets and Taiga.
Annotation of predicatives and corresponding syntactic structures is problematic in poetry, fiction and
non-fiction written in the 20th c. and earlier, in which a wider variety of constructions and lexical fillers
is available. Expectedly, parsing quality drops on longer sentences, and non-standard symbols, non-
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Dataset fiction | news | poetry | social | wiki
PoS +0.1 +1.4 | +1.7 +1.0 | +0.5
Morph.features | -0.1 +0.3 | +0.1 +0.6 | -04
Lemmatisation | -0.3 +0.0 | +0.2 +0.6 | +0.5
LAS +0.5 | +0.8 +1.3 +0.3 | +42.8

Table 3: Change in accuracy score for Rubic compared to gbic, %, GramEval-2020 datasets

Dataset CONLL18 | IWPT21
PoS 99.23 99.14
Morph.features 98.27 98.19
Lemmatisation 97.49 97.83
LAS 95.51 95.47

Table 4: Accuracy score of Rubic on standard modern Russian datasets, %

standard place of punctuation marks and other non-letters, and out-of-vocabulary abbreviations misleads
the model.

S Lemmatisation: Further Experiments

Rubic, thus, does not overfit for GramEval-2020 datasets. However, we wanted to see if there is a
possibility to enhance its performance. To test this, we picked the lemmatisation task and trained two
BART-large-based lemmatiser models (Lewis et al., 2020). This is a sequence-to-sequence state-of-the-
art multilingual method that can help to reveal critical points in which Rubic needs enhancement.

The comparison is based on the following data: modern RNC datasets, historical LEG and Bezobrazov
datasets. Both Rubic and BART-large were separately fine-tuned for modern and historical data. The
results of comparison between BART-large and Rubic are in Table 6.

The news dataset witnesses a better performance of Rubic, by 0.1 per cent: the Rubic heuristics adapt
the model for the specific language variety. However, it seems that the texts of the Middle Russian period
require much more intricate heuristics, which leads to the striking 12 to 20, depending on data quality, per
cent difference between BART-large and Rubic accuracy in favour of the former. Overall, BART-large
beats Rubic by a significant margin of 0.4 to 3 per cent. The main challenges are non-standard ortho-
graphy and syntactic structures of XIX century poetry, which encourage a more generalising approach
of BART-large.

The Rubic model, despite implemented heuristics, is challenged by two main classes of words: non-
productive verb models (cxopbamo instead of ckopbems ‘mourn’), and proper names (/06065 instead
of JIrobosv ‘Lyubov’). The non-standard modern orthography also takes its toll: xacp@aa is returned
instead of nacpamsb ‘do not give a damn about smth’ likely due to the special symbol that was not
normalised. Sometimes model generates empty lemmata, due to the rule-based nature of its lemmatiser
module.

BART-large sequence-to-sequence architecture helps to deal with the aforementioned problems. It
still overgeneralises, creating the syntagmae, similar to -otco- in verbs (oorcomncea instead of oorceunca
’get fired by’), or choosing the more general ending, completely confusing the word class, cf. Cmouxa
instead of Cmouxas ’Stotskaja’. Generalisation also leads into the model being unable to deal with or-
thography issues (odd ¢ in ecmececmeernnoviti *natural’; odd o in -np-, cf. npedynopescderue instead of
npedynpesicdenue *warning’). Probably, the same factor leads to the appearance of hyphens in lemmas
for the words that were transitioned from string to string somewhere in the data, sometimes with charac-
ter replacing, for instance, in nen-avHuya instead of neneavruya *ashpot’. Compound pronouns, such
as nu o wém *about nothing’, often lose their negative particle (1u) part. The words that contain similar
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Dataset Taiga | newspa- | prose | prose | poetry | old ortho- old ortho-
pers-XXI | -XX | -XIX -XIX graphy | graphy-XVIII
PoS 97.8 99.0 | 989 | 99.2 97.4 98.9 95.8
Morph.features | 94.6 973 | 972 | 977 94.2 95.9 90.1
Lemmatisation 97.6 99.1 98.3 98.9 959 97.5 93.7
LAS 85.7 95.1 | 94.1| 94.6 85.6 94.0 83.7
Table 5: The accuracy score of Rubic on RNC datasets, %
Dataset Rubic, accuracy, % BART-large, accuracy, %
Taiga 97.6 98.0
newspapers-XXI 99.1 99.0
prose-XX 98.3 98.7
prose-XIX 98.9 99.3
poetry-XIX 95.9 98.9
old orthography 97.4 98.7
old orthography-XVIII 93.7 93.8
LEG(al) test, 1400-1700 85.4 98.0
Bezobrazov 73.8 85.0 (92.6 with normalisation)

Table 6: Lemmatisation accuracy scores for Rubic and BART-large models on RNC datasets. The best
results are highlighted in bold.

syllables, such as yapuuya *empress’, are often reduced to a single syllable, in this case, ya: probably, the
original BART-large dataset was trained to eliminate reduplication. The model clearly lacks knowledge
of how the lemmas in particular language should look, which leads to generating adjective lemmas that
after the adjectival affix -cx- have -us- instead of -ui-. The model often does not pay attention to the
morphology tagging (generated verb lemmas with Aspect=Perf tag often contain -weamo, which is a
strong marker of continuous aspect in Russian verbs; prefix no- for Degree=Cmp2 adjectives generated
lemmas).

BART-large experiments show that sequence-to-sequence is not a necessarily ideal solution. It appears
to be slow when annotating large amount of texts. However, this method reveals room for improvement
of models like Rubic, particularly when it concerns the dataset construction, non-standard orthography,
and low-productive paradigms, such as proper names and some verb classes. We are going to dedicate
further research to these particular issues.

6 Corpus annotation and future development

At the moment, Main corpus, Regional Media, and Educational corpora are annotated by Rubic. In
order to make it easier for users to switch from the old version to the new one, two lemma layers —
annotations provided by Mystem and Rubic — are searchable. By default, the search is conducted on the
layer automatically disambiguated by Rubic only.

We decided to apply three techniques to improve the Rubic outcome. Firstly, although the neural
model is set up to produce only one analysis per token, in the case of theoretically plausible equivalent
linguistic interpretations (eg. adjective vs. participle, see the practice of the manually disambiguated
RNC subcorpus) additional morphological and lexical analyses were provided by rules. Secondly, lem-
mas that occur 30 times and more in the corpus and are not found in the Mystem dictionary, were checked
and corrected manually. Thirdly, a number of heuristics were applied to the dependency annotations to
provide search by constituency types and unlabeled tree configurations (eg. search within subordinate
clauses; within participial phrases; search words that do not have dependents).
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In the future, based on the results of the users’ feedback, more disambiguated RNC corpora will be
made available, with necessary adjustments in the annotation methods. RNC services such as frequency
lists, graphs by year, lemma-based corpus portraits and comparison, collocation tools, Word at a glance
sketch tool, and search by lexico-semantic features, depend critically on the quality of data lemmatisa-
tion. More work should be done in terms of finding new text classes on which the models underperform
and adding relevant excepts to training; balancing the training collection by text types; balancing learning
rate for different task. Decoding of abbreviated words is likely to be formulated as a separate since the
distribution of such forms in large corpora cannot be modeled in the same way as lemmatisation rules.

The project’s repository containing supplementary materials is available at: https://github.com/
olesar/RNC2.0.
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Abstracts

RECEIPT-AVQA-2023 CHALLENGE
Begaev A., Orlov E., Budapest, Hungary

In this work, we introduce a new challenging Document VQA dataset, named Receipt AVQA, and present the results of the associated
RECEIPT-AVQA-2023 shared task. Receipt AVQA is comprised of 21,835 questions in English over 1,957 receipt images. The receipts
contain a lot of numbers, which means discrete reasoning capability is required to answer the questions. The associated shared task
has attracted 4 teams that have managed to beat an extractive VQA baseline in the final phase of the competition. We hope that the
published dataset and promising results of the contestants will inspire further research on understanding documents in scenarios
that require discrete reasoning.

CONSTRUCTING A SEMANTIC CORPUS FOR RUSSIAN: SEMONTOCOR

Boguslavsky l. M."2 Dikonov V. G.' Inshakova E. S.' lomdinL. L.' Lazursky A.V.' Rygaevl.P.',
Timoshenko S. P.', Frolova T. I.!, 'A. A. Kharkevich Institute for Information Transmission Problems, Moscow, Russia;
2Universidad Politécnica de Madrid, Madrid, Spain

The SemOntoCor project focuses on creating a semantic corpus of Russian based on linguistic and ontological resources. It is a satel-
lite project with regard to a semantic parser (SemETAP) being developed, the latter aiming at producing semantic structures and
drawing various types of inferences. SemETAP is used to annotate SemOntoCor in a semi-automatic mode, whereupon SemOnto-
Cor, when reaching sufficient maturity, will help create new parsers and other semantic applications. SemOntoCor can be viewed as
a further step in the development of SynTagRus with its several layers of annotation. SemOntoCor builds on top of the morpho-syn-
tactic annotation of SynTagRus and assigns each sentence a Basic Semantic Structure (BSemS). BSemsS represents the direct layer
of meaning of the sentence in terms of ontological concepts and semantic relations between them. It abstracts away from lexico-
syntactic variation and in many cases decomposes lexical meanings into smaller elements. The first phase of SemOntoCor consists
in annotating a Russian translation of the novel “The Little Prince” by Antoine de Saint-Exupery (1532 sentences, 13120 tokens).

PSEUDO-LABELLING FOR AUTOREGRESSIVE STRUCTURED
PREDICTION IN COREFERENCE RESOLUTION

Bolshakov V.' 2 Mikhaylovskiy N." 3, 'NTR Labs; 2BMSTU, Moscow, Russia; 3Higher IT School, Tomsk State University,
Tomsk, Russia

Coreference resolution is an important task in natural language processing, since it can be applied to such vital tasks as information
retrieval, text summarization, question answering, sentiment analysis and machine translation. In this paper, we present a study on
the effectiveness of several approaches to coreference resolution, focusing on the RuCoCo dataset as well as results of participation in
the Dialogue Evaluation 2023. We explore ways to increase the dataset size by using pseudo-labelling and data translated from another
language. Using such technics we managed to triple the size of dataset, make it more diverse and improve performance of autoregres-
sive structured prediction (ASP) on coreference resolution task. This approach allowed us to achieve the best results on RuCoCo private
test with increase of Fl-score by 1.8, Precision by 0.5 and Recall by 3.0 points compared to the second-best leaderboard score. Our
results demonstrate the potential of the ASP model and the importance of utilizing diverse training data for coreference resolution.

LIGHT COREFERENCE RESOLUTION FOR RUSSIAN WITH HIERARCHICAL DISCOURSE FEATURES
Chistova E. V., Smirnov 1. V. FRC CSC RAS, Moscow, Russia

Coreference resolution is the task of identifying and grouping mentions referring to the same real-world entity. Previous neural
models have mainly focused on learning span representations and pairwise scores for coreference decisions. However, current
methods do not explicitly capture the referential choice in the hierarchical discourse, an important factor in coreference resolution.
In this study, we propose a new approach that incorporates rhetorical information into neural coreference resolution models. We
collect rhetorical features from automated discourse parses and examine their impact. As a base model, we implement an end-to-
end span-based coreference resolver using a partially fine-tuned multilingual entity-aware language model LUKE. We evaluate
our method on the RuCoCo-23 Shared Task for coreference resolution in Russian. Our best model employing rhetorical distance
between mentions has ranked 1st on the development set (74.6% F1) and 2nd on the test set (73.3% F1) of the Shared Task. We
hope that our work will inspire further research on incorporating discourse information in neural coreference resolution models.

PARTITIVE GENITIVE IN RUSSIAN: DICTIONARY AND CORPUS DATA
Chuikova O. lu., Herzen State Pedagogical University of Russia, St. Petersburg, Russia

The paper aims at comprehensive analysis of the verbs compatible with the partitive genitive object. Based on the Dictionary of Rus-
sian Language, the list of perfective verbal lexemes that are able to take the genitive object is compiled and semantic features that
unite these verbs are revealed. The features are divided into two groups: aspectually relevant features and aspectually irrelevant
features. The corpus-based analysis of the use of the verbs that take both genitive and accusative objects makes it possible to identify
features that increase the likelihood of certain object case-marking.

BIMODAL SENTIMENT AND EMOTION CLASSIFICATION WITH MULTI-HEAD
ATTENTION FUSION OF ACOUSTIC AND LINGUISTIC INFORMATION
Dvoynikova A. A., Karpov A. A., St. Petersburg Federal Research Center of the Russian Academy of Sciences,
Saint-Petersburg, Russia
This article describes solutions to couple of problems: CMU-MOSEI database preprocessing to improve data quality and bimodal

multitask classification of emotions and sentiments. With the help of experimental studies, representative features for acoustic and
linguistic information are identified among pretrained neural networks with Transformer architecture. The most representative
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features for the analysis of emotions and sentiments are EmotionHuBERT and RoBERTa for audio and text modalities respectively.
The article establishes a baseline for bimodal multitask recognition of sentiments and emotions — 63.2% and 61.3%, respectively,
measured with macro F-score. Experiments were conducted with different approaches to combining modalities — concatenation and
multi-head attention. The most effective architecture of neural network with early concatenation of audio and text modality and late
multi-head attention for emotions and sentiments recognition is proposed. The proposed neural network is combined with logistic
regression, which achieves 63.5% and 61.4% macro F-score by bimodal (audio and text) multi-tasking recognition of 3 sentiment
classes and 6 emotion binary classes.

INTRODUCTION MODEL IN RUSSIAN «<PEAR REPORTAGES»: THE ROLE OF COMMON GROUND
Fedorova 0. V. , Lomonosov Moscow State University, Moscow, Russia

In this study, the peculiarities of the character introduction in the genre of live reportage were studied. The participants were 25
students oh the Lomonosov Moscow State University. Speech production was elicited by means of the “Pears Film” by W. Chafe. Dif-
ferent types of the collective common ground were considered. It turned out that, unlike narratives of other genres, the chronologi-
cal scale is more important for the introduction than the status scale. It was also shown that the collected reportages from the point
of view of the introduction peculiarities are more similar to classical retellings than to the sports reportages.

FOREGROUND AND BACKGROUND IN RUSSIAN SIGN LANGUAGE
NARRATIVES: THE ROLE OF ASPECT AND ACTIONALITY

Filimonova E. V., Russian State University for the Humanities; Institute of linguistics, Russian Academy of Sciences, Moscow, Russia

The paper explores the role of aspect and actionality in foregrounding and backgrounding of clauses in Russian Sign Language nar-
ratives. Corpus study shows similarities to functions of aspectual markers and actionality in spoken languages. Besides grammatical
markers and predicate types, non-manual marking and prosodic features of verbal sign can contribute to clause foregrounding and
backgrounding.

MULTIMODAL DISCOURSE TREES IN FORENSIC LINGUISTICS
Galitsky B. A.', llvovsky D. A.2 Goncharova E. F.23, 'Knowledge Trail Inc., San Jose, CA, USA; 2NRU HSE; 2AIRI, Moscow, Russia

We extend the concept of a discourse tree (DT) in the discourse representation of text towards data of various forms and natures.
The communicative DT to include speech act theory, extended DT to ascend to the level of multiple documents, entity DT to track
how discourse covers various entities were defined previously in computational linguistics, we now proceed to the next level of ab-
straction and formalize discourse of not only text and textual documents but also various kinds of accompanying data. We call such
discourse representation Multimodal Discourse Trees (MMDTs). The rational for that is that the same rhetorical relations that hold
between text fragments also hold between data values, sets and records, such as Reason, Cause, Enablement, Contrast, Temporal
sequence. MMDTs are evaluated with respect to the accuracy of recognition of criminal cases when both text and data records are
available. MMDTs are shown to contribute significantly to the recognition accuracy in cases where just keywords and syntactic sig-
nals are insufficient for classification and discourse-level information needs to be involved.

INCREMENTAL TOPIC MODELING FOR SCIENTIFIC TREND TOPICS EXTRACTION

Gerasimenko N.'2 Chernyavskiy A.3, Nikiforova M., lanina A.4 Vorontsov K.24 'Sberbank, 2MSU Institute for Artificial
Intelligence, 3National Research University Higher School of Economics, *Moscow Institute of Physics and Techonology (MIPT)

Rapid growth of scientific publications and intensive emergence of new directions and approaches poses a challenge to the scientific
community to identify trends in a timely and automatic manner. We denote trend as a semantically homogeneous theme that is
characterized by a lexical kernel steadily evolving in time and a sharp, often exponential, increase in the number of publications.
In this paper, we investigate recent topic modeling approaches to accurately extract trending topics at an early stage. In particular,
we customize the standard ARTM-based approach and propose a novel incremental training technique which helps the model to
operate on data in real-time. We further create the Artificial Intelligence Trends Dataset (AITD) that contains a collection of early-
stage articles and a set of key collocations for each trend. The conducted experiments demonstrate that the suggested ARTM-based
approach outperforms the classic PLSA, LDA models and a neural approach based on BERT representations. Our models and dataset
are open for research purposes.

FINE-TUNING TEXT CLASSIFICATION MODELS FOR NAMED ENTITY
ORIENTED SENTIMENT ANALYSIS OF RUSSIAN TEXTS

Glazkova A., University of Tyumen, Tyumen, Russia

The paper presents an approach to named entity oriented sentiment analysis of Russian news texts proposed during the RuSentNE
evaluation. The approach is based on RuRoBERTa-large, a pre-trained RoBERTa model for Russian. We compared several types of
entity representation in the input text, and evaluated strategies for handling class imbalance and resampling entity tags in the train-
ing set. We demonstrated that some strategies improve the results of pre-trained models obtained on the dataset presented by the
organizers of the evaluation.

ASPECT-BASED ARGUMENT GENERATION IN RUSSIAN
Goloviznina V. S., Fishcheva l. N., Peskisheva T. A., Kotelnikov E. V., /yatka State University, Kirov, Russia

The paper explores the argument generation in Russian based on given aspects. An aspect refers to one of the sides or property of the
target object. Five aspects were considered: "Safety", "Impact on health", "Reliability", "Money", "Convenience and comfort". Various
approaches were used for aspect-based generation: fine-tuning, prompt-tuning and few-shot learning. The ruGPT-3Large model
was used for experiments. The results show that traditionally trained model (with fine-tuning) generates 51.6% of the arguments
on given aspects, with the prompt-tuning approach — 33.9%, and with few-shot learning — 10.6%. The model also demonstrated the
ability to generate arguments on new, previously unknown aspects.

591



Golubev

RUSENTNE-2023: EVALUATING ENTITY-ORIENTED SENTIMENT ANALYSIS ON RUSSIAN NEWS TEXTS

Golubev A. A.", Rusnachenko N. L.2 Loukachevitch N. V.! 'Lomonosov Moscow State University, 2Bauman Moscow
State Technical University, Moscow, Russia

The paper describes the RuSentNE-2023 evaluation devoted to targeted sentiment analysis in Russian news texts. The task is to
predict sentiment towards a named entity in a single sentence. The dataset for RuSentNE-2023 evaluation is based on the Russian
news corpus RuSentNE having rich sentiment-related annotation. The corpus is annotated with named entities and sentiments
towards these entities, along with related effects and emotional states. The evaluation was organized using the CodaLab compe-
tition framework. The main evaluation measure was macro-averaged measure of positive and negative classes. The best results
achieved were of 66% Macro Fmeasure (Positive+Negative classes). We also tested ChatGPT on the test set from our evaluation
and found that the zero-shot answers provided by ChatGPT reached 60% of the F-measure, which corresponds to 4th place in
the evaluation. ChatGPT also provided detailed explanations of its conclusion. This can be considered as quite high for zero-shot
application.

FREQUENCY DYNAMICS AS A CRITERION FOR DIFFERENTIATING INFLECTION
AND WORD FORMATION (IN RELATION TO RUSSIAN ASPECTUAL PAIRS)

GorbovaE. V., independent researcher, Chuikova O. lu., Herzen State Pedagogical University of Russia

The paper reports the results of the critical evaluation of the quantitative approach to the distinction between inflection and word
formation through the analysis of the trends in the frequency of word forms. The possibility of such analysis is provided by volumi-
nous corpus data and tools for visualizing these trends. Both theoretical foundations of the proposed approach and the results of the
pilot study of its applying to Russian aspectual triplets were considered. These cast doubt on the validity of distinguishing between
inflection and word formation based on the trends in the frequency of word forms as a reliable tool used to reveal the unity or differ-
ence of lexical semantics and thus to define textual units as belonging to the same or different language units.

COMPUTER-ASSISTED DETECTION OF TYPOLOGICALLY RELEVANT
SEMANTIC SHIFTS IN WORLD LANGUAGES

Gruntov ., Institute of Linguistics, Moscow, Russia, Rykov E., HSE University, Moscow, Russia

The paper contains the description of a semi-authomatic method for the detection of typologically relevant semantic shifts in the
world’s languages. The algorithm extracts colexified pairs of meanings from polysemous words in digitised bilingual dictionaries. A
machine learning classifier helps to separate those semantic shifts that are relevant to the lexical typology. Clustering is applied to
group similar pairs of meanings into semantic shifts.

VAGUE REFERENCE IN EXPOSITORY DISCOURSE: MULTIMODAL
REGULARITIES OF SPEECH AND GESTURE

Iriskhanova O.' 2, Kiose M.' 2 Leonteva A.' 2 Agafonova O.', 'Moscow State Linguistic University; 2Institute of Linguistics
RAS, Moscow, Russia

The paper looks into the vague reference expressed in speech and gesture distribution in expository discourse. The research data
are the monologues of 19 participants with total length of 2 hours 38 minutes. In these monologues, the use of vague reference
(expressed in placeholders and approximators, with total amount of 2528) and functional gesture types (deictic, representational,
pragmatic and adaptors, with total amount of 2309) was explored, with the aim of identifying the regular patterns of speech and
gesture distribution and co-occurrence. The multimodal regularities include 1) the proportional frequency of four gesture types use
equal to 6.8 / 14.4 / 28.7 / 50.1, which manifests overall distribution of co-speech gesture in expository discourse, 2) the significant
difference in co-speech gesture use with placeholders and approximators which manifests itself in the use of three gesture types,
adaptors, representational and pragmatic gestures, 3) the individually maintained significant difference in co-speech gesture use
with placeholders and approximators which manifests itself in adaptors. These regularities can serve as predictors for identifying
the specifics of vague reference in multimodal expository discourse.

A NEW DATASET FOR SENTENCE-LEVEL COMPLEXITY IN RUSSIAN
Ivanov V.2 EIbayoumi M. G.2, 'Kazan Federal University, Kazan, Russia; 2lnnopolis University, Innopolis, Russia

Text complexity prediction is a well-studied task. Predicting complexity sentence-level has attracted less research interest in
Russian. One possible application of sentence-level complexity prediction is more precise and fine-grained modeling of text
complexity. In the paper we present a novel dataset with sentence-level annotation of complexity. The dataset is open and con-
tains 1,200 Russian sentences extracted from SynTagRus treebank. Annotations were collected via Yandex Toloka platform us-
ing 7-point scale. The paper presents various linguistic features that can contribute to sentence complexity as well as a baseline
linear model.

THE PROBLEM OF LINGUISTIC MARKUP CONVERSION: THE TRANSFORMATION
OF THE COMPRENO MARKUP INTO THE UD FORMAT

Ivoylova A. M.’ Dyachkova D. S.! Petrova M. A.?, Michurina M. A.", 'RSUH; ?A4 Technology, Moscow, Russia

The linguistic markup is an important NLP task. Currently, there are several popular formats of the markup (Universal Dependen-
cies, Prague Dependencies, and so on), which are mostly focused on morphology and syntax. Full semantic markup can be found
in the ABBYY Compreno model. However, the structure of the format differs significantly from the models mentioned above. In the
given work, we convert the Compreno markup into the UD format, which is rather popular among NLP researchers, and enrich it
with the semantical pattern.

Compreno and UD present morphology and syntax differently as far as tokenization, POS-tagging, ellipsis, coordination, and
some other things are concerned, which makes the conversion of one format into another more complicated. Nevertheless, the con-
version allowed us to create the UD-markup containing not only morpho-syntactic information but also the semantic one.
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KNOWLEDGE TRANSFER BETWEEN TASKS AND LANGUAGES IN THE MULTI-
TASK ENCODER-AGNOSTIC TRANSFORMER-BASED MODELS

Karpov D., Konovalov V., MIPT, Dolgoprudny, Russia

We explore the knowledge transfer in the simple multi-task encoder-agnostic transformer-based models on five dialog tasks: emo-
tion classification, sentiment classification, toxicity classification, intent classification, and topic classification. We show that these
models’ accuracy differs from the analogous single-task models by ~0.9%. These results hold for the multiple transformer back-
bones. At the same time, these models have the same backbone for all tasks, which allows them to have about 0.1% more parameters
than any analogous single-task model and to support multiple tasks simultaneously. We also found that if we decrease the dataset
size to a certain extent, multi-task models outperform singletask ones, especially on the smallest datasets. We also show that while
training multilingual models on the Russian data, adding the English data from the same task to the training sample can improve
model performance for the multi-task and single-task settings. The improvement can reach 4-5% if the Russian data are scarce
enough. We have integrated these models to the DeepPavlov library and to the DREAM dialogue platform.

ATTENTION-BASED ESTIMATION OF TOPIC MODEL QUALITY
Kataeva V., Khodorchenko M., ITMO University, St Petersburg, Russia

Topic modeling is an essential instrument for exploring and uncovering latent patterns in unstructured textual data, that allows
researchers and analysts to extract valuable understanding of a particular domain. Nonetheless, topic modeling lacks consensus on
the matter of its evaluation. The estimation of obtained insightful topics is complicated by several obstacles, the majority of which
are summarized by the absence of a unified system of metrics, the one-sidedness of evaluation, and the lack of generalization.
Despite various approaches proposed in the literature, there is still no consensus on the aspects of effective examination of topic
quality. In this research paper, we address this problem and propose a novel framework for evaluating topic modeling results based
on the notion of attention mechanism and Layer-wise Relevance Propagation as tools for discovering the dependencies between text
tokens. One of our proposed metrics achieved a 0.71 Pearson correlation and 0.74 , correlation with human assessment. Addition-
ally, our score variant outperforms other metrics on the challenging Amazon Fine Food Reviews dataset, suggesting its ability to
capture contextual information in shorter texts.

FOREGROUNDING AND ACCESSIBILITY EFFECTS IN THE GAZE BEHAVIOR
OF THE READERS WITH DIFFERENT COGNITIVE STYLE

Kiose M.'2, Rzheshevskaya A.', Izmalkova A.% ' Makeev S.* 'Moscow State Linguistic University; 2Institute of Linguistics
RAS; 3Higher School of Economics; 4Lomonosov Moscow State University, Moscow, Russia

This paper explores accessibility effects in the gaze behavior of readers with different cognitive style, impulsive and reflective, as
mediated by graphological and linguistic foregrounding in the discursive acts in 126 areas of interest (AOIs). The study exploits
1890 gaze behavior probes available at open access Multimodal corpus of oculographic reactions MultiCORText. We identified that
while graphological foregrounding makes initial or final components of discursive act more accessible for the impulsive readers,
reflective readers also observe the components within the act. Linguistic foregrounding produces higher access with impulsive read-
ers in case the linguistic form is visually focalized (phonological foregrounding and parallel structures); meanwhile, with reflective
readers this is the information density appearing in elliptical and one-component sentences which maintains higher access.

TOWARDS A RUSSIAN MULTIMEDIA POLITENESS CORPUS
Klokova K.'! Krongauz M.?, Shulginov V."2 Yudina T.!, '"MIPT, 2HSE, Moscow, Russia

Communication involves an exchange of information as well as the use of linguistic means to begin, sustain, and end conversa-
tions. Politeness is seen as one of the major language tools that facilitate smooth communication. In English, politeness has been an
area of great interest in pragmatics, with various theories and corpus annotation approaches used to understand the relationship
between politeness and social categories like power and gender, and to build Natural Language Processing applications. In Russian
linguistics, politeness research has largely focused on lexical markers and speech strategies. This paper introduces the ongoing work
on the development of the Russian Multimedia Politeness Corpus and discusses an annotation framework for oral communicative
interaction, with an emphasis on adapting politeness theories for discourse annotation. The proposed approach lies in the identifi-
cation of frames that encompass contextual information and the selection of relevant spatial, social, and relational features for the
markup. The frames are then used to describe standard situations, which are marked by typical intentions and politeness formulae
and paraverbal markers.

AN EXPERIMENTAL STUDY OF ARGUMENT EXTRACTION FROM
PRESUPPOSITIONAL CLAUSES IN RUSSIAN

Knyazev M., Institute for Linguistic Studies, Russian Academy of Sciences, Saint Petersburg, Russia; HSE University, Saint
Petersburg, Russia; Lomonosov Moscow State University, Moscow, Russia

The paper discusses two acceptability rating studies testing wh-interrogative and relative extractions of arguments from ¢to-clauses
of presuppositional predicates like Zalet’ ‘regret’, as contrasted with nonpresuppositional predicates like nadejat’sja ‘hope’ and nomi-
nalized (to ¢to) clauses. The results show a difference in extraction between bare and nominalized clauses but no difference between
presuppositional and nonpresuppositional clauses, raising potential doubts about the analysis of presuppositional clauses as DPs
with a silent D.

COLLABORATIVE CONSTRUCTIONS IN RUSSIAN CONVERSATIONS: A MULTICHANNEL PERSPECTIVE
Korotaev N. A., Institute of Linguistics RAS; Russian State University for the Humanities, Moscow, Russia

The talk provides a multichannel description of how interlocutors co-construct utterances in conversation. Using data from the
“Russian Pears Chats & Stories”, I propose for a tripartite sequential scheme of collaborative constructions. When the scheme is
fully realized, its first step not only includes the initial component of the construction, but also presupposes that the first participant
makes a request for a co-operative action; the final component of the construction is provided by the second participant during the
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second step; while the third step consists of the first participant’s reaction. On each step, the participants combine vocal and non-
vocal resources to achieve their goals. In some cases, non-vocal phenomena provide an essential clue to what is actually happening
during co-construction, including whether the participants act in a truly co-operative manner. I distinguish between three types
of communicative patterns that may take place during co-construction: “Requested Cooperation”, “Unplanned Cooperation”, and
“Non-realized Interaction”. The data suggest that these types can be influenced by the way the knowledge of the discussed events is
distributed among the participants.

FACT-CHECKING BENCHMARK FOR THE RUSSIAN LARGE LANGUAGE MODELS
Kozlova A., Shevelev D., Fenogenova A., SberDevices, Moscow, Russia

Modern text-generative language models are rapidly developing. They produce text of high quality and are used in many real-world
applications. However, they still have several limitations, for instance, the length of the context, degeneration processes, lack of
logical structure, and facts consistency. In this work, we focus on the fact-checking problem applied to the output of the generative
models on classical downstream tasks, such as paraphrasing, summarization, text style transfer, etc. We define the task of internal
fact-checking, set the criteria for factual consistency, and present the novel dataset for this task for the Russian language. The bench-
mark for internal fact-checking and several baselines are also provided. We research data augmentation approaches to extend the
training set and compare classification methods on different augmented data sets.

TEXT COMPLEXITY AS A NON-DISCRETE VALUE: RUSSIAN L2 TEXT
COMPLEXITY DATASET ANNOTATION BASED ON ELO RATING SYSTEM

Laposhina A. N., Pushkin State Russian Language Institute, Moscow, Russia

The task of assessing text complexity for L2 learners can be approached as either a classification or regression problem, depending
on the chosen scale. The primary bottleneck in such research lies in the limited availability of appropriate data samples. This study
presents a combined approach to create a dataset of Russian texts for L2 learners, placed on a continuous scale of complexity, in-
volving expert pairwise comparisons and the Elo rating system. For this pilot dataset, 104 texts from Russian L2 textbooks, TORFL
tests, and authentic sources were selected and annotated. The resulting data is useful for evaluation of the automated models for
assessing text complexity.

WHOSE WORD? PROBLEMS OF LEXICOGRAPHIC REPRESENTATION OF IDEOLOGICALLY
MARKED WORDS (THE LEXICON OF THE RUSSIAN-UKRAINIAN CONFLICT)

Levontina l. B., Shmeleva E. Ya., Vinogradov Russian Language Institute of the Russian Academy of Sciences, Moscow, Russia

The article deals with the problems of presenting ideologically marked words in the dictionary. It is based on the analysis of the
words that appeared in the Russian language or received new meanings during the Russian-Ukrainian conflict. The difficulty of the
lexicographic representation of such words is that their evaluative potential is mobile, for example, offensive nicknames can be as-
similated by “offended” ones and become neutral words. Ideologically marked words can either exist in the lexicon for a long time or
be quickly replaced by other lexical units. Therefore, in the interpretation of ideologically marked words, it is advisable to indicate
the approximate time of their existence. In addition to temporary indicators, in the dictionary entry of such words, it is necessary
to indicate whose word it is, that is, on whose behalf an assessment is given to a person or event. Since we believe that explanatory
dictionaries should contain not only common names, but also proper names, the article also discusses geographical names.

PARAMETER-EFFICIENT TUNING OF TRANSFORMER MODELS FOR
ANGLICISM DETECTION AND SUBSTITUTION IN RUSSIAN

Lukichev D.'2 Kryanina D.!, Bystrova A.', Fenogenova A.3, Tikhonova M." 3 '"HSE University; 2Sber; 3SberDevices,
Moscow, Russia

This article is devoted to the problem of Anglicisms in texts in Russian: the tasks of detection and automatic rewriting of the text
with the substitution of Anglicisms by their Russian-language equivalents. Within the framework of the study, we present a parallel
corpus of Anglicisms and models that identify Anglicisms in the text and replace them with the Russian equivalent, preserving the
stylistics of the original text.

DISAMBIGUATION IN CONTEXT IN THE RUSSIAN NATIONAL CORPUS: 20 YEAS LATER

Lyashevskaya O. N."-2, Afanasev l. A." 3 Rebrikov S. A."4 Shishkina Y. A."5 SuleymanovaE. A.% Trofimovl. V.5

Vlasova N. A.¢% '"HSE University; 2Vinogradov Russian Language Institute RAS; 3SMTS Al; “Kurchatov Institute; "Moscow Institute

of Physics and Technology, Moscow, Russia; 6A. K. Ailamazyan Program Systems Institute of RAS, Pereslavl-Zalessky, Russia
An updated annotation of the Main, Media, and some other corpora of the Russian National Corpus (RNC) features the part-of-
speech and other morphological information, lemmas, dependency structures, and constituency types. Transformer-based archi-
tectures are used to resolve the homonymy in context according to a schema based on the manually disambiguated subcorpus of
the Main corpus (morphology and lexicon) and UD-SynTagRus (syntax). The paper discusses the challenges in applying the models
to texts of different registers, orthographies, and time periods, on the one hand, and making the new version convenient for users
accustomed to the old search practices, on the other. The reannotated corpus data form the basis for the enhancement of the RNC
tools such as word and n-gram frequency lists, collocations, corpus comparison, and Word at a glance.

MULTIMODAL HEDGES FOR COMPANION ROBOTS: A POLITENESS
STRATEGY OR AN EMOTIONAL EXPRESSION?
Malkina M. P.", Zinina A. A.23 " Arinkin N. A.23 Kotov A. A.23 "MSLU; 2Kurchatov Institute, 3RSUH, Moscow, Russia

We examine the use of multimodal hedges (a politeness strategy, like saying A kind of!) by companion robots in two symmetric
situations: (a) user makes a mistake and the robot affects user’s social face by indicating this mistake, (b) robot makes a mistake,
loses its social face and may compensate it with a hedge. Within our first hypothesis we test the politeness theory, applied to
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robots: the robot with hedges should be perceived as more polite, threat to its social face should be reduced. Within our second
hypothesis we test the assumption that multimodal hedges, as the expression (or simulation) of internal confusion, may make the
robot more emotional and attractive. In our first experiment two robots assisted users in language learning and indicated their
mistakes by saying Incorrect! The first robot used hedges in speech and gestures, while the second robot used gestures, support-
ing the negation. In our second experiment two robots answered university exam questions and made minor mistakes. The first
robot used hedges, while the second robot used addressive strategy in speech and gestures, e. g. moved its hand to the user and
said That’s it! We have discovered that the use of hedges as the politeness strategy in both situations makes the robot comfortable
to communicate with. But robot with hedges looks more polite only in the experiment, where it affects user’s social face, and not
when the robot makes mistakes. However, the usage of hedges as an emotional cue works in both cases: the robot with hedges
seems to be cute and sympathy provoking both when it attacks user’s social face or loses its own social face. This spectrum of
hedge usage can demonstrate its transition from an expressive cue of a negative emotion (nervousness) to a marker of speaker’s
friendliness and competence.

AUGMENTATION METHODS FOR SPELLING CORRUPTIONS
Martynov N., Baushenko M., Abramov A., Fenogenova A., SberDevices, Moscow, Russia

The problem of automatic spelling correction is vital to applications such as search engines, chatbots, spellchecking in browsers and
text editors. The investigation of spell-checking problems can be divided into several parts: error detection, emulation of the error
distribution on the new data for model training, and automatic spelling correction. As the data augmentation technique, the adver-
sarial training via error distribution emulation increases a model’s generalization capabilities; it can address many other challenges:
from overcoming a limited amount of training data to regularizing the training objectives of the models. In this work, we propose a
novel multi-domain dataset for spelling correction. On this basis, we provide a comparative study of augmentation methods that can
be used to emulate the automatic error distribution. We also compare the distribution of the single-domain dataset with the errors
from the multi-domain and present a tool that can emulate human misspellings.

AUTOCORRELATIONS DECAY IN TEXTS AND APPLICABILITY LIMITS OF LANGUAGE MODELS
Mikhaylovskiy N.'2, Churilov 1.2, "Higher IT School, Tomsk State University, Tomsk, Russia; 2NTR Labs, Moscow, Russia

We show that the laws of autocorrelations decay in texts are closely related to applicability limits of language models. Using distri-
butional semantics we empirically demonstrate that autocorrelations of words in texts decay according to a power law. We show
that distributional semantics provides coherent autocorrelations decay exponents for texts translated to multiple languages. The
autocorrelations decay in generated texts is quantitatively and often qualitatively different from the literary texts. We conclude that
language models exhibiting Markovian behavior, including large autoregressive language models, may have limitations when ap-
plied to long texts, whether analysis or generation.

NAMED ENTITY-ORIENTED SENTIMENT ANALYSIS WITH TEXT2TEXT GENERATION APPROACH

Moloshnikov l.", Skorokhodov M., Naumov A.' Rybka R.'2 Sboev A.3' '"NRC “Kurchatov Institute”; 2Russian
Technological University “MIREA"; 8National Research Nuclear University “MEPhHI”, Moscow, Russia

This paper describes methods for sentiment analysis targeted toward named entities in Russian news texts. These methods are
proposed as a solution for the Dialogue Evaluation 2023 competition in the RuSentNE shared task. This article presents two types of
neural network models for multi-class classification. The first model is a recurrent neural network model with an attention mecha-
nism and word vector representation extracted from language models. The second model is a neural network model for text2text
generation. High accuracy is demonstrated by the generative model fine-tuned on the competition dataset and CABSAR open data-
set. The proposed solution achieves 59.33 over two sentiment classes and 68.71 for three-class classification by f1-macro.

“PEARS ARE BIG GREEN”: GESTURES WITH CONCRETE OBJECTS

Nikolaeva Y. V., Lomonosov Moscow State University, Interdisciplinary Scientific and Educational School “Preservation of the
World Cultural and Historical Heritage”, Moscow, Russia

The paper examines hand gestures when referring to inanimate referents. The aim of the study was to explore which factors de-
termine the features of a gesture within the framework of modes of representation. Four main types of modes of representation
were considered: drawing or shaping the form of the referent, acting, pointing, and presentation (PUOH); in addition, a new cat-
egory of beat gestures was added.

As a result, it was shown that communicative dynamism or other referent characteristics such as control of the object or its
inferability from the previous context do not fully determine the use of gestures with the referent. As an alternative hipothesis,
we propose a notion of gesture information hierarchy, where discursive factors, such as previous mentions of the referent and the
introduction or change of the protagonist along with the way an object is used determines the form of the gesture.

RUSSIAN CONSTRUCTICON 2.0: NEW FEATURES AND NEW PERSPECTIVES
OF THE BIGGEST CONSTRUCTICON EVER BUILT

OrlovA. V. Butenko Z. A."?2, Demidova D. A.?, Starchenko V. M.’ Rakhilina E. V.' ? Lyashevskaya O. N." 3 'HSE
University, Moscow, Russia; 2UiT The Arctic University of Norway, Tromsg, Norway; 8Vinogradov Institute for Russian language
RAS, Moscow, Russia

Russian constructicon is an open-access linguistic database containing detailed descriptions of over 3,800 Russian grammatical
constructions. In this paper we present a new, enlarged and updated version of Russian Constructicon (RusCxn) as well as new tra-
jectories of development which were opened for the resource after the update. Since its first release, RusCxn, has undergone many
significant changes. Our team has expanded the number of constructions present in the database 1,5 times, introduced new meta-
information features such as glosses, significantly reworked the architecture and the design of Russian Constructicon’s website,
and improved the search facilities. The above-mentioned changes not only make RusCxn more attractive and convenient-to-use,
but they can also greatly facilitate typological research in the field of Construction Grammar and improve the mapping between
constructicography-orinented resources for different languages.

Orlov
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LINGUISTIC ANNOTATION GENERATION WITH CHATGPT: A SYNTHETIC DATASET OF
SPEECH FUNCTIONS FOR DISCOURSE ANNOTATION OF CASUAL CONVERSATIONS

Ostyakova L.' 2, Petukhova K.2, Smilga V.2, Zharikova D.2, 'HSE University; 2Moscow Institute of Physics and Technology,
Moscow, Russia

This paper is devoted to examining the hierarchical and multilayered taxonomy of Speech Functions, encompassing pragmatics,
turn-taking, feedback, and topic switching in open-domain conversations. To evaluate the distinctiveness of closely related prag-
matic classes, we conducted comparative analyses involving both expert annotators and crowdsourcing workers. We then carried
out classification experiments on a manually annotated dataset and a synthetic dataset generated using ChatGPT. We looked into
the viability of using ChatGPT to produce data for such complex topics as discourse. Our findings contribute to the field of prompt
engineering techniques for linguistic annotation in large language models, offering valuable insights for the development of more
sophisticated dialogue systems.

POLY-PREDICATION IN INFORMAL MONOLOGICAL DISCOURSE
(ACCORDING TO «WHAT | SAW» CORPUS)

Panysheva D., Russian State University for the Humanities, Moscow, Russia

The article discusses the relationship between the mode of discourse and quantitative metrics of poly-predication. Based on the ma-
terial of the corpus "What I Saw", oral and written versions of stories are compared according to the relative frequency of polypred-
icative constructions and the representation of certain types of polypredication, the features of semantics and grammatical labeling
of such structures are described. Using the nonparametric Wilcoxon criterion, the absence of statistical significance between the
density of poly-predication in the oral and written parts of the corpus is proved.

RUSSIAN ADDITIVE MARKERS TAKZE AND TOZE: A SYNCHRONIC AND DIACHRONIC PERSPECTIVE
Pekelis O. E., Russian State University for the Humanities/Moscow, Russia; HSE University/Moscow, Russia

It is well known that Russian additive markers takge and tozZe differ in terms of information structure: the scope of takze is focus,
while the scope of toZe is topic. Based on data of several corpora of Russian, this paper shows that in modern Russian, takZe and toze
are opposed on other language levels as well, namely syntactically (in terms of word order), lexically (a variant of takZe that is syn-
onymous with toZe including at the level of the information structure, is going out of use), stylistically and as far as their involvement
in grammaticalization processes is concerned (takZe but not toZe developed into a coordinate conjunction and a discourse marker).
However, as evidenced by Russian National Corpus data, most of these contrasts were absent or less pronounced in the Russian
language of the 18th-19th centuries. Thus, in the last two centuries takZe and toze evolved toward their consistent differentiation.

THE COBALD ANNOTATION PROJECT: THE CREATION AND APPLICATION OF
THE FULL MORPHO-SYNTACTIC AND SEMANTIC MARKUP STANDARD

Petrova M. A.' Ivoylova A. M.2 Bayuk . S.' Dyachkova D. S.2, Michurina M. A.2, 'A4 Technology; 2RSUH, Moscow, Russia

The current paper is devoted to the Compreno-Based Linguistic Data (CoBaLD) Annotation Project aimed at creating text corpora
annotated with full morphological, syntactic and semantic markup. The first task of the project is to suggest a standard for the full
universal markup which would include both morphosyntactic and semantic patterns. To solve this problem, one needs the markup
model, which includes all necessary markup levels and presents the markup in a format convenient for users. The latter implies not
only the fullness of the markup, but also its structural simplicity and homogeneity. As a base for the markup, we have chosen the
simplified version of the Compreno model, and as data presentation format, we have taken Universal Dependencies.

At the second stage of the project, the Russian corpus with 400 thousand tokens (CoBaLD-Rus) has been created, which is an-
notated according to the given standard. The third stage is devoted to the testing of the new format. For this purpose, we have held
the SEMarkup Shared Task aimed at creating parsers which would produce full morpho-syntactic and semantic markup. Within
this task, we have elaborated neural network-based parser trained on our dataset, which allows one to annotate new texts with the
CoBaLD-standard. Our further plans are to create fully annotated corpora for other languages and to carry out the experiments on
language transfers of the current markup to other languages.

HALF-MASKED MODEL FOR NAMED ENTITY SENTIMENT ANALYSIS
Podberezko P., Kaznacheev A., Abdullayeva S., Kabaev A., MTS Al, Moscow, Russia

Named Entity Sentiment analysis (NESA) is one of the most actively developing application domains in Natural Language Process-
ing (NLP). Social media NESA is a significant field of opinion analysis since detecting and tracking sentiment trends in the news flow
is crucial for building various analytical systems and monitoring the media image of specific people or companies.

In this paper, we study different transformers-based solutions NESA in RuSentNE-23 evaluation. Despite the effectiveness of
the BERT-like models, they can still struggle with certain challenges, such as overfitting, which appeared to be the main obstacle in
achieving high accuracy on the RuSentNE-23 data. We present several approaches to overcome this problem, among which there is
a novel technique of additional pass over given data with masked entity before making the final prediction so that we can combine
logits from the model when it knows the exact entity it predicts sentiment for and when it does not. Utilizing this technique, we en-
semble multiple BERTlike models trained on different subsets of data to improve overall performance. Our proposed model achieves
the best result on RuSentNE-23 evaluation data and demonstrates improved consistency in entity-level sentiment analysis.

PROSODIC PORTRAIT OF THE RUSSIAN CONNECTOR PRICHOM
IN THE MIRROR OF THE MULTIMEDIA CORPUS

Podlesskaya V. I., Institute of linguistics, Russian Academy of Sciences; Russian State University for the Humanities, Moscow, Russia

596

Based on data from the multimedia subcorpus of the Russian National Corpus, the paper addresses prosodic features of discourse frag-
ments introduced by the connector prichom ‘and besides’. The data of instrumental and perceptual analysis show that the fragment with
prichom has communicative-prosodic autonomy: firstly, it has an internal thematic structure with an obligatory rheme and an optional
theme; and secondly, there is a prosodic break before this fragment. The autonomy of the fragment introduced by prichom is preserved in



Surkov

avariety of contexts: (i) both in cases where this fragment is a complete clause and when it is a fragmented clause; (ii) both in those cases
when the previous fragment is prosodically realized as final (projecting no continuation), and when it is realized as non-final (projecting
continuation); (iii) both in those cases when the fragment introduced by prichom is an element of the main narrative chain, and when
it is inserted parenthetically inside another fragment. In addition to the above, a fragment with prichom can form a separate turn in the
conversation. Thus, the detected prosodic features of the fragment with prichom make it possible to objectify the idea earlier expressed
in the literature (Kiselyova 1971, Vinogradov 1984, Inkova 2018, inter alia): that structures with prichom are built in two "communica-
tive steps", or that they are used to express "concomitance established at the level of speech acts". Clauses connected by the relationship
of syntactic subordination quite often lose their prosodic autonomy (Podlesskaya 2014 a, b), and vice versa, clauses in coordinated
constructions tend to retain prosodic autonomy. Therefore, the prosodic autonomy of the components of the construction with prichom,
retained in various contexts, speaks in favor of its coordinated status, while a number of syntactic tests proper speak of the opposite.

HWR200: NEW OPEN ACCESS DATASET OF HANDWRITTEN TEXTS IMAGES IN RUSSIAN

Potyashin l.', Kaprielova M.".2, Chekhovich Y." 2 Kildyakov A., Seil T.', Finogeev E.', Grabovoy A.' 2, 'Antiplagiat; 2FRC
CSC RAS, Moscow, Russia

Handwritten text image datasets are highly useful for solving many problems using machine learning. Such problems include rec-
ognition of handwritten characters and handwriting, visual question answering, near-duplicate detection, search for text reuse in
handwriting and many auxiliary tasks: highlighting lines, words, other objects in the text. The paper presents new dataset of hand-
written texts images in Russian created by 200 writers with different handwriting and photographed in different environment. We
described the procedure for creating this dataset and the requirements that were set for the texts and photos. The experiments with
the baseline solution on fraud search and text reuse search problems showed results of results of 60% and 83% recall respectively
and 5% and 2% false positive rate respectively on the dataset.

SIMPLE YET EFFECTIVE NAMED ENTITY ORIENTED SENTIMENT ANALYSIS
Sanochkin L. 2 Bolshina A." Cheloshkina K.' 2 Galimzianova D." 2 MalafeevA.'2 '"MTS Al, 2HSE, Moscow, Russia

Sentiment analysis, i.e. the automatic evaluation of the emotional tone of a text, is a common task in natural language processing.
Entity-Oriented Sentiment Analysis (EOSA) predicts the sentiment of entities mentioned in a given text. In this paper, we focus on
the EOSA task for the Russian news. We propose a text classification pipeline to solve this task and show its potential in such tasks.
Moreover, in general, EOSA implies labeling both named entities and their sentiment, which can require a lot of annotator labour
and time and, thus, presents a major obstacle to the development of a production-ready EOSA system. To help alleviate this, we
analyse the potential of applying an Active learning approach to EOSA tasks. We demonstrate that by actively selecting instances for
labeling in EOSA the annotation effort required for training machine learning models can be significantly reduced.

IS IT POSSIBLE TO MAKE THE RUSSIAN PUNCTUATION RULES MORE EXPLICIT?
Shmelev A., Vinogradov Russian Language Institute of the Russian Academy of Sciences, Moscow, Russia

This paper deals with some issues related to the Russian punctuation rules and their account in computer checkers and correctors
(both “analytic” and “synthetic”). It also discusses variation of punctuation. The paper offers a critical assessment of reference
books devoted to punctuation and makes special reference to certain verbs of propositional attitude and their parenthetical use (in
particular, dumat’ ‘to think, videt’ ‘to see, and slyshat’ ‘to hear). It claims that the inherent characteristics of the verbs under consid-
eration influence the punctuation, and therefore every verb deserves a detailed description (lexicographic portrait). In particular,
videt’ and slyshat’ behave quite differently when used as parenthetical verbs. A step towards making the punctuation rules more
explicit may consist in providing an index of words mentioned in the rules together with a subject index.

THE ROLE OF INDICATORS IN ARGUMENTATIVE RELATION PREDICTION

Sidorova E., Akhmadeeval l., Kononenko I., Chagina P., A.P. Ershov Institute of Informatics Systems, Siberian Branch,
Russian Academy of Sciences, Novosibirsk, Russia

The article presents a comparative study of methods for argumentative relation prediction based on a neural network approach. The
distinctive feature of the study is the use of argumentative indicators in the preparation of the training sample. The indicators are
generated based on the discourse marker dictionary. The experiments were carried out using an annotated corpus of scientific and
popular science texts, including 162 articles available on the ArgNet-Bank Studio web platform. A set of all argumentative relations
is described by internal connections of arguments and include the conclusion and the premise. In the first stage of training set con-
struction, fragments of text that included two consecutive sentences were examined. In the second stage, indicators were retrieved
from the corpus texts and, for each indicator, statements presumably corresponding to the premise and conclusion of the argument
were extracted. In total, 4.2 thousand indicator-based training contexts and 13.6 thousand pairs of sentences were obtained from
the corpus with annotation of the presence of an argumentative relation. Based on this training sample, four classifiers were built:
without indicators, with marking indicators in sentences using tags, taking into account segmentation of text based on indicators,
with segmentation and tags. The results of the experiments on argumentative relation prediction are presented.

TEXT VQA WITH TOKEN CLASSIFICATION OF RECOGNIZED TEXT
AND RULE-BASED NUMERICAL REASONING

Surkov V. O., Evseev D. A., Moscow Institute of Physics and Technology, Dolgoprudny, Russia

In this paper, we describe a question answering system on document images which is capable of numerical reasoning over extracted
structured data. The system performs optical character recognition, detection of key attributes in text, generation of a numerical
reasoning program, and its execution with the values of key attributes as operands. OCR includes the steps of bounding boxes detec-
tion and recognition of text from bounding boxes. The extraction of key attributes, such as quantity and price of goods, total etc., is
based on the BERT token classification model. For expression generation we investigated the rule-based approach and the T5-base
model and found that T5 is capable of generalization to expression types unseen in the training set. The proposed architecture of the
question answering system utilizes the structure of independent blocks, each of which can be enhanced or replaced while keeping
other components unchanged. The proposed model was evaluated in the Receipt-AVQA competition and on FUNSD dataset.
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SCALAR STRUCTURE FOR POLU- HALF

Tatevosov S. G., Lomonosov Moscow State University Interdisciplinary School “Preservation of the World Cultural and
Historical Heritage”, Moscow, Russia, Kisseleva X. L., Vinogradov Russian Language Institute of the Russian Academy of
Sciences, Moscow, Russia

This paper explores restrictions on the distribution of polu- ‘half’ in combination with adjectival stems in Russian. Relying on the
literature on degree semantics, we analyze polu- as a degree modifier that specifies the degree to which the adjective maps an in-
dividual as % of the maximal degree. This correctly predicts that polu- can only combine with upper closed scales. We argue that
unlike half in English, polu- does not require a scale be lower closed.

TEXT SIMPLIFICATION AS A CONTROLLED TEXT STYLE TRANSFER TASK
Tikhonova M., HSE University, SberDevices, Moscow, Russia, Fenogenova A., SberDevices, Moscow, Russia

The task of text simplification is to reduce the complexity of the given piece of text while preserving its original meaning to improve
readability and understanding. In this paper, we consider the simplification task as a subfield of the general text style transfer
problem and apply methods of controllable text style to rewrite texts in a simpler manner preserving their meaning. Namely, we
use a paraphrase model guided by another style-conditional language model. In our work, we perform a series of experiments and
compare this approach with the standard fine-tuning of an autoregressive model.

AN ATTEMPT TO DETERMINE A PREPOSITION AND DELIMIT THE
CLASS OF DERIVED PREPOSITIONS IN RUSSIAN

Uryson E., Russian Language Institute RAS, Moscow, Russia

The object of the paper are Russian words traditionally described as derived prepositions. The problem is that there is no formal
definition of preposition in theoretical or applied linguistics. Non-derivative, or primitive prepositions are given in grammar by the
closed list, so strictly speaking there is no need to define this class of words. However. we must have criteria for determining derived
prepositions. I suggest a set of necessary conditions that a preposition must satisfy. I demonstrate that so called adverbial preposi-
tions in Russian do not satisfy them and should be described as adverbs. Similarly, some Russian verbal prepositions, and some
Russian denominative prepositions should not be described as prepositions.

ESTIMATING COGNITIVE TEXT COMPLEXITY WITH AGGREGATION OF QUANTILE-BASED MODELS

Veselov A. S., Lomonosov Moscow State University, Moscow, Russia, Eremeev M. A., New York University, New York, USA,
Vorontsov K. V., Moscow Institute of Physics and Technology, Moscow, Russia

In this paper, we introduce a novel approach to estimating the cognitive complexity of a text at different levels of language: phonetic,
morphemic, lexical, and syntactic. The proposed method detects tokens with an abnormal frequency of complexity scores. The fre-
quencies are taken from the empirical distributions calculated over the reference corpus of texts. We use the Russian Wikipedia for
this purpose. Ensemble models are combined from individual models from different language levels. We created datasets of pairs
of text fragments taken from social studies textbooks of different grades to train the ensembles. Empirical evidence shows that the
proposed approach outperforms existing methods, such as readability indices, in estimating text complexity in terms of accuracy.
The purpose of this study is to create one of the important components of the system of recommendation of scientific and educational
content.

MAXPROB: CONTROLLABLE STORY GENERATION FROM STORYLINE
Vychegzhanin S. V., Kotelnikova A. V., Sergeev A. V., Kotelnikov E. V., VVyatka State University, Kirov, Russia

Controllable story generation towards keywords or key phrases is one of the purposes of using language models. Recent work has
shown that various decoding strategies prove to be effective in achieving a high level of language control. Such strategies require
less computational resources compared to approaches based on fine-tuning pre-trained language models. The paper proposes and
investigates the method MaxProb of controllable story generation in Russian, which works at the decoding stage in the process of
text generation. The method uses a generative language model to estimate the probability of its tokens in order to shift the content
of the text towards the guide phrase. The idea of the method is to generate a set of different small sequences of tokens from the
language model vocabulary, estimate the probability of following the guide phrase after each sequence, and choose the most prob-
able sequence. The method allows evaluating the consistency of the token sequence for the transition from the prompt to the guide
phrase. The study was carried out using the Russian-language corpus of stories with extracted events that make up the plot of the
story. Experiments have shown the effectiveness of the proposed method for automatically creating stories from a set of plot phrases.

THE PROSODY OF THE RUSSIAN QUESTION
Yanko T. E., Institute of Linguistics, Russian Academy of Sciences, Moscow, Russia
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The analysis of Russian interrogative prosody is based on a model of a question as consisting of the two components: the illocution-
ary proper component and the illocutionary improper component. The illocutionary improper component includes the data for in-
formation retrieval. The illocutionary proper component can be formed both by segmental means of expression (by an interrogative
word or a particle) or solely by prosody (as in Russian yes-no questions). The prosody of Russian questions having the interrogative
words or the interrogative particle li is highly variable, whereas the prosody of Russian yes-no questions expressed by prosody is
stable. The latter is the Russian rising accent, which has a rise on the tonic syllable of the accent-bearer followed by a fall on the post-
tonics if any. The illocutionary improper component can be located sentence initially and carry a specific falling accent (namely, a
late fall). A specific type of a question with the interrogative proper component omitted is recognized. Such questions carry a late
fall, or a falling-rising accent on the accent-bearer. The analysis is exemplified by the frequency tracings of the sound sentences
taken from the Russian National Corpus and other open sources. As the instrument for verifying the acoustic data, we used the
computer system Praat. The paper is illustrated throughout with pitch contours of sound records.
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PARALLEL CORPUS AS ATOOL FOR SEMANTIC ANALYSIS: THE RUSSIAN
DISCOURSE MARKER STALO BYT' (CONSEQUENTLY)

Zalizniak Anna A. | Institute of Linguistics of the RAS, Moscow, Russia, Dobrovol'ski jD. O. , Russian Language Institute of the
RAS; Institute of Linguistics of the RAS, Moscow, Russia

The article examines the semantics of the Russian discourse marker stalo byt’, using the data obtained by analyzing translational
correspondences extracted from parallel corpora of the Russian National Corpus (RNC). Typically, this discourse marker is an indi-
cator of inferential evidentiality, by which the speaker marks the fact that the given statement is a conclusion made by the speaker on
the basis of the information they received and accepted as true by default. In addition, stalo byt” has two secondary types of usage—
“rhetorical” and “narrative”—where the basic semantics of this discourse marker is subject to certain modifications. One of the key
points of analysis is the reconstruction of semantic mechanisms providing the actual semantics of stalo byt’.

RUSSIAN PREDICATIVES AND FREQUENCY METRICS

Zimmerling A. V., Pushkin State Russian Language Institute; Institute of Linguistics, Russian Academy of Science, Moscow,
Russia

This paper introduces five metrics for measuring the frequencies of dative predicatives in Russian. A dative predicative is a word or
multiword expression licensing the dative-predicative-structure, where the semantic subject of the non-agreeing non-verbal predi-
cate is marked by the dative case. I measure the frequencies of the predicatives in the contact position <—1;1> with the same-clause
dative subject pronouns in 1Sg (m-metrics) and 3Sg (e-metrics). The m-metrics is applied for retrieving a list of dative predicatives
from a corpus. [ argue that for each large text collection there is a minimal m-value confirming that an item belongs to the core of the
dative-predicative structure. The m/e score makes up the third metrics that shows whether an element is oriented towards the use
in the 1st person or not. Basing on the m-metrics, [ retrieved 3 lists of predicatives in the subcorpus of 2000-2021 texts included in
the Russian National Corpus. The A list includes 87 items with m = 10, the B list includes 44 items with m = 50, the C list includes 24
items with m = 100. 72-79% of items in each list have an m/e value = 1,25. A linguistic interpretation of this result is that for each
list of dative predicatives it is true that the majority of its elements are autoreferential expressions oriented towards the use in the
1st person present indicative tense in the direct speech. The fourth metrics shows the total number of occurrences of a word or mul-
tiword expression in the corpus (). I argue that the N score must be measured before POS tagging, and lemmatization. The fifth and
the last metrics is the m/N score. The RNC data suggest an inverse correlation between the score of an item in the context specific
for dative-predicative structures (m) and its overall frequency in the corpus (N). This effect is explained by the regular homonymy
of high frequent predicatives with high frequent adverbials and parenthetical expressions.
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