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Abstract 

The integration of Unmanned Aerial Vehicle (UAV) technology with moving target detection has diverse applications in military 
reconnaissance, space remote sensing, and smart cities. Traditional motion-based target detection algorithms offer fast processing 
speeds but lack accuracy. Deep learning-based algorithms, while accurate for specific targets only, are complex and not suitable 
for resource-limited UAV platforms and lack real-time performance. Therefore, this study proposes a real-time moving target 
detection algorithm for UAV platforms based on traditional frame difference algorithm. The purpose of this algorithm is to improve 
detection accuracy, which has been hindered by the limitations of traditional algorithms caused by camera shake, background 
changes, and fast-moving targets. The algorithm involves rough background modeling, background updating during subsequent 
video image sequences, image morphology processing, and background compensation. Experimental results from multiple sets of 
UAV-borne video data demonstrate the algorithm's high target detection rate, low false alarm rate, and ability to detect moving 
targets stably in complex environments. The proposed algorithm achieves a speed of 25 FPS and a detection accuracy of 91.8%, 
meeting real-time and accurate detection requirements. 
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1. Introduction 

In recent years, the use of small and flexible Unmanned Aerial Vehicles (UAVs)[1] has become increasingly 
popular due to their ability to operate without restrictions and provide a wide range of motion, wide-angle view, and 
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high resolution. As a result, UAVs are widely used in regional monitoring, traffic detection, disaster investigation, 
battlefield surveillance, reconnaissance, target identification, tracking[2,3] and strike assessment. The integration of 
moving object detection technology with UAV technology has become a popular topic in computer vision, offering 
new insights for both civilian and military applications, such as intelligent transportation, intelligent security, 3D 
reconstruction, and battlefield situational awareness[4,5,6]. 

Research in moving target detection algorithms[7,8] for UAV-captured video primarily focuses on detecting 
moving vehicles. Carnegie Mellon University's VSAM visual monitoring project [9] used high-mounted cameras to 
detect moving targets on the ground in 1997. ALI S developed the COCOA system [10] in 2005, which processes 
video images captured by manned-unmanned platforms and detects moving targets to reproduce their trajectory. 
Shastry A.C. used feature tracking to improve image registration accuracy in 2005 [11] and utilized the frame 
difference method for moving target detection, achieving a detection accuracy of only 65%. Abdelwahab proposed an 
airborne camera-based moving vehicle detection technology[12], which measures histogram changes around feature 
points to obtain the foreground and target. Dong Jing proposed a real-time moving target detection algorithm for UAV 
video images [13] that combines registration with the frame difference method for moving area extraction. However, 
the algorithm has limitations in detecting objects with fewer pixels and slower moving speeds. Peng Bo proposed a 
method of symmetric reconnaissance combined with block background modeling [14], achieving high detection rates 
but with the inability to detect targets with gray levels similar to the background. Recently, deep learning-based object 
detection algorithms like Faster region-based convolutional neural networks (Faster R-CNN) [15], Single-Shot 
Detector (SSD)[16], and You Only Look Once (YOLO) [17]have been proposed. 

Various methods have been proposed for moving target detection, each with its pros and cons. The frame difference 
method and its variations are computationally efficient but sensitive to illumination and background changes, leading 
to low detection precision[18]. Background modeling methods such as the Gaussian mixture model (GMM) [19]can 
handle dynamic backgrounds but are less adaptable to significant scene changes. Optical flow-based methods [20] are 
complicated and have poor real-time performance, while deep learning-based   approaches require vast quantities of 
data for training and substantial resource utilization during the application process, unsuitable for UAV-borne 
platforms due to limited resources and restricted storage capacity. To address the challenges posed by UAV platform 
motion and background changes, we propose a novel moving target detection algorithm that combines the benefits of 
the frame difference method and background modeling. Our algorithm optimizes the three-frame difference method 
by adopting background modeling to enhance the robustness and accuracy of the algorithm. Additionally, we improve 
the frame difference method by incorporating coarse and fine registration techniques, morphology operations, and 
statistical clustering of connected regions to ensure adaptability to static and dynamic backgrounds, reduce false 
alarms, and improve detection accuracy. 

2. Algorithm design and implementation 

2.1. Overall framework 

 
 

Fig. 1. The process of proposed algorithm. 

The proposed algorithm, depicted in Fig. 1, is a real-time approach that integrates background modeling into an 
optimized three-frame difference method for UAV-based moving target detection. It follows a systematic framework 
consisting of several stages. Firstly, the algorithm utilizes a rough background model replacing the first two frames of 
the three-frame difference method. Subsequently, it employs an optimized frame difference method involving feature 
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extraction, rough and fine matching, thresholding, filtering, and image morphology operations to obtain rough target 
detection information. Next, the algorithm processes the extracted background and target information, eliminating 
noise interference and obtaining the approximate target location through connected region screening and clustering. 
Lastly, it further reduces noise interference through trajectory association, updates the background information 
synchronously, and enhances overall detection accuracy. 

The proposed algorithm improves upon the traditional three-frame difference method by enhancing the detection 
of small moving targets in dynamic backgrounds. By integrating background modeling and frame difference methods, 
the algorithm achieves enhanced robustness and accuracy for UAV-based moving target detection. Its potential for 
real-world applications is substantial. 

2.2. Rough extraction of background 

The proposed algorithm's crucial preprocessing step is the background extraction process, which employs the GMM 
method to extract the background from the first k frames of video data captured by the UAV platform. Because the 
drone-acquired video's background modeling method cannot be processed using simple mean or median methods. 
Therefore, the proposed algorithm uses the GMM method for initial background modeling, which estimates a Gaussian 
mixture distribution of the pixel values at each pixel location to model the background. The modeling principle is as 
follows: 
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The preceding paragraph explains how the algorithm uses the GMM method for initializing the background model 
and how it determines if a pixel value corresponds to a moving target. Specifically, 𝐼𝐼𝐼𝐼𝑡𝑡𝑡𝑡(𝑥𝑥𝑥𝑥, 𝑦𝑦𝑦𝑦) represents the pixel value 
at position (𝑥𝑥𝑥𝑥, 𝑦𝑦𝑦𝑦), and 𝜇𝜇𝜇𝜇𝑡𝑡𝑡𝑡(𝑥𝑥𝑥𝑥, 𝑦𝑦𝑦𝑦) is the mean value of the Gaussian distribution at this position. The threshold 𝑇𝑇𝑇𝑇 is critical 
in determining if the pixel value conforms to the model and can be classified as a moving target. However, a manually 
set threshold may not be adaptable to changing environments, which can reduce the algorithm's accuracy. To address 
this issue, the algorithm incorporates an adaptive threshold calculated using the expectation-maximization (EM) 
algorithm. as shown in the evaluation part of Fig. 1. It's important to note that the threshold is only used for a rough 
background model, and the algorithm subsequently updates and optimizes the background and other information to 
improve accuracy. The extracted background result from Section 2.2 will replace the frame difference information of 
the first two frames in the initial phase of the three-frame difference method. 

2.3. Improved frame difference 

 

Fig. 2. The process of improved frame difference method 

After extracting the background, as illustrated in Fig. 2, this proposed method introduces an improved frame 
difference method that overcomes the limitations of the traditional method in handling illumination interference and 
background disturbances, as well as its inability to adapt to dynamic background changes. The proposed method 
involves preprocessing operations such as filtering and equalization on the acquired video sequence images, followed 
by feature extraction and description using the Speeded Up Robust Features (SURF) algorithm. Abnormal data 
screening is then performed on the extracted feature points using the Random Sample Consensus (RANSAC) method, 
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and an affine transformation matrix is calculated to enable image registration, allowing for dynamic compensation of 
the background. Finally, preliminary moving target detection is achieved through image threshold processing, filtering, 
morphological operations, and other techniques. The proposed method is characterized by fast calculation speed, 
strong anti-noise ability, and robustness. 

2.3.1. Filtering and histogram equalization 
This method employs median filtering to remove image noise, reduces computation by converting the image to 

grayscale, and enhances image details through histogram enhancement. These steps facilitate subsequent tasks as 
preprocessing step. 

2.3.2. SURF extraction and description 
The SURF algorithm is a feature detection algorithm that is known for its robustness and speed. In this step, a low 

Hessian threshold is typically chosen to account for factors such as camera shake and lighting. While it increases the 
number of recognized features and improves accuracy, a lower threshold can also slow down feature extraction. 
Therefore, this paper's algorithm selects the Hessian threshold based on the image size, with a threshold of 400 for 
images with a length and width less than 512, and 800 for larger images. If feature extraction is slow, the Hessian 
threshold is adjusted to 1200. 

2.3.3. Threshold and morphological processing 
Image registration involves calculating the optimal mapping transformation matrix for image perspective 

transformation, but it is not possible to achieve complete image registration correction due to calculation accuracy 
errors and noise. As a result, the processed image after registration may not be clean and can contain noise mixed with 
the target, which will interfere with target detection. To address this, it is necessary to perform threshold processing, 
image filtering, and morphological processing to eliminate noise and initially screen the target. 

A threshold segmentation algorithm with strong adaptability and few parameters is needed to meet the algorithm's 
robustness and real-time requirements, given poor image registration results and plaque interference caused by 
inaccurate registration. Since most scenarios demand small target detection, the threshold value is crucial, and the Otsu 
method is chosen for its adaptability and robustness. The results shown in Fig. 3. Comparison of the results of different 
threshold methods. indicate that only the Otsu method can entirely screen out surrounding interference. 

 

Fig. 3. Comparison of the results of different threshold methods. 

The resulting image may still contain patchy and point-like interferences, leading to high false alarms. To address 
this, a median filter is applied to process impulse noise and salt-and-pepper noise while preserving edges. Image 
morphology techniques, including dilation and erosion, are then used to enhance the image and process the boundary 
and connected regions of the target object. Fig. 4 shows the results, where the red box represents the target and the 
blue box represents interference.  

 

Fig. 4. Results of median filtering and image morphology processing. 

（a）Origin （b）Otsu(ours) （c）Triangle （d）Adaptive-threshold

（b）Result after median filtering （c） Result after erosion （d） Result after dilation（a）Result after Otsu
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2.4. Background processing and target refinement 

2.4.1. Background compensation and update 
To improve the accuracy of the algorithm, the proposed approach combines the three-frame frame difference 

method with background modeling. Although the frame difference method can lead to false detections in feature point 
determination, matching, and image stages, the algorithm refines and purifies the preliminary results to increase the 
detection rate. By making difference results between two adjacent frames and using background modeling, the 
algorithm compensates for the background and detection results, reducing false detections and completing global 
background compensation. 

&e b tP P P=    (2) 

The background model needs to be continuously updated during the detection process to ensure the reliability of 
the test results. The update formula is as follows: 
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The symbol 𝛼𝛼𝛼𝛼 in the formula represents the learning rate for updating the background, with a value range of [0,1]. 
A higher 𝛼𝛼𝛼𝛼 value results in a faster learning rate and a faster update speed for the background model. The 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is an 
indicator used to evaluate the detection results after background compensation. If there is significant interference or 
the target is lost in the result, the 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is set to 0, which typically occurs during periods of lens shake, registration 
difficulty, high-speed movement of the target or camera, or target loss. These situations are typically short-lived, and 
the background is normally updated with 𝛼𝛼𝛼𝛼 = 0.8. 

2.4.2. Target refinement 
After applying global background compensation, the interference caused by background motion can be largely 

eliminated, and the moving target needs to be extracted from the resulting image. Following threshold segmentation, 
the image is binarized, and connected domains are extracted and their centroids are marked. To ensure real-time 
performance and reduce computational complexity, this algorithm uses 4-connected domain analysis to obtain 
parameters such as area, position, and centroid coordinates of each connected domain. In the purification step, the 
area of the connected domain serves as the threshold screening standard to identify moving targets. Given that the 
image registration only operates on the core part of the image, and not on the edges, a scope is defined as 
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡ℎ = 𝛽𝛽𝛽𝛽 × 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜, where 𝛽𝛽𝛽𝛽 = 0.98. 

To prevent a single target from being segmented due to subsequent image processing, distance judgment is 
performed based on the center position parameters obtained from connected domain analysis. If the distance between 
two targets is less than the connected threshold, i.e., 𝐵𝐵𝐵𝐵𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐1 ,𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐2) < 𝐵𝐵𝐵𝐵𝑚𝑚𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 , they are merged into one. Fig. 5 
illustrates target detection frame aggregation. The target in the middle was separated into two parts due to image 
subtraction in the frame difference process. The image clustering algorithm aggregates the two parts seperated from a 
single target, resulting in the original target. 

 

Fig. 5. Results of target refinement. 
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The final purification step involves associating candidate target trajectories to reduce the false alarm rate. 
Trajectory continuity is essential for detecting moving targets, and two conditions are considered. Firstly, the 
movement of a target should be continuous within a certain range, i.e., 𝐵𝐵𝐵𝐵𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐1,𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝,𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐2,𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡� < 𝐵𝐵𝐵𝐵𝑚𝑚𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑚𝑚𝑚𝑚𝑜𝑜𝑜𝑜𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝 . Secondly, 
interference and noise usually lack continuity, i.e., 𝐵𝐵𝐵𝐵𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐1,𝑝𝑝𝑝𝑝𝑡𝑡𝑡𝑡𝑝𝑝𝑝𝑝 ,𝑁𝑁𝑁𝑁𝑐𝑐𝑐𝑐2,𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡� ≥ 𝐵𝐵𝐵𝐵𝑚𝑚𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜−𝑚𝑚𝑚𝑚𝑜𝑜𝑜𝑜𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝 . By combining these conditions, 
the range of motion for the central position of the candidate target can be estimated through trajectory association in 
continuous frame detection. This eliminates candidate targets outside the range of motion, resulting in the final moving 
target result. 

3. Experimental results and analysis 

The proposed real-time moving target detection algorithm was evaluated for its detection accuracy, real-time 
performance, and robustness using ground environment and moving vehicle videos captured by UAVs. The evaluation 
utilized the UAV123 data set and additional self-collected dataset, covering scenes such as fields, cities, and highways. 
The data set comprised 13,589 frames, distributed as in Fig. 6: 

 

Fig. 6. Brief of experimental dataset. 

3.1. Qualitative analysis of detection performance 

 

Fig. 7. Part of the moving target detection results. 

Fig. 7 showcases the detection results for four classes in the test data, with the number next to each category 
indicating the corresponding image count. The algorithm demonstrates exceptional detection capabilities across 
diverse datasets, especially in multi-target scenarios with low false alarms and missed detections. This achievement 
is credited to the amalgamation of rough and fine target extraction in the improved frame difference method. 
Furthermore, the algorithm's robust detection performance on occluded targets can be attributed to the active 
background compensation and real-time background updates. 

3.2. Quantitative analysis of detection accuracy 

The algorithm's performance is quantitatively evaluated and presented in Table 1, including metrics: FP (false 
alarm proportion), FN (missed detection proportion), and TP (correctly detected frames proportion). The evaluation 
was conducted on a test platform equipped with an I7-11800H CPU, 32GB of memory, and an RTX 3070 GPU. 
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Table 1. Accuracy on different kinds of Datasets. 

Dataset Category FP FN TP 

Highway 4.3% 5.5% 92.7% 

Urban 5.7% 6.6% 90.6% 

Suburban 4.8% 5.7% 92.5% 

Wild 6.2% 4.6% 90.9% 

Total 5.4% 5.6% 91.8% 

The algorithm's performance was tested using all image data mentioned above, revealing varying accuracy across 
the four data types. Road data showed the highest accuracy due to the clean background and clear target trajectory. 
Urban data had the lowest accuracy due to occlusion, vegetation, and similar target interference. Suburban data had a 
relatively simple background, but small targets resulted in high missed detection rates. The complex background of 
field data with significant changes resulted in increased false detection rates. 

Table 2 presents a comparison between the proposed method and the original three-frame difference. Our method 
exhibits superior accuracy and speed, as demonstrated in the table. 

Table 2. Contrast of accuracy and speed on different kinds of methods. 

Dataset Category Accuracy Speed (FPS) 

Three-frame difference 73.2% 10.2 

Three-frame difference + Canny 82.2% 17.3 

Three-frame difference + ViBe 83.9% 13.2 

Three-frame difference + Optical Flow 86.3% 4.4 

Ours 91.8% 25.4 

3.3. Detection efficiency 

According to tests on the dataset used, the proposed algorithms achieve a real-time processing speed of over 25 
FPS for UAV video data with the size of 1280 × 720. However, for larger image data, the algorithm's computational 
time increases. To maintain details while increasing the algorithm's running speed, images can be appropriately scaled. 

3.4. Failure cases 

 

Fig. 8 Example of the failure cases. 

In the experiment, some false detections occurred due to incomplete detection of certain targets and mutual 
occlusion between targets. Additionally, false detections were observed as a result of interference in complex 
backgrounds, as depicted in Fig. 8. 

missed detection (blue) false detection (yellow)



592 Qiaozhi Tan  et al. / Procedia Computer Science 221 (2023) 585–5928 Qiaozhi Tan et al. / Procedia Computer Science 00 (2023) 000–000 

4. Conclusion 

This paper presents an enhanced moving target detection algorithm for UAV-captured video. It improves upon the 
traditional three-frame frame-difference method by integrating background modeling. The algorithm introduces the 
pre-sequence frame information into the process of moving target detection in each frame, and use coherent 
background information for compensation to eliminates the noise and interference problems in the image, so as to 
improve the detection accuracy of the algorithm. At the same time, the method ensures the robustness of detection in 
different scenes through image registration and background cyclic updating. Finally, the algorithm adopts the space-
for-time strategy, and only processes the current frame image for each frame detection, and stores and calls the 
information of the pre-order frame without additional processing to ensure the real-time performance of the algorithm. 

The proposed algorithm meets real-time requirements with a speed of 25FPS and achieves a high accuracy rate of 
91.8%. It demonstrates robustness in tests on both self-collected and public datasets, accurately detecting moving 
targets in most scenes while minimizing false alarms. 

This study has certain limitations. Acceleration processors such as GPUs were not considered to further enhance 
the algorithm's running speed, and the rapid movement of small moving objects may invalidate the trajectory 
correlation part, challenging real-time and stable detection of moving targets under the UAV platform. These 
limitations warrant further research in the future. 
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