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Abstract 

This article aims to identify the determining factors for advances in smart technologies in supermarket retail that influence citizens’ 
quality of life in the context of the COVID-19 crisis. We developed a theoretical model using Artificial Neural Networks (ANN) 
from a sample of 469 users of smart technologies in supermarket retail. In contrast, a multivariate Exploratory Factor Analysis 
(EFA) approach organized the input data to an artificial neural network (ANN) model to predict factors of importance to the quality 
of life. Based on the results, this study revealed that the coexistence of the proposed predictive variables is analyzed to understand 
the quality of life using smart technologies and analyzing the users through generational classification. Subjective safety proved to 
be the construct with the most important predictive power of data analysis, and, at the same time, it is one of the main concerns of 
consumers. 
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1. Introduction 
Smart technologies allow communication with autonomy and integrate it into that network to make life easier for 

those who use it. This is done by aggregating and analysing data and helping the user get to know and better prepare, 
for example, the company’s application virtual assistant and others. However, this is not restricted to physical locations 
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but also virtual channels (e-commerce, marketplace, and delivery applications). These technologies offered in the 
form of services become more efficient for citizens, monitoring and optimizing the existing infrastructure, increasing 
collaboration between different economic actors, and encouraging innovative business models in public and private 
sectors [1]. 

Increased competitiveness is driven by innovation [2], as smart technologies can offer opportunities to facilitate 
entrepreneurship, creativity, and innovation to drive economic growth [3]. This type of initiative can also be seen from 
a strategic perspective, triggering the emergence of new value chains in companies and stakeholders involved in 
designing and executing smart city projects [4]. 

Most retail innovation approaches are typically focused on how to introduce new technologies aimed at increasing 
customer acceptance and business profitability [5]. Little research is directed at the concept of using smart 
technologies to improve the experience or quality of life in the customer purchase [6]. The point of concern in the 
application of smart retail is mainly associated with dependence, availability, risk, and obsolescence of technology. 
This is considered an essential pillar for obtaining the benefits of this business model [7]. The consumer’s purchasing 
behaviour, habits, needs, and expectations of purchases have changed. The consumer journey is no longer predictable, 
and the retailer needs to respond to this reality [8]. 

This discussion is important, not only in the COVID-19 pandemic that puts society and cities in check, demanding 
immediate solutions with a transversal impact in its various domains, which must remain efficient. Supermarket 
consumers are changing their habits in response to the pandemic; they want more information about the product, 
touchless purchase availability, flexibility in the means of payment and delivery. The consumer’s journey has been 
changing and is evident in behaviors such as staying at home for longer and interacting more frequently with mobile 
devices which inevitably leads to an online journey. 

This article aims to identify the determining factors for advances in smart technologies (supermarket apps, assisted 
purchase, QR Code, Chatbots, and Self-checkout) in supermarket retail that influence citizens’ quality of life in the 
context of the COVID-19 crisis. 
 
2. Model construction and research hypotheses 

In this section, we introduce the theoretical research model on smart technologies that we derived from the literature. 
To seek answers for this research, we developed a structural model containing the constructs adapted for this context. 
We formulated the following research hypotheses, listed within each of their respective constructs (see Fig. 1). The 
seminal references followed the following scales: Perceived User Experience [9], Perceived Usefulness [10,11], 
Perceived Convenience [12,13], Engagement [14], Subjective Security [15,16], and Quality of Life [17,18]. 

 

 
Fig 1. Research model of smart technologies 

 
The structure of a neural network is composed of an input layer (independent variables) and an output layer 

(dependent variable). In this theoretical model, it was possible to find one artificial neural network (ANN). In the 
literature, ‘Quality of Life’ can often appear as a dependent variable in studies in smart cities. In this method, there 
are no pre-formulated hypotheses for causal relationships. As a result, to be verified measures of the level of 
importance of each independent variable. Therefore, it is a feature of the method [19,20]. 

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2023.07.060&domain=pdf
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but also virtual channels (e-commerce, marketplace, and delivery applications). These technologies offered in the 
form of services become more efficient for citizens, monitoring and optimizing the existing infrastructure, increasing 
collaboration between different economic actors, and encouraging innovative business models in public and private 
sectors [1]. 

Increased competitiveness is driven by innovation [2], as smart technologies can offer opportunities to facilitate 
entrepreneurship, creativity, and innovation to drive economic growth [3]. This type of initiative can also be seen from 
a strategic perspective, triggering the emergence of new value chains in companies and stakeholders involved in 
designing and executing smart city projects [4]. 

Most retail innovation approaches are typically focused on how to introduce new technologies aimed at increasing 
customer acceptance and business profitability [5]. Little research is directed at the concept of using smart 
technologies to improve the experience or quality of life in the customer purchase [6]. The point of concern in the 
application of smart retail is mainly associated with dependence, availability, risk, and obsolescence of technology. 
This is considered an essential pillar for obtaining the benefits of this business model [7]. The consumer’s purchasing 
behaviour, habits, needs, and expectations of purchases have changed. The consumer journey is no longer predictable, 
and the retailer needs to respond to this reality [8]. 

This discussion is important, not only in the COVID-19 pandemic that puts society and cities in check, demanding 
immediate solutions with a transversal impact in its various domains, which must remain efficient. Supermarket 
consumers are changing their habits in response to the pandemic; they want more information about the product, 
touchless purchase availability, flexibility in the means of payment and delivery. The consumer’s journey has been 
changing and is evident in behaviors such as staying at home for longer and interacting more frequently with mobile 
devices which inevitably leads to an online journey. 

This article aims to identify the determining factors for advances in smart technologies (supermarket apps, assisted 
purchase, QR Code, Chatbots, and Self-checkout) in supermarket retail that influence citizens’ quality of life in the 
context of the COVID-19 crisis. 
 
2. Model construction and research hypotheses 

In this section, we introduce the theoretical research model on smart technologies that we derived from the literature. 
To seek answers for this research, we developed a structural model containing the constructs adapted for this context. 
We formulated the following research hypotheses, listed within each of their respective constructs (see Fig. 1). The 
seminal references followed the following scales: Perceived User Experience [9], Perceived Usefulness [10,11], 
Perceived Convenience [12,13], Engagement [14], Subjective Security [15,16], and Quality of Life [17,18]. 

 

 
Fig 1. Research model of smart technologies 

 
The structure of a neural network is composed of an input layer (independent variables) and an output layer 

(dependent variable). In this theoretical model, it was possible to find one artificial neural network (ANN). In the 
literature, ‘Quality of Life’ can often appear as a dependent variable in studies in smart cities. In this method, there 
are no pre-formulated hypotheses for causal relationships. As a result, to be verified measures of the level of 
importance of each independent variable. Therefore, it is a feature of the method [19,20]. 
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3. Method 
3.1. Method 

The model was built with 24 questions anchored on a seven-point Likert-type scale (1- totally disagree to 7- totally 
agree). The instrument used reverse translation and was validated by four experts in the field. We conducted our 
research based on a cross-selection analysis of participants obtained through a collection with individuals who made 
purchases in the city of São Paulo during the period of the pandemic in virtual channels (e-commerce, marketplace, 
or applications), or in a face-to-face environment using technologies, or in autonomous markets. 526 participants 
completed the survey and, using the Mahalanobis distance criterion (D2) to identify outliers (n=57) for data 
purification, 469 valid responses remained. The Artificial Neural Network (ANN) does so for non-linear relationships 
between the identified factors influencing the variable of interest. Therefore, for the analysis, we employed an ANN 
approach [20–22]. 
 
3.2. Exploratory Factor Analysis (EFA) 

EFA was employed to examine the data set to identify interrelationships between group items that form part of 
integrated concepts. In addition, this step verified the variables that make up the selected scales. Each item underwent 
analysis with its respective variables, in which the interest was mainly focused on common factors interpreted about 
the observed variables [23]. We employ varimax rotation as a statistical technique used at a factor analysis level to 
clarify the relationship between the factors (constructs of the model proposed in Fig. 1), where the process involves 
adjusting the coordinates of the data resulting from the principal component analysis. The Kaiser-Meyer-Olkin (KMO) 
criterion and Bartlett’s Test of Sphericity were used for this analysis (p<.001). KMO values showed adequate results 
for all scales, where KMO>0.8 is considered excellent, according to Hutcheson [24]. 

After these procedures, we observed the cross factor loading and excluded some variables by the extraction value 
(h2) to minimize complex factors and maximize the variance of the factor loadings. Subsequently, the results detected 
unidimensionality (score>.5 in the factor) and low cross-load (score <.4 in the other factors). All variables had 
adjustments due to commonality (h2<0.5) and weak coefficients (<.4). In the end, the factor loadings of the scale 
items were adjusted to just one factor, for each of the observed scales, with adequate values to explain the total variance 
of the sample, as well as the reliability, confirmed with Cronbach’s alpha (Table 1). All factor loadings were ≥ 70, 
considered excellent by Comrey [25]. Finally, the seven factors presented an acceptable total explained variance above 
60%, as shown in Table 1. 
 

Table 1. Results obtained by EFA 
Factors number of items KMO Sphericity Test % total variance α 

Perceived usefulness (PU) 3 .706 p<.001 71.43% .800 
Perceived user experience (PUE) 7 .796 p<.001 74.08% .878 

Engagement (EN) 4 .836 p<.001 77.42% .902 
Perceived convenience (PC) 3 .794 p<.001 76.31% .844 

Subjective Security (SS) 3 .719 p<.001 80.60% .879 
Quality of live (QL) 7 .937 p<.001 70.34% .928 

 
3.3. Artificial Neural Network (ANN) 

In analogy to biological neural networks, an artificial neural network is an aggregate of computational units known 
as artificial neurons. Each neuron has input terminals similar to the dendrites of biological neurons, where information 
is inserted and subsequently computed, resulting in an output value that will be propagated to other units until the last 
layer provides the network response. 

The Strucutural Equation Modeling (SEM) likely oversimplifies the complexity of decisions since it can only detect 
linear relationships. Therefore, this study adopted ANN approach to resolve this gap, as ANN does not require 
multivariate assumptions (e.g., linearity, normality, or homoscedasticity) and can identify non-linear relationships 
[26]. The variables determined by the Exploratory Factor Analysis (EFA) as input units for the ANN solve this 
limitation, which will provide greater prediction accuracy than linear models [27]. Therefore, these methods can be 
complementary in a data analytical process. 

Haykin (1998) defines an ANN as a massively parallel distributed processor composed of simple processing units, 
which have a neural propensity to store experimental knowledge and make it available for use for a specific purpose. 
In this study, we proposed a multilayer perceptron (MLP) with the feedforward propagation back-propagation 
multilayer perceptron (FFBP) algorithm [29]. MLP had five input layers (independent variables) PUE, UP, EN, SS, 
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and PC, automatically calculating the hidden layers that resulted in three depending on the complexity of the problem 
to be solved observed by Negnevtsky [30], and an output layer (the dependent variable) QL. From the means of the 
items of each variable (𝑉𝑉𝑉𝑉�𝑖𝑖𝑖𝑖), the items were normalized [0, 1] from the following expression: 
 

𝑋𝑋𝑋𝑋�𝑖𝑖𝑖𝑖 = 𝑉𝑉𝑉𝑉�𝑖𝑖𝑖𝑖−1
6

                                                                                                       (1) 

 
Training refers to the supervised learning process during which training cases are presented to the neural network, 

and the connection weights are modified. Selecting an appropriate set of training cases and the training protocol. The 
training cases must implicitly contain the essential knowledge that describes the material behaviour if the neural 
network is to be able to predict that full range of behaviour; that is, the set of training cases should constitute a 
comprehensive set. A neural network trained with a comprehensive data set can use its generalization capability and 
respond appropriately when queried about stress paths not explicitly included in the training data set. Unfortunately, 
there are no rigorous methods for testing a priori whether a training set is comprehensive; this is currently done by 
testing the trained neural network against a variety of novel training cases to which it has not been exposed during 
training. However, this has apparent shortcomings as a true test of the trained neural network [31]. 

Following the chosen training algorithm, the connection weights will be adjusted. It is important to consider, at this 
stage, some aspects such as network initialization, training mode and training time. A good choice of the initial values 
of the network weights can decrease the time needed for training. Typically, the initial values of the network weights 
are uniformly distributed random numbers within a defined range. The wrong choice of these weights can lead to 
premature saturation. As for the training time, several factors can influence its duration, but it will always be necessary 
to use some stopping criterion. The stopping criterion of the backpropagation algorithm is not well defined, and a 
maximum number of cycles is usually used. However, the average error rate per cycle and the generalization capacity 
of the network must be considered. It may happen that at a certain moment of training the generalization starts to 
degenerate, causing the problem of over-training, that is, the network specializes in the training data set and loses its 
generalization capacity. Training should be stopped when the network has a good generalization ability and when the 
error rate is small enough, that is, less than an admissible error. Thus, an optimal stopping point with minimum error 
and maximum generalizability must be found [32]. 

The test set is used to determine network performance with previously unused data. Network performance, 
measured at this stage, is a good indication of its actual performance. Other tests should also be considered, such as 
analysis of the network behaviour using special inputs and analysis of the current weights of the network, because if 
there are very small values, the associated connections can be considered insignificant and thus eliminated (pruning, 
the practice of removing parameters). Conversely, values substantially larger than the others could indicate that there 
was over-training of the network. 

This research process utilized the sigmoid function to activate neurons for hidden and output layers [19]. The basic 
ANN model uses a supervised learning process in which the outputs are known and used in training (with descending 
gradient optimization algorithm). The FFBP algorithm for prediction and classification was assumed to be an advanced 
multiple regression analysis (MRA) capable of dealing with complex and nonlinear relationships. We conducted cross-
validation with 90:10 data partition for training and testing, respectively. The number of hidden units was 
automatically generated, and the root means square of errors (RMSE) was calculated along with the normalized 
importance in the sensitivity analysis. The RMSE of training and testing datasets for all ten neural networks and the 
means and standard deviations were calculated and presented in Table 2. 
 

Table 2. RMSE values for the Neural Networks 

Network Training Testing RMSE(Training)-RMSE 
(Testing) n SSE RMSE n SSE RMSE 

1 409 3.201 .088 60 .518 .093 .004 
2 417 2.393 .076 52 .268 .072 .004 
3 422 2.789 .081 47 .276 .077 .005 
4 414 2.402 .076 55 .316 .076 .000 
5 418 2.665 .080 51 .253 .070 .009 
6 421 2.267 .073 48 .262 .074 .000 
7 420 2.372 .075 49 .243 .070 .005 
8 421 2.989 .084 48 .495 .102 .017 
9 428 2.276 .073 41 .241 .077 .004 

10 422 2.516 .077 47 .261 .075 .003 
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training. However, this has apparent shortcomings as a true test of the trained neural network [31]. 
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of the network weights can decrease the time needed for training. Typically, the initial values of the network weights 
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premature saturation. As for the training time, several factors can influence its duration, but it will always be necessary 
to use some stopping criterion. The stopping criterion of the backpropagation algorithm is not well defined, and a 
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of the network must be considered. It may happen that at a certain moment of training the generalization starts to 
degenerate, causing the problem of over-training, that is, the network specializes in the training data set and loses its 
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there are very small values, the associated connections can be considered insignificant and thus eliminated (pruning, 
the practice of removing parameters). Conversely, values substantially larger than the others could indicate that there 
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This research process utilized the sigmoid function to activate neurons for hidden and output layers [19]. The basic 
ANN model uses a supervised learning process in which the outputs are known and used in training (with descending 
gradient optimization algorithm). The FFBP algorithm for prediction and classification was assumed to be an advanced 
multiple regression analysis (MRA) capable of dealing with complex and nonlinear relationships. We conducted cross-
validation with 90:10 data partition for training and testing, respectively. The number of hidden units was 
automatically generated, and the root means square of errors (RMSE) was calculated along with the normalized 
importance in the sensitivity analysis. The RMSE of training and testing datasets for all ten neural networks and the 
means and standard deviations were calculated and presented in Table 2. 
 

Table 2. RMSE values for the Neural Networks 

Network Training Testing RMSE(Training)-RMSE 
(Testing) n SSE RMSE n SSE RMSE 

1 409 3.201 .088 60 .518 .093 .004 
2 417 2.393 .076 52 .268 .072 .004 
3 422 2.789 .081 47 .276 .077 .005 
4 414 2.402 .076 55 .316 .076 .000 
5 418 2.665 .080 51 .253 .070 .009 
6 421 2.267 .073 48 .262 .074 .000 
7 420 2.372 .075 49 .243 .070 .005 
8 421 2.989 .084 48 .495 .102 .017 
9 428 2.276 .073 41 .241 .077 .004 

10 422 2.516 .077 47 .261 .075 .003 



454 Luis Hernan Contreras Pinochet  et al. / Procedia Computer Science 221 (2023) 450–457
 Author name / Procedia Computer Science 00 (2019) 000–000  5 

 mean 2.587 .078 mean .313 .078 .005 
 sd .318 .005 sd .104 .010 .005 

Note: SSE= Sum Squares of Error, RMSE=Root Mean Square Error, sd=standard deviation. 
 

Definitions of these criteria are given as follows: 
 

              SSE = ∑ �Qt − Q�t�n
t=1                                                                                                    (2) 

 

 RMSE = �SSE
n

                                                                                                            (3) 

 
Qt is the observed data (Q) at time t, Q�t is the predicted value at time t. 

 
3.4. Validating the ANN model 

In this study, an Artificial Neural Network (ANN) model contains five input neurons, three hidden neurons 
(automatically calculated by SPSS software – usually, the number of hidden neurons is around 2/3 the size of the input 
layer), and one neuron output (Fig. 2). In addition, bias is a cell that issues a fixed value to contemplate ‘start values’ 
that are ≠0 when all inputs are 0. Based on the RMSE values of the Neural Network (Table 2), we conclude that the 
ANN model has high precision in the means for training (�̅�𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = .078) and testing (�̅�𝑥𝑥𝑥𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = .078) respectively. 
Training determines weights and values for each bias to minimize forecast error and is used to estimate the network 
parameters. Testing feeds the network already trained with different data, to verify if the network ‘understands’ the 
phenomenon and it’s used to prevent overtraining. Therefore, the models can provide a very accurate prediction based 
on RMSE values that should be relatively small (around 0.10) indicating a quite accurate prediction [19,27]. 
 

 
Fig. 2. The Proposed Artificial Neural Network Architecture. 

 
 
According to Fig. 2, the results validated the predictive relevance of the weight resistances (𝑤𝑤𝑤𝑤𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖), as each input 

neuron is connected to the three hidden neurons through synaptic weights different from zero. To validate an ANN 
model, we cannot fix the threshold value for RMSE. We must look at the comparison of RMSE of both test and train 
datasets. If the model is good, then the RMSE of test data is quite similar to the train dataset. Otherwise, we can 
identify the following conditions: RMSE of test > RMSE of train overfitting the data or RMSE of test < RMSE of 
train ⟹ underfitting the data. Fig. 3 shows the comparison between the RMSE values, showing that the occurrences 
of over and under fittings in this research were similar. 
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Fig. 3. Comparation of RMSE of both test and train datasets 

 
4. Sensitivity analysis 

We conducted the sensitivity analysis to measure the strength of the weight resistances by calculating the 
normalized importance of the resistances from the ten ANN simulations. Normalized importance is the ratio of relative 
importance to greater relative importance and is indicated as a percentage. Table 3 shows that the security subjective 
is the most significant predictor in the sensitivity analysis, showing 100% normalized importance and 25.9% of the 
average overall importance among the predictors of quality of life. Next, we have engagement (�̅�𝑥𝑥𝑥𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 19.9%), 
perceived usefulness (�̅�𝑥𝑥𝑥𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 19.6%), perceived user experience (�̅�𝑥𝑥𝑥𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐸𝐸𝐸𝐸 = 16.1%), and perceived convenience (�̅�𝑥𝑥𝑥𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =
16.8%), respectively by the degree of importance. It is possible to observe that all predictors had high relative mean 
values of importance. 
 

Table 3. Sensitivity analysis 
 Relative importance 
Neural Network PUE PU PC EN SS 
ANN (1) .129 .238 .140 .227 .267 
ANN (2) .140 .145 .221 .211 .282 
ANN (3) .205 .246 .159 .101 .289 
ANN (4) .111 .136 .224 .255 .273 
ANN (5) .315 .128 .104 .172 .281 
ANN (6) .110 .244 .196 .179 .270 
ANN (7) .241 .160 .123 .244 .231 
ANN (8) .177 .226 .207 .160 .230 
ANN (9) .181 .214 .125 .234 .247 
ANN (10) .174 .221 .178 .202 .224 
Average relative importance .178 .196 .168 .199 .259 
Normalized relative importance (%) 68.8 76.9 65.4 77.6 100.0 

 
The natural evolution for this type of service is likely personalization for each consumer and, for that, technologies 

arising from Industry 4.0 such as Big Data, Artificial Intelligence, Internet of Things, among others, will bring 
dynamism and personalization of content consistently in the customers’ unique view. In addition to an evident concern 
with information security aspects. Respondents generally seek in these digital channels an immediate environment for 
payments and receipt of goods. Retailers create a sense of community or ecosystem that is an innovative experience 
with their smart technologies changing the shopping routine. Supermarket retailers try to differentiate themselves, 
offering their brands and building stronger relationships with their consumers, reflecting an increase in sales and 
loyalty.  

The proposed model showed consistency and can be applied for future research. The literature review presents a 
specific case of a smart city in São Paulo where it observed ethical principles and values  with concern due to the 
optimization of new technologies. In the case of smart technologies for supermarkets, it was evident in this study that 
the greatest concern is associated with data security and privacy. 

The digitization of the city and the companies that provide essential services (supermarket retail) need to open a 
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dialogue of what must be built (direct channels or even with intermediaries such as ‘assisted shopping’), as it becomes 
critical to gain insight into consumer preferences. This is related to the relationship process between companies and 
consumers, having as intelligent intermediary technologies, which the bias of service marketing can manage, a branch 
of the various marketing strategies [33]. These are used by organizations to deliver value to their consumers in the 
process of exchange, or value co-creation to create and develop long-term relationships with their customers and add 
value in the exchange process, always with synergy between those involved, since the interrelationship between the 
parties becomes a fundamental component in the process of developing, creating, and delivering value in a service, in 
the case of this study, retail supermarket. 

As it emerged together with technologies and is strongly related to them, the concept of the smart city is constantly 
being updated. The technological component is one of the main factors’ researchers from all over the world in the 
fields of the scientific community are increasingly addressing this factor to encompass the most diverse aspects of life, 
society, information, among others. 

One of the questions that will remain after the COVID-19 pandemic is how to make the different agents that 
participate in the economic development of a city (in this case São Paulo with its supermarket retail) contribute to the 
development of a smart city that also meet citizens’ expectations. This process should leave only the issue of 
communications and accountability; moving towards the empowerment of groups in society to make decisions and 
formulate public policies, improvements, and actions for development and innovation. The governance of how the 
situation was handled and the civic engagement of the citizen protagonist is what will make a difference as future 
learning for the next emergency as well as make a city smart and resilient. Finally, retailers must adapt to changes in 
purchasing behavior to succeed in a post-COVID-19 environment. The effect of health crises like these makes 
consumers buy differently, and, in the current case, it was not a mere option but a need to find new ways of 
consumption. 
 
5. Conclusion 

Applying deep learning with ANN analysis becomes a robust methodological approach, detecting non-linear 
associations between the constructs. From the data analysis, subjective security has proven to be the construct with 
greater predictive power and, simultaneously, of greatest concern to consumers. The study provided support to observe 
that, in a way, a large part of the respondents felt good, and their expectations were met when assessing smart 
technology services in supermarket retail and will continue using them, even after the pandemic. Therefore, the effect 
of acceleration on the adoption of e-commerce is noticeable. Added to this is the likely change in the profile of 
consumers who, after the COVID-19 pandemic, will have a different view on quality of life.  

The limitations of this study are mainly related to its external validity. Respondents from the city of São Paulo 
participated in the study. Although these respondents manage to bring the essence of the study, the extension of the 
study to other cities and states in Brazil can be considered for future studies. This is in addition, to performing a 
comparative study with other smart cities worldwide. 

Due to the global conditions of the pandemic (COVID-19), the sample was mostly obtained via social networks 
and communication applications, which can create, a priori, a bias in collecting respondents with greater familiarity 
with the technology. The transversal nature of the collection instrument used limits the research since this approach 
is based on a single moment analysis (seeking to circumvent this situation, we used the ANN method for simulation). 

Furthermore, depending on the moment of the pandemic, one possibility would be to include the construct 
‘resilience’ or ‘adaptive resilience’ to better understand the effect on which companies seek to create online 
experiences by putting customers at the center of the strategy and think of new ways to connect customers with digital 
channels that are effective for support [34]. 
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dialogue of what must be built (direct channels or even with intermediaries such as ‘assisted shopping’), as it becomes 
critical to gain insight into consumer preferences. This is related to the relationship process between companies and 
consumers, having as intelligent intermediary technologies, which the bias of service marketing can manage, a branch 
of the various marketing strategies [33]. These are used by organizations to deliver value to their consumers in the 
process of exchange, or value co-creation to create and develop long-term relationships with their customers and add 
value in the exchange process, always with synergy between those involved, since the interrelationship between the 
parties becomes a fundamental component in the process of developing, creating, and delivering value in a service, in 
the case of this study, retail supermarket. 

As it emerged together with technologies and is strongly related to them, the concept of the smart city is constantly 
being updated. The technological component is one of the main factors’ researchers from all over the world in the 
fields of the scientific community are increasingly addressing this factor to encompass the most diverse aspects of life, 
society, information, among others. 

One of the questions that will remain after the COVID-19 pandemic is how to make the different agents that 
participate in the economic development of a city (in this case São Paulo with its supermarket retail) contribute to the 
development of a smart city that also meet citizens’ expectations. This process should leave only the issue of 
communications and accountability; moving towards the empowerment of groups in society to make decisions and 
formulate public policies, improvements, and actions for development and innovation. The governance of how the 
situation was handled and the civic engagement of the citizen protagonist is what will make a difference as future 
learning for the next emergency as well as make a city smart and resilient. Finally, retailers must adapt to changes in 
purchasing behavior to succeed in a post-COVID-19 environment. The effect of health crises like these makes 
consumers buy differently, and, in the current case, it was not a mere option but a need to find new ways of 
consumption. 
 
5. Conclusion 

Applying deep learning with ANN analysis becomes a robust methodological approach, detecting non-linear 
associations between the constructs. From the data analysis, subjective security has proven to be the construct with 
greater predictive power and, simultaneously, of greatest concern to consumers. The study provided support to observe 
that, in a way, a large part of the respondents felt good, and their expectations were met when assessing smart 
technology services in supermarket retail and will continue using them, even after the pandemic. Therefore, the effect 
of acceleration on the adoption of e-commerce is noticeable. Added to this is the likely change in the profile of 
consumers who, after the COVID-19 pandemic, will have a different view on quality of life.  

The limitations of this study are mainly related to its external validity. Respondents from the city of São Paulo 
participated in the study. Although these respondents manage to bring the essence of the study, the extension of the 
study to other cities and states in Brazil can be considered for future studies. This is in addition, to performing a 
comparative study with other smart cities worldwide. 

Due to the global conditions of the pandemic (COVID-19), the sample was mostly obtained via social networks 
and communication applications, which can create, a priori, a bias in collecting respondents with greater familiarity 
with the technology. The transversal nature of the collection instrument used limits the research since this approach 
is based on a single moment analysis (seeking to circumvent this situation, we used the ANN method for simulation). 

Furthermore, depending on the moment of the pandemic, one possibility would be to include the construct 
‘resilience’ or ‘adaptive resilience’ to better understand the effect on which companies seek to create online 
experiences by putting customers at the center of the strategy and think of new ways to connect customers with digital 
channels that are effective for support [34]. 
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