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Abstract 

Real-world decision-making tasks are generally complicated and require trade-offs between multiple, even conflicting, objectives. 
As the advent and great development of advanced information technology, it has evolved into using reinforcement learning (RL) 
algorithms to tackle the multi-objective decision making (MODM) problems. In this paper, we will first identify the basic concepts 
and factors when modelling the MODM tasks with reinforcement learning, and then review the traditional RL, such as Sarsa, Q-
Learning, Policy Gradients, Actor-Critic, Monte-Carlo learning, and modern deep RL algorithms applied in this process. 
Furthermore, the specific practical scenarios described in MODM problems will be summarized through analyzing some typical 
articles. Finally, the future trends of multi-objective reinforcement learning will be discussed. 
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1. Introduction 

Multi-objective decision making, also named as multi-criteria decision making or multi-criteria optimization, has 
long been a significant topic in most real-world decision problems, since we inherently care about more than one 
aspect when evaluating and optimizing the strategic decisions [1]. For instance, whether a major technological project 
can be implemented should consider its economic benefits, social benefits, production safety, environmental protection 
and other objectives, leading to a multi-objective decision making (MODM) problem. Researchers and decision-
makers have been dedicated to developing methods and techniques to balance the trade-off among these criteria and 
explore the optimal strategies. With these multiple objectives, most algorithms focus on combining all the important 
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criteria together into a single, scalar, additive objective function, such as Weighted-sum method and Natural Evolution 
Strategies (NES) [2]. However, this semi-blind manual mechanism would damage the interpretability of the decision-
making process and cannot handle the always changing preferences. As an insight to address these issues, the Pareto 
optimal frontiers are widely applied to provide a portfolio of any possible optimal solutions [3].  

Research on planning approaches to retrieve Pareto frontiers of MODM has been established for a long time. Multi-
objective particle swarm optimization (MOPSO) algorithm, Analytic Hierarchy Process (AHP) models, and the 
Convex Hull Value Iteration (CHVI) algorithms have been developed to search for the Pareto optimal solution sets in 
the feasible solution regions [4]. To nonetheless deal with the multiple objectives of the real world, as identified by 
Wiering and De Jong [5], those approaches have issues of computational feasibility and non-stationarity, while a 
common design is to regard this model as a multi-objective Markov decision process (MOMDP) and find the Pareto 
solutions sequentially. Further, the Reinforcement Learning (RL) is introduced to solve the MOMDP model by 
reasoning about sets of possibly optimal value vectors and policies. The classical RL algorithms, such as Q-learning 
and Temporal Difference (TD) Learning, are demonstrated effective in Pareto optimal solution sets searching [6]. 

Recently, deep reinforcement learning (DRL) has emerged and gradually improved as a powerful technique for 
sequential optimization issues, which applied neural networks as the key components to capture the state transition 
instead [7]. It has achieved great success in focusing on relevant information area and reducing the overhead 
computation of deep neural network. In this paper, we will mainly review the reinforcement learning and deep 
reinforcement learning techniques used in multi-objective decision making, to summarize its basic concepts, specific 
process, and applications by analyzing typical articles. The reminder of this paper is arranged as follows: Section 2 
will describe the basic concept of MODP and RL. Section 3 will summarize some typical MODP cases using RL or 
DRL algorithms. Section 4 mainly discusses the existing and possible innovative applications of MODP and RL. 

2. Problem Setting 

In this section, we will formulate the classical multi-objective optimization problem and its sequential 
configuration, i.e., multi-objective Markov decision process (MOMDP). Then, the basic elements of MOMDP are 
presented when it is modelled into reinforcement learning. 

2.1. Multi-Objective Decision making 

Multi-objective decision making (MODM) model always contains multiple contradictory objective functions, and 
it is hoped to find a solution set that can balance all optimization objectives well. Pareto optimal frontier is an ideal 
state of multi-objective optimization problem, which is impossible to improve the situation of some objectives without 
hurting any other else. The formalized definition of MODM is described in Eq. (1). 

 
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚         𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚(𝑚𝑚𝑚𝑚),𝑚𝑚𝑚𝑚 = 1,2, … ,𝑀𝑀𝑀𝑀 

   𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡       𝑔𝑔𝑔𝑔𝑗𝑗𝑗𝑗(𝑚𝑚𝑚𝑚) ≥ 0, 𝑠𝑠𝑠𝑠 = 1,2, … , 𝐽𝐽𝐽𝐽 
                                ℎ𝑘𝑘𝑘𝑘(𝑚𝑚𝑚𝑚) = 0, 𝑘𝑘𝑘𝑘 = 1,2, … ,𝐾𝐾𝐾𝐾 

                                         𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖
(𝐿𝐿𝐿𝐿) ≤ 𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖 ≤ 𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

(𝑈𝑈𝑈𝑈), 𝑚𝑚𝑚𝑚 = 1,2, … ,𝑚𝑚𝑚𝑚 

(1) 

2.2. Multi-Objective Markov Decision Process 

Further, since the Pareto frontier is hard to obtain directly, taking an explicitly sequential approach to planning and 
learning becomes essential to acquire optimal solutions in decision problems. Therefore, we formalize the multi-
objective decision making (MODM) as a multi-objective Markov decision process (MOMDP). A MOMDP is 
represented by the tuple (𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴,𝑃𝑃𝑃𝑃,𝑹𝑹𝑹𝑹, 𝛾𝛾𝛾𝛾), where: 
 𝑆𝑆𝑆𝑆: state space or state set; 
 𝐴𝐴𝐴𝐴: action set; 
 𝑃𝑃𝑃𝑃: state transition probability matrix; 
 𝑅𝑅𝑅𝑅 ∈ ℝ𝑚𝑚𝑚𝑚: (immediate) reward function of 𝑚𝑚𝑚𝑚 objective functions; 
 𝛾𝛾𝛾𝛾: discount factor, used to compute cumulative rewards. 
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criteria together into a single, scalar, additive objective function, such as Weighted-sum method and Natural Evolution 
Strategies (NES) [2]. However, this semi-blind manual mechanism would damage the interpretability of the decision-
making process and cannot handle the always changing preferences. As an insight to address these issues, the Pareto 
optimal frontiers are widely applied to provide a portfolio of any possible optimal solutions [3].  

Research on planning approaches to retrieve Pareto frontiers of MODM has been established for a long time. Multi-
objective particle swarm optimization (MOPSO) algorithm, Analytic Hierarchy Process (AHP) models, and the 
Convex Hull Value Iteration (CHVI) algorithms have been developed to search for the Pareto optimal solution sets in 
the feasible solution regions [4]. To nonetheless deal with the multiple objectives of the real world, as identified by 
Wiering and De Jong [5], those approaches have issues of computational feasibility and non-stationarity, while a 
common design is to regard this model as a multi-objective Markov decision process (MOMDP) and find the Pareto 
solutions sequentially. Further, the Reinforcement Learning (RL) is introduced to solve the MOMDP model by 
reasoning about sets of possibly optimal value vectors and policies. The classical RL algorithms, such as Q-learning 
and Temporal Difference (TD) Learning, are demonstrated effective in Pareto optimal solution sets searching [6]. 

Recently, deep reinforcement learning (DRL) has emerged and gradually improved as a powerful technique for 
sequential optimization issues, which applied neural networks as the key components to capture the state transition 
instead [7]. It has achieved great success in focusing on relevant information area and reducing the overhead 
computation of deep neural network. In this paper, we will mainly review the reinforcement learning and deep 
reinforcement learning techniques used in multi-objective decision making, to summarize its basic concepts, specific 
process, and applications by analyzing typical articles. The reminder of this paper is arranged as follows: Section 2 
will describe the basic concept of MODP and RL. Section 3 will summarize some typical MODP cases using RL or 
DRL algorithms. Section 4 mainly discusses the existing and possible innovative applications of MODP and RL. 

2. Problem Setting 

In this section, we will formulate the classical multi-objective optimization problem and its sequential 
configuration, i.e., multi-objective Markov decision process (MOMDP). Then, the basic elements of MOMDP are 
presented when it is modelled into reinforcement learning. 

2.1. Multi-Objective Decision making 

Multi-objective decision making (MODM) model always contains multiple contradictory objective functions, and 
it is hoped to find a solution set that can balance all optimization objectives well. Pareto optimal frontier is an ideal 
state of multi-objective optimization problem, which is impossible to improve the situation of some objectives without 
hurting any other else. The formalized definition of MODM is described in Eq. (1). 

 
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚         𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚(𝑚𝑚𝑚𝑚),𝑚𝑚𝑚𝑚 = 1,2, … ,𝑀𝑀𝑀𝑀 

   𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡       𝑔𝑔𝑔𝑔𝑗𝑗𝑗𝑗(𝑚𝑚𝑚𝑚) ≥ 0, 𝑠𝑠𝑠𝑠 = 1,2, … , 𝐽𝐽𝐽𝐽 
                                ℎ𝑘𝑘𝑘𝑘(𝑚𝑚𝑚𝑚) = 0, 𝑘𝑘𝑘𝑘 = 1,2, … ,𝐾𝐾𝐾𝐾 

                                         𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖
(𝐿𝐿𝐿𝐿) ≤ 𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖 ≤ 𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

(𝑈𝑈𝑈𝑈), 𝑚𝑚𝑚𝑚 = 1,2, … ,𝑚𝑚𝑚𝑚 

(1) 

2.2. Multi-Objective Markov Decision Process 

Further, since the Pareto frontier is hard to obtain directly, taking an explicitly sequential approach to planning and 
learning becomes essential to acquire optimal solutions in decision problems. Therefore, we formalize the multi-
objective decision making (MODM) as a multi-objective Markov decision process (MOMDP). A MOMDP is 
represented by the tuple (𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴,𝑃𝑃𝑃𝑃,𝑹𝑹𝑹𝑹, 𝛾𝛾𝛾𝛾), where: 
 𝑆𝑆𝑆𝑆: state space or state set; 
 𝐴𝐴𝐴𝐴: action set; 
 𝑃𝑃𝑃𝑃: state transition probability matrix; 
 𝑅𝑅𝑅𝑅 ∈ ℝ𝑚𝑚𝑚𝑚: (immediate) reward function of 𝑚𝑚𝑚𝑚 objective functions; 
 𝛾𝛾𝛾𝛾: discount factor, used to compute cumulative rewards. 
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Specifically, the MOMDP basic framework includes an agent and the environment with which it interacts. Agents 
make decisions (decide what actions to take) based on the current state of the environment; This action causes a 
transition in the state of the environment, and the environment gives the agent a (immediate) reward based on the 
action and the state change it causes, presenting the agent with a new state. 

2.3. Reinforcement Learning 

In MOMDPs, the agent behaves according to the policy function 𝜋𝜋𝜋𝜋, where 𝜋𝜋𝜋𝜋 is a 𝑆𝑆𝑆𝑆 ×  𝐴𝐴𝐴𝐴 →  [0, 1] mapping, i.e., 
for each state, the action is selected from a certain probability distribution. Generally, the state and action sets in many 
real-world problems are continuous and infinite, or too large to enumerate even if discrete, which makes the problem 
considerably harder. Reinforcement Learning (RL) thus applied to estimate the values of each considered policies. 
The value function of a policy 𝜋𝜋𝜋𝜋 in a MOMDP is defined as: 

𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡) = 𝔼𝔼𝔼𝔼𝐴𝐴𝐴𝐴[𝑄𝑄𝑄𝑄𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 ,𝐴𝐴𝐴𝐴)] = ∑𝑎𝑎𝑎𝑎𝜋𝜋𝜋𝜋(𝑚𝑚𝑚𝑚|𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡) ∙ 𝑄𝑄𝑄𝑄𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 , 𝑚𝑚𝑚𝑚) (2) 
where 

𝑄𝑄𝑄𝑄𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 , 𝑚𝑚𝑚𝑚) = 𝔼𝔼𝔼𝔼𝐴𝐴𝐴𝐴[𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 ,𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡 = 𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡] (3) 
and 

𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡 = 𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡 + 𝛾𝛾𝛾𝛾𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡+1 + 𝛾𝛾𝛾𝛾2𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡+2 + 𝛾𝛾𝛾𝛾3𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡+3 + ⋯ (4) 
That is, 𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡 is the discounted return, which is the cumulative discounted future reward. 𝑄𝑄𝑄𝑄𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 , 𝑚𝑚𝑚𝑚) denotes the action-

value function for policy 𝜋𝜋𝜋𝜋 at state 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 when taking the action 𝑚𝑚𝑚𝑚, and 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡) is the state-value function of policy 𝜋𝜋𝜋𝜋 at 
state 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡. 

The goal of RL is typically to learn the optimal policy function. In single objective RL problems, a unique optimal 
value 𝑉𝑉𝑉𝑉∗ exists where the corresponding optimal policies 𝜋𝜋𝜋𝜋∗  with this value can be multiple. The goal in single-
objective RL is typically to learn an optimal policy. While in multi-objective case, however, each objective could 
achieve an optimal state 𝑉𝑉𝑉𝑉∗, and there exists multiple possibly optimal value vectors 𝑽𝑽𝑽𝑽. We therefore think about the 
Pareto dominance solution sets to MORL problems, as defined in Eq. (5). 

𝑃𝑃𝑃𝑃𝑚𝑚𝑚𝑚𝑃𝑃𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(Π) = {𝜋𝜋𝜋𝜋 ∈ Π | ∄𝜋𝜋𝜋𝜋′ ∈ Π: 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋′ ≻𝑝𝑝𝑝𝑝 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋} (5) 
where ≻𝑝𝑝𝑝𝑝 is the pareto dominant: 

𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋′ ≻𝑝𝑝𝑝𝑝 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋 ⟺ (∀𝑚𝑚𝑚𝑚: 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖 ≥ 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋′𝑖𝑖𝑖𝑖 ) ∧ (∃𝑚𝑚𝑚𝑚: 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖 > 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋′𝑖𝑖𝑖𝑖 ) (6) 
In other words, the Pareto solution sets is the portfolio of dominant policies, where exists no other policy with 

value that is equal or better in all objectives. 

3. Main Techniques 

In this section, we will list and review several representative reinforcement learning techniques used in multi-
objective decision making, including basic RL algorithms and DRL algorithms. Some classical papers are reviewed 
as well to illustrate the specific procedures of the approaches and its characteristics. 

3.1. Basic Reinforcement Learning (RL) Algorithms 

Research on planning RL algorithms to MODPs has long been established for finding Pareto set policies, such as 
Sarsa, Q-Learning, Policy Gradients, Actor-Critic, Monte-Carlo learning. These approaches have successfully-
launched in learning the optimal policy value function. 

3.1.1 Sarsa Algorithm 

The State-Action-Reward-State’-Action’ (Sarsa) algorithm is a kind of temporal difference reinforcement learning 
approach to learn the value function 𝑄𝑄𝑄𝑄 of a specific action under a specific state. Specifically, during the iteration, the 
agent first chooses an action 𝐴𝐴𝐴𝐴 at state 𝑆𝑆𝑆𝑆 referring to 𝜀𝜀𝜀𝜀-greedy method and then transit to a new state 𝑆𝑆𝑆𝑆′, where an 
immediate reward 𝑅𝑅𝑅𝑅 is obtained meanwhile. Further, the agent will continue to choose an action 𝐴𝐴𝐴𝐴’ at state 𝑆𝑆𝑆𝑆′, and the 
value function 𝑄𝑄𝑄𝑄 is accordingly updated as shown in Eq. (7). 

𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴) ← 𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴) + 𝛼𝛼𝛼𝛼(𝑅𝑅𝑅𝑅 + 𝛾𝛾𝛾𝛾𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆′,𝐴𝐴𝐴𝐴′) − 𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴)) (7) 
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where 𝛾𝛾𝛾𝛾  is the attenuation factor, and 𝛼𝛼𝛼𝛼  denotes the iteration step size. In this way, the value function 𝑄𝑄𝑄𝑄  is 
established and optimized according to the rewards obtained by interacting with the environment [8, 9]. 

3.1.2 Q-Learning Algorithm 

The fundamental framework of Q Learning is similar to that of Sarsa, which also enables the system to conduct 
exploration under the guidance of policy function, and update the status value at each step of iteration. However, Q 
Learning algorithm has different update formulas as listed in Eq. (8). 

𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴) ← 𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴) + 𝛼𝛼𝛼𝛼[𝑅𝑅𝑅𝑅 + 𝛾𝛾𝛾𝛾max𝐴𝐴𝐴𝐴′𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆′,𝐴𝐴𝐴𝐴′) − 𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴)] (8) 
It’s distinguishable that Q-learning is uncertain about the next state and action when updating the target 𝑄𝑄𝑄𝑄 value, 

thus it will select the action with the largest 𝑄𝑄𝑄𝑄 value as the next step update. Therefore, the two algorithms perform 
totally different. Sarsa is more prudent, since it will remember every wrong exploration, and it will be more sensitive 
to mistakes, while Q-learning only cares about the maximization of Q value, so Q-learning will be very greedy and 
bold [10]. 

3.1.3 Policy Gradients Algorithm 

The above-mentioned value-based algorithms, such as Sarsa and Q-Learning, require one more operation to 
calculate a maximum value, which is hard to implement in continuous or higher-dimensional spaces. This leads to the 
advent of policy-based methods. These value-free methods learn the possibility distribution of policy directly, and 
they not only avoid policy degradation due to value function errors, but also apply more easily to continuous action 
space problems.  

Policy-based reinforcement learning is applicable with random policies and continuous action space. It starts from 
a fixed or random initial state, and allows the agent to explore the environment, generating a state-action-reward 
sequence from the starting state to the ending state, i.e., 𝑆𝑆𝑆𝑆1,𝐴𝐴𝐴𝐴1,𝑅𝑅𝑅𝑅1, … , 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ,𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡 ,𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡 , …. For each time stamp 𝑠𝑠𝑠𝑠, the policy 
distribution function exists when the maximum reward is obtained [11]. 

3.1.4 Actor-Critic Algorithm 

Policy-based approaches also have some common disadvantages, such as low data efficiency or sample utilization, 
large variance and difficult to converge. To address these issues, Actor-Critic Algorithm integrates the value-based 
and policy-based framework, where Actor is used to predict the probability of action, Critic is to predict the reward in 
this state. 

Combined with the method of Policy Gradient (Actor) and Vaule Function Approximation (Critic), Actor is based 
on probabilistic selection action, Critic (Q-learning or other value-based methods) can be used to estimate the Value 
of each state. Subtract the value of this state from the value of the next state, (TD-error), Critic will tell the actor that 
the next action will be increased and updated. If TD-error is positive, the next action will be increased and updated. 
Otherwise, the update range of the actor will be reduced. Critic evaluates the value of action based on the action of 
Actor, and the Actor modifies the probability of selecting action according to the value of Critic. To sum up, Actor is 
the strategy function 𝜋𝜋𝜋𝜋(𝑚𝑚𝑚𝑚 ∣ 𝑠𝑠𝑠𝑠), which is learning a policy to get as high a return as possible, while Critic refers to value 
function 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠) to evaluate the value function of the current policy. With the help of the value function, the actor-critic 
algorithm can update parameters in a single step without waiting until the end of the round. 

3.1.5 Monte-Carlo learning Algorithm 

The policy gradient algorithm needs to acquire the Expectation of the value function, which is complicated to 
integrate the high-dimensional action space. Therefore, the Monte Carlo method is applied to approximate the policy 
gradient. Formally, at each state 𝑠𝑠𝑠𝑠, the agent chooses action 𝐴𝐴𝐴𝐴 according to the policy network, and then evaluates this 
action based on the value function. Further, we find the Monte Carlo approximation of policy gradient and use gradient 
ascent to update the network. 

Monte Carlo method can be understood as when the algorithm completes an iteration, then it uses the results of 
this round to learn and make an update. Since we already have the data for the entire iteration, and therefore the reward 
for each step, we can easily calculate the total future reward for each step. Thus, at each state 𝑆𝑆𝑆𝑆, its decay reward is 
calculated and the state value is updated finally. 
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Specifically, the MOMDP basic framework includes an agent and the environment with which it interacts. Agents 
make decisions (decide what actions to take) based on the current state of the environment; This action causes a 
transition in the state of the environment, and the environment gives the agent a (immediate) reward based on the 
action and the state change it causes, presenting the agent with a new state. 

2.3. Reinforcement Learning 

In MOMDPs, the agent behaves according to the policy function 𝜋𝜋𝜋𝜋, where 𝜋𝜋𝜋𝜋 is a 𝑆𝑆𝑆𝑆 ×  𝐴𝐴𝐴𝐴 →  [0, 1] mapping, i.e., 
for each state, the action is selected from a certain probability distribution. Generally, the state and action sets in many 
real-world problems are continuous and infinite, or too large to enumerate even if discrete, which makes the problem 
considerably harder. Reinforcement Learning (RL) thus applied to estimate the values of each considered policies. 
The value function of a policy 𝜋𝜋𝜋𝜋 in a MOMDP is defined as: 

𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡) = 𝔼𝔼𝔼𝔼𝐴𝐴𝐴𝐴[𝑄𝑄𝑄𝑄𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 ,𝐴𝐴𝐴𝐴)] = ∑𝑎𝑎𝑎𝑎𝜋𝜋𝜋𝜋(𝑚𝑚𝑚𝑚|𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡) ∙ 𝑄𝑄𝑄𝑄𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 , 𝑚𝑚𝑚𝑚) (2) 
where 

𝑄𝑄𝑄𝑄𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 , 𝑚𝑚𝑚𝑚) = 𝔼𝔼𝔼𝔼𝐴𝐴𝐴𝐴[𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡|𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 ,𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡 = 𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡] (3) 
and 

𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡 = 𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡 + 𝛾𝛾𝛾𝛾𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡+1 + 𝛾𝛾𝛾𝛾2𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡+2 + 𝛾𝛾𝛾𝛾3𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡+3 + ⋯ (4) 
That is, 𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡 is the discounted return, which is the cumulative discounted future reward. 𝑄𝑄𝑄𝑄𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 , 𝑚𝑚𝑚𝑚) denotes the action-

value function for policy 𝜋𝜋𝜋𝜋 at state 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡 when taking the action 𝑚𝑚𝑚𝑚, and 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡) is the state-value function of policy 𝜋𝜋𝜋𝜋 at 
state 𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡. 

The goal of RL is typically to learn the optimal policy function. In single objective RL problems, a unique optimal 
value 𝑉𝑉𝑉𝑉∗ exists where the corresponding optimal policies 𝜋𝜋𝜋𝜋∗  with this value can be multiple. The goal in single-
objective RL is typically to learn an optimal policy. While in multi-objective case, however, each objective could 
achieve an optimal state 𝑉𝑉𝑉𝑉∗, and there exists multiple possibly optimal value vectors 𝑽𝑽𝑽𝑽. We therefore think about the 
Pareto dominance solution sets to MORL problems, as defined in Eq. (5). 

𝑃𝑃𝑃𝑃𝑚𝑚𝑚𝑚𝑃𝑃𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(Π) = {𝜋𝜋𝜋𝜋 ∈ Π | ∄𝜋𝜋𝜋𝜋′ ∈ Π: 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋′ ≻𝑝𝑝𝑝𝑝 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋} (5) 
where ≻𝑝𝑝𝑝𝑝 is the pareto dominant: 

𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋′ ≻𝑝𝑝𝑝𝑝 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋 ⟺ (∀𝑚𝑚𝑚𝑚: 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖 ≥ 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋′𝑖𝑖𝑖𝑖 ) ∧ (∃𝑚𝑚𝑚𝑚: 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋𝑖𝑖𝑖𝑖 > 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋′𝑖𝑖𝑖𝑖 ) (6) 
In other words, the Pareto solution sets is the portfolio of dominant policies, where exists no other policy with 

value that is equal or better in all objectives. 

3. Main Techniques 

In this section, we will list and review several representative reinforcement learning techniques used in multi-
objective decision making, including basic RL algorithms and DRL algorithms. Some classical papers are reviewed 
as well to illustrate the specific procedures of the approaches and its characteristics. 

3.1. Basic Reinforcement Learning (RL) Algorithms 

Research on planning RL algorithms to MODPs has long been established for finding Pareto set policies, such as 
Sarsa, Q-Learning, Policy Gradients, Actor-Critic, Monte-Carlo learning. These approaches have successfully-
launched in learning the optimal policy value function. 

3.1.1 Sarsa Algorithm 

The State-Action-Reward-State’-Action’ (Sarsa) algorithm is a kind of temporal difference reinforcement learning 
approach to learn the value function 𝑄𝑄𝑄𝑄 of a specific action under a specific state. Specifically, during the iteration, the 
agent first chooses an action 𝐴𝐴𝐴𝐴 at state 𝑆𝑆𝑆𝑆 referring to 𝜀𝜀𝜀𝜀-greedy method and then transit to a new state 𝑆𝑆𝑆𝑆′, where an 
immediate reward 𝑅𝑅𝑅𝑅 is obtained meanwhile. Further, the agent will continue to choose an action 𝐴𝐴𝐴𝐴’ at state 𝑆𝑆𝑆𝑆′, and the 
value function 𝑄𝑄𝑄𝑄 is accordingly updated as shown in Eq. (7). 

𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴) ← 𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴) + 𝛼𝛼𝛼𝛼(𝑅𝑅𝑅𝑅 + 𝛾𝛾𝛾𝛾𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆′,𝐴𝐴𝐴𝐴′) − 𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴)) (7) 
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where 𝛾𝛾𝛾𝛾  is the attenuation factor, and 𝛼𝛼𝛼𝛼  denotes the iteration step size. In this way, the value function 𝑄𝑄𝑄𝑄  is 
established and optimized according to the rewards obtained by interacting with the environment [8, 9]. 

3.1.2 Q-Learning Algorithm 

The fundamental framework of Q Learning is similar to that of Sarsa, which also enables the system to conduct 
exploration under the guidance of policy function, and update the status value at each step of iteration. However, Q 
Learning algorithm has different update formulas as listed in Eq. (8). 

𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴) ← 𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴) + 𝛼𝛼𝛼𝛼[𝑅𝑅𝑅𝑅 + 𝛾𝛾𝛾𝛾max𝐴𝐴𝐴𝐴′𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆′,𝐴𝐴𝐴𝐴′) − 𝑄𝑄𝑄𝑄(𝑆𝑆𝑆𝑆,𝐴𝐴𝐴𝐴)] (8) 
It’s distinguishable that Q-learning is uncertain about the next state and action when updating the target 𝑄𝑄𝑄𝑄 value, 

thus it will select the action with the largest 𝑄𝑄𝑄𝑄 value as the next step update. Therefore, the two algorithms perform 
totally different. Sarsa is more prudent, since it will remember every wrong exploration, and it will be more sensitive 
to mistakes, while Q-learning only cares about the maximization of Q value, so Q-learning will be very greedy and 
bold [10]. 

3.1.3 Policy Gradients Algorithm 

The above-mentioned value-based algorithms, such as Sarsa and Q-Learning, require one more operation to 
calculate a maximum value, which is hard to implement in continuous or higher-dimensional spaces. This leads to the 
advent of policy-based methods. These value-free methods learn the possibility distribution of policy directly, and 
they not only avoid policy degradation due to value function errors, but also apply more easily to continuous action 
space problems.  

Policy-based reinforcement learning is applicable with random policies and continuous action space. It starts from 
a fixed or random initial state, and allows the agent to explore the environment, generating a state-action-reward 
sequence from the starting state to the ending state, i.e., 𝑆𝑆𝑆𝑆1,𝐴𝐴𝐴𝐴1,𝑅𝑅𝑅𝑅1, … , 𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡 ,𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡 ,𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡 , …. For each time stamp 𝑠𝑠𝑠𝑠, the policy 
distribution function exists when the maximum reward is obtained [11]. 

3.1.4 Actor-Critic Algorithm 

Policy-based approaches also have some common disadvantages, such as low data efficiency or sample utilization, 
large variance and difficult to converge. To address these issues, Actor-Critic Algorithm integrates the value-based 
and policy-based framework, where Actor is used to predict the probability of action, Critic is to predict the reward in 
this state. 

Combined with the method of Policy Gradient (Actor) and Vaule Function Approximation (Critic), Actor is based 
on probabilistic selection action, Critic (Q-learning or other value-based methods) can be used to estimate the Value 
of each state. Subtract the value of this state from the value of the next state, (TD-error), Critic will tell the actor that 
the next action will be increased and updated. If TD-error is positive, the next action will be increased and updated. 
Otherwise, the update range of the actor will be reduced. Critic evaluates the value of action based on the action of 
Actor, and the Actor modifies the probability of selecting action according to the value of Critic. To sum up, Actor is 
the strategy function 𝜋𝜋𝜋𝜋(𝑚𝑚𝑚𝑚 ∣ 𝑠𝑠𝑠𝑠), which is learning a policy to get as high a return as possible, while Critic refers to value 
function 𝑉𝑉𝑉𝑉𝜋𝜋𝜋𝜋(𝑠𝑠𝑠𝑠) to evaluate the value function of the current policy. With the help of the value function, the actor-critic 
algorithm can update parameters in a single step without waiting until the end of the round. 

3.1.5 Monte-Carlo learning Algorithm 

The policy gradient algorithm needs to acquire the Expectation of the value function, which is complicated to 
integrate the high-dimensional action space. Therefore, the Monte Carlo method is applied to approximate the policy 
gradient. Formally, at each state 𝑠𝑠𝑠𝑠, the agent chooses action 𝐴𝐴𝐴𝐴 according to the policy network, and then evaluates this 
action based on the value function. Further, we find the Monte Carlo approximation of policy gradient and use gradient 
ascent to update the network. 

Monte Carlo method can be understood as when the algorithm completes an iteration, then it uses the results of 
this round to learn and make an update. Since we already have the data for the entire iteration, and therefore the reward 
for each step, we can easily calculate the total future reward for each step. Thus, at each state 𝑆𝑆𝑆𝑆, its decay reward is 
calculated and the state value is updated finally. 
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3.2. Deep Reinforcement Learning (DRL) Algorithms 

Deep learning has been widely used in both academic research and practical applications, which is popular in the 
field of computer vision [12], natural language processing [13], and voice recognition [14]. Deep Reinforcement 
Learning (DRL) is the combination of deep learning and reinforcement learning. Specifically, it combines the structure 
of deep learning and the thought of reinforcement learning to solve the decision-making problems. With the assist of 
powerful characterization ability of neural network, DRL performs well in fitting value or policy functions of 
complicated state-action space. 

Taking Super Mario game as an example, any different position of agent and brick can be equivalent to a different 
state. Such a large number of states makes it impossible for traditional reinforcement learning to assign an action to 
each state, while deep learning can automatically extract features through end-to-end learning ability. Training a 
complex multi-layer model with strong expressive power to fit the current state, reinforcement learning to learn how 
to perform the corresponding actions according to the current state, in order to obtain the maximum cumulative rewards 
and punishments. 

Deep Q-Network (DQN) is one of the most representative approaches of DRL. It is actually the variants of Q 
Learning, and combines it with neural network. On the whole, DQN and Q learning have very similar objective value 
and update ways of value. The main difference is that DQN combines Q learning with deep learning and uses deep 
network to approximate action value function, while Q learning uses table storage. DQN adopts the training method 
of experiential playback, randomly sampling from historical data, while Q learning directly adopts the data of the next 
state for learning [15]. 

Since convolutional neural networks have natural advantages in image processing, in image processing research 
domain, DQN uses 4 frames adjacent as the original image input, and outputs value function 𝑄𝑄𝑄𝑄  through deep 
convolutional neural network and fully connected neural network, realizing end-to-end learning control. While for 
time series information, DQN adopts recurrent neural networks to add experiential replay mechanism, capturing long- 
and short-term dependencies. 

4. Applications 

This section presents examples of complicated decision-making situations where multi-objective reinforcement 
learning approaches play a role. These examples are inspired by some of the aspects discussed in above sections. 
Multi-objective analysis is a fundamental tool for decision makers to properly handle the possible trade-offs among a 
number of competing objectives. Specifically, water reservoir operations need to evaluate multiple conflicting 
objectives related to significant socio-economic criteria. On the one hand, the water supply needs to cater the livelihood 
of downstream residents and agricultural demands, leading to a storage in winter and release in irrigation season. On 
the other, residents on the shores argue to keep the horizon within a certain range for recreational services. Therefore, 
the regulation issue becomes complicated with the presence of multiple objectives that accordance with the two above: 
river navigability, hydropower production, agricultural irrigation, sightseeing, flood mitigation, and many others [16, 
17].  

Furthermore, considering a journey to a given destination, the decision on the means of transportation involves 
several objectives, such as minimizing travel time and trip cost, while maximizing the comfortability and reliability, 
thus planning a journey also involves sequential decisions along the trip [18, 19]. Moreover, the design of wind 
turbine systems is also focused on multiple objectives, including more power production and lower fatigue loads, 
which leads to a trade-off between power production and accumulated damage. In addition to the above instances, 
recent years have seen multi-objective reinforcement learning applied in wide range of research domains including: 
recommended systems, transportation management, bidding and pricing and intelligent manufacturing [20, 21, 22, 23]. 
These various applications are best addressed with multi-objective decision making methods. 

5. Discussions and Future Trends 

The multi-objective reinforcement learning techniques have been widely adopted in real-world applications. To 
this end, in this paper, we identify a range of factors that need to be considered when modelling a multi-objective 

6 Author name / Procedia Computer Science 00 (2019) 000–000 

decision making problem, as well as the traditional and emerging reinforcement learning algorithms to tackle this issue. 
In addition, we have provided examples on how reinforcement learning can be applied to multi-objective tasks. We 
hope this article will inspire the future growth of multi-objective reinforcement learning. 

In the past few years, reinforcement learning has become more and more powerful and important in dealing with 
complicated managerial scenarios, and algorithms with good improvements and convergence have been gradually 
proposed. The Meta-RL [24], Inverse-RL [25] and Transfer-RL [26] have been introduced to simulate multiple agents 
and fit various environment. In the future, the multi-objective reinforcement learning will continue to improve with 
this trend, to adapt to more practical application scenarios. 
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