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Abstract

Scientific economic activities document the utilization of research funds, which form a critical component of scientific research.
Detecting potential risk behaviors from scientific economic activities is crucial to risk management for research institutions.
Most of the existing attempts, however, tackle the problem with traditional machine learning algorithms, which rely on the
manual feature extraction. Undoubtedly, these methods cannot extract complex semantic features or fuse information from
hybrid data for effective risk identification. To overcome these challenges, in this paper, we propose a novel Risk Identification
model for Scientific Economic activities from HYbrid data (HY-RISE), which incorporates both textual and structured data.
Firstly, we use a pretrained BERT module to capture the semantic information from textual data. After that, we introduce a
BiGRU module to augment the contextual information in semantic embeddings. Finally, we use a shallow neural network to
fuse the augmented semantic representation with other discrete features to obtain the final representation. Experimental results
on the real reimbursement dataset demonstrate that HY-RISE apparently outperforms existing models in terms of effectiveness
and robustness for risk identification.
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1. Introduction

In China, with the rising investment in research funding, the government has become more concerned on
the supervision of research funding. In light of the “reform of government functions”, research institutions are
encountering new challenges in risk management. How to design risk identification methods to analyze data
generated by scientific economic activities and further identify risk behaviors that deviate from expected patterns
have become an urgent concern for research institutions.

Currently, risk identification methods that have been widely used include rule engine-based [1], statistical
learning-based [2] and machine learning-based [3] methods. Nevertheless, real-world scientific economic ac-
tivities generate diverse unstructured data, such as text, images, and graph-structured data, which surpass the
representation capability of aforementioned methods. Several examples of risks identified in real-world scientific
economic activities are shown in Table 1. Considering the comprehensiveness of risk identification, it is crucial to
extract deep information from unstructured data by combining it with other structured data.
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Table 1. Examples of risks found in real-world scientific economic activities.

Risk Types Basis for being identified as risk data  Risk cases

The user completed the labor expense reimbursement
form with ”Wan Wu and Li Si’s mid-term defense
evaluation fee” in the "Reason for Reimbursement”
column. However, they selected ”Other” instead of
the expected selection of “Expert” in the ”Personnel
type” column. This discrepancy needs to be addressed.

The ”Reason for reimbursement” is
inconsistent with other reimbursem-

Authenticity risk . .
uthenticity ris ent information.

The user incorrectly selected the reimbursement type

Inconsistency between “Reason for as ”General Reimbursement” instead of ”Consumabl-
reimbursement” and “Type of reim- es Reimbursement”, even though they filled in the
bursement”. ”Reason for Reimbursement” column with ”Function-

al Department 2020 Office Supplies Reimbursement”.
In a certain hospitality expense reimbursement form,
The amount that an individual can be  the number of guests is 1 and the number of accompa-
reimbursed does not comply with the  nying persons is 3. However, the catering expenses
rules. are ¥1200 , which poses a risk of exceeding personal
meal expenses.

Compliance risk

The conference expense reimbursement receipt indica-
tes that the date of reimbursement is August 21, 2019,
while the conference ended on March 28, 2019. This
violates the rule that requires reimbursements to be
made within three months after the meeting end date.

Exceeding the deadline for reimbur-
sement.

To improve the representation ability in complex scenarios, numerous risk identification methods based on
deep learning have been proposed and shown impressive progress in various domains, including social network
analysis [4] and spam classification [5]. However, when applying these methods to risk identification for scientific
economic activities, two problems arise: firstly, these methods mainly focus on a single type of data at a time,
which may result in overlooking risks hidden in other types of data; secondly, they have insufficient ability to
extract the complex semantic information from textual data. As illustrated by Case 1 in Table 1, the identification
of risk requires a comprehensive understanding of the content in the ”Reason for reimbursement” column in con-
junction with the ”Personal type” column. Nevertheless, traditional risk identification methods are not effective
in extracting deep semantic relations from textual data. In recent years, deep learning methods, such as Bidirec-
tional Encoder Representation from Transformers (BERT) and Long-Short Term Memory network (LSTM), have
been applied for risk identification with promising results. For example, Mohamed [6] created a novel financial
distress prediction model to determine whether a company encounters financial distress. Oluwaseun [7] proposed
a framework that detects fake news messages from Twitter posts using a hybrid of convolutional neural networks
(CNN) and LSTM models. Additionally, deep learning methods are also widely used in financial fraud detection
[8] and credit scoring [9]. These methods exhibit superior performance in processing hybrid data and modeling
textual data, which provides research ideas for risk identification in scientific economic activities.

Motivated by the aforementioned studies, in this paper, we propose a novel Risk Identification model for mas-
sive Scientific Economic activities from HYbrid data (HY-RISE). Firstly, we collect 18,708 reimbursement re-
ceipts from research institutions containing information about reasons for reimbursement, receipt type, personnel
type and amount (risk or no risk). By combining these data characteristics, we design the HY-RISE, which utilizes
the strengths of BERT and BiGRU to obtain augmented semantic representations and shallow neural networks to
fuse hybrid data. The combination of BERT and BiGRU aims to obtain augmented semantic representations after
the semantic extraction by BERT that are more effective in identifying risks. Then, we fuse these augmented se-
mantic representations with other structured data to obtain more comprehensive representations. Finally, we feed
the fused representations into a neural network, and the classification result is output through a sigmoid function.
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The main contribution of this paper can be summarized as follows:

e We categorize risks in scientific economic activities and identify risks in real-world scenarios, which are
essential for effective risk management in research institutions.

o We propose HY-RISE, a novel risk identification method for scientific economic activities from hybrid data,
which fuses the augmented semantic information and multiple structural features to obtain comprehensive
representations.

o Extensive experiments are conducted on a real-world reimbursement dataset to verify the effectiveness of
the proposed model. Experimental results demonstrate that HY-RISE outperforms compared baselines by a
large margin for risk identification.

2. Related work

This work is closely related to risk identification based on deep learning, which is typically conducted in three
dimensions: text-based, series-based, and graph-based risk identification. In this section, we provide a brief review
of related works in these areas.

2.1. Text-based risk identification

Text mining is the process of extracting important information and topics from textual data. In the past, risk
identification methods based on text mining used language models to identify patterns in the corpus and differen-
tiate between positive and negative samples. However, Sumei’s approach utilizes a BERT pre-training model for
word embedding of financial texts, followed by a cascading attention mechanism that extracts relevant information
at both word and sentence levels [10]. This method has an advantage over previous approaches as it automati-
cally filters out irrelevant information, making it more suitable for large-scale financial text analysis. Additionally,
this model fine-tunes pre-training tasks to accurately convey semantic information from original financial text.
Bernhard [11] proposes another model that identifies emotional values in financial text data using a pre-trained
bi-directional LSTM network combined with transfer learning to compute sentiment. Experimental results show
that this model consistently outperforms traditional machine learning models for sentiment classification.

2.2. Series-based risk identification

Time-series mining focuses on the distribution of features and behavioral performance of the data in terms
of time series, such as the time period in which the behavior is generated. Si [12] improves the deep neural
network (DNN) algorithm to predict bitcoin prices, which extracts and uses bitcoin-related features to achieve
price prediction. Loannis [13] proposes a new deep learning prediction model that accurately predicts gold prices
and trends. This model supports financial investors and central banks in making informed decisions about their
investment policies while reducing potential risks. The model uses a convolutional neural network (CNN) layer to
learn the patterns of time-series data and a long and short-term memory network (LSTM) layer to identify the long
and short-term dependencies of modeled time-series data. Similarly, Hasan [14] applies the CNN-LSTM network
structure to the task of identifying electricity theft. The model can accurately identify electricity theft and is able
to classify most classes (common users) and few classes (power theft users).

2.3. Graph-based risk identification

Yulong [15] proposes a framework for detecting subgraph anomalies in financial transaction networks to iden-
tify collective fraudulent behavior. The circular structure of the subgraph poses a risk of money laundering, while
the tree-like structure poses a risk of pyramid schemes. Yingtong [16] designs the CARE-GNN model by com-
bining label-aware similarity-based measures and reinforcement learning techniques with graph neural network
GNN. This enhances the process of GNN information aggregation and demonstrates its effectiveness in fraud de-
tection on real user-review datasets. Qiwei [17] discovers a pattern in fund transfer within credit card payment
businesses and proposed a multi-view heterogeneous attribute network detection model. Experiments conducted
on Alibaba’s real dataset have demonstrated that this model outperforms others, making it crucial for identifying
and managing risks associated with Internet financial institutions.
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Fig. 1. The overall framework of our proposed model for scientific economic activities from hybrid data.

3. Problem definition

Given a set of scientific economic activities D = {d;,d,, - - - ,d,}, which consists of n instances, each instance
d; = (text;, numerical;, category;) contains multiple types of characteristics for each scientific and economic ac-
tivity, where text; denotes textual features, numerical; denotes continuous features, and category; denotes discrete
features. y; € (0, 1) is a binary value, which takes value 1 if the corresponding economic activity d; is at risk
and 0 otherwise. Risk identification for scientific economic activities aims to detect risk behaviors that signifi-
cantly differ from the normal behaviors with similar purposes, which can be formulated as an imbalanced binary
classification problem:
F : d; = (text;, numerical;, category;) — y; €))

4. Methodology

Figure 1 illustrates the architecture of the proposed model, HY-RISE, which aims to identify risks in scientific
economic activities from hybrid data. It first applies BERT to learn semantic information from reasons for reim-
bursement, which is typically a short text. Next, a BIGRU module is incorporated to augment features extracted
by the BERT module to learn local patterns and generate more expressive representations. Then, one-hot encoding
and normalization are used to preprocess structured data such as receipt type, personnel type and amount, which
are subsequently fed into a neural network. Finally, we concatenate the semantic representation and the other
structure data representation and feed them into a fully connected layer to generate the prediction.

4.1. BERT Layer for Word Embedding

In BERT, the embedding layer consists of three types of embeddings, namely token embedding, segment
embedding and position embedding. Given that BERT is a pre-trained model, it imposes specific requirements for
the input data format. Therefore, the raw data need to be tokenized and represented as a 768-dimensional vector
in the token embedding layer at first. In addition, [CLS] is generally inserted at the beginning of the sentence,
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whereas [SEP] is placed at the end. The [CLS] symbol is prepared for downstream tasks, which summarizes
and records the semantic information of words in the textual data, and [SEP] works as a segmentation symbol
for cutting sentences. Segment embedding is used to distinguish which sentence the semantics of each word
belongs to, and position embedding is a vector representation of the corresponding position and order of words
in the text. Segment embedding is to distinguish the semantics of each word based on which sentence it belongs
to, while position embedding is a vector representation of the respective position and order of words in the text.
The default input sentence length in BERT, i.e., max_sentence_length, is set to 128. To improve the efficiency of
the model processing, we set the max_sentence_length to 64 in HY-RISE as reimbursement reasons are typically
short sentences with a limited number of words. The crucial component of the BERT model is its bidirectional
transformer encoding layer. It extracts text features through the Encoder of the Transformer, which comprises a
self-attention layer, feedforward neural network, and add-and-normalize layer. Assume that the text vector after
passing through the embedding layer is X = (x’f, x’l‘, ey x’,‘l), where 7 is the maximum length of the text and k is
the embedding dimension. By defining Q,K,V characteristic matrices for each word in the sentence and making
the characteristic matrices of different words cross multiply, the characteristic vector is calculated as follows.
T
Z= softmax(QX—K X V) 2)
Vi
where Q represents the index, K stands for the key, and V refers to the value, which represents the dimension of
K. Save the vector generated by BERT as the input to the BiGRU.

4.2. BiGRU Layer for Feature Extraction

In this layer, BiGRU will be used to process the vectors obtained by the pretrained BERT model. Gated re-
current units (GRUs) simplify the model of LSTM. Specifically, they merge the forgetting and inputting gates
of LSTM into an update gate. The GRU network receives the text embedding representation vector F . =
{x1,x2,- -+ x;} processed by the BERT model, where x, represents a word vector. The update gate, z;, determines
the extent to which the information from the previous state is forgotten and what information from the new con-
tent is to be added. The reset gate, r;, controls how the extent of the previous hidden state and the current input is
ignored. The 7-th update gate, reset gate, and cell state are calculated as follows:

2 = 0 (W * [h-1, x]) (3)
h = tanh (wy, * ryghe_1, x;) @)
he = (1= z) phy-y + zypthy (5)
re =0 Wy [y, %)) (6)

where £, is the new memory content, which is obtained from £,_y, h, is the new cell state. In Eq.(4), the information
is output to the current hidden layer /, through the tanh function, and then, A, is obtained by using Eq.(5).

BiGRU network comprises two hidden layers, namely the forward GRU and the inverse GRU, both of which
are simultaneously connected to the output unit. The bidirectional overlay of these hidden layers enables them to
learn contextual information from the text data concurrently. Ultimately, the final vector representation of textual
data is obtained as output from the BiGRU network.

4.3. Feature Fusion and Risk Identification Layer

The feature fusion layer combines the extracted text feature vector Fy,,; with continuous features Fuerical
and categorical features Fyeq0ry to create a fusion feature vector, denoted as F,,. The fused vector represents
an instance of scientific economic activities. Continuous features are normalized before inputting into the model,
while categorical features are converted to vectors using one-hot encoding. There are various methods for vector
fusion after obtaining the feature vector representation of each type of data, such as addition, multiplication, and
concatenation. We choose concatenation as our method since it maximizes information preservation between
different vectors. The resulting fused vector is referred to as Feature.

Feature = Ftext @ Fnumerical @ Fcategory (7)
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Fsion = ReLU (MLP (Feature)) (8)

Then, Feature passes through three fully connected layers for feature fusion and dimension reduction, with
ReLU serving as the activation function in each layer. The F;,, is obtained by using Eq.(7-8).

In the final step, we pass the F;,, into a fully connected layer. As stated earlier, the HY-RISE aims to identify
potential risks by integrating various types of data in scientific economic activities, which essentially serves as a
standard binary classification task. Therefore, the probability of risk is calculated as follows.

y = sigmoid (W - F5ion + D) )

where y represents the prediction result of the model, while W and b are the model parameters.
In this paper, the objective is to train the model by minimizing the cross-entropy loss as follows.

1
LOvf@))=-— [yiln f (x) + (1= y)In(1 = f (x)] (10)

where y; denotes the real label of i-th data, f (x;) denotes the prediction probability of the model for the i-th data,
and n is the total number of data.

5. Experiment

5.1. Experimental Setup

To verify the effectiveness of the proposed HY-RISE for risk identification, we conduct extensive experiments
on a real-world dataset of financial reimbursement from an institute of Chinese Academy of Sciences. The dataset
is divided into training, validation, and test sets in the ratio of 6:2:2. We constructed datasets with anomaly
degrees of 1.25%, 2.5%, 5%, and 10% to evaluate the robustness of HY-RISE according to the experimental
setting in a prior study [18]. The default anomaly degree of the dataset used for the comparison experiments is
5%. We compare HY-RISE with two classical machine learning methods, SVM and LR, and two deep learning
methods TextCNN and LSTM. All models were implemented in Python using the scikit-learn and Keras libraries.
To evaluate the performance of all models we adopt three widely used performance metrics: Precisiongero,
Recall,yero, and F1 — Macro.

. Precision,gpma + Precision, g Recall,pyma + Recall,; g
Precisiongero = 5 , Recall,zero = 5 (11
F1 - Macro = 2 X Precision,,g.ro X Recallucro (12)

Precision,, ., + Recall,ucro

5.2. Overall Evaluation

Table 2 shows the performance of proposed HY-RISE and various baselines under the risk identification tasks
for scientific economic activities. We have the following observations.

Firstly, HY-RISE outperforms both classical machine learning models and deep learning models under all
metrics. Compared with the best-performing LSTM in the baseline, HY-RISE improves the precision, recall and
F1-Macro by 2.25%, 4.34% and 3.91%, respectively. Regarding the classical machine learning models, although
LR surpass SVM, it still falls below HY-RISE by 6.65%, 8.93% and 8.61% in terms of precision, recall, and
F1-Macro. This is because classical machine learning methods can only fit the data based on given rules, which
makes it challenging to learn the potential association relationships among multiple structural data. In contrast,
the pre-trained BERT module in HY-RISE can better capture the semantic features of textual data. In addition to
the powerful semantic representation of BERT, automated feature fusion can explore the association relationships
among different structural data and extract more representative features from the reimbursement data, thus making
the risk identification more effective.

Furthermore, classical machine learning models perform worse than deep learning methods in risk identifica-
tion for research and economic activities. For instance, SVM falls behind LSTM by 11.07%, 9.63% and 10.92%
in terms of precision, recall, and F1-Macro, respectively. We argue that the classical machine learning methods
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Table 2. Performance comparison for risk identification. The best performance is in bold.

Model Precision Recall F1-Macro
SVM 0.7684 0.6315 0.6728
LR 0.8400 0.6916 0.7426
TextCNN 0.8602 0.7209 0.7717
LSTM 0.8791 0.7278 0.7820
HY-RISE 0.8989 0.7594 0.8126

have poorer ability in extracting semantic features from textual data and deep relational features among multiple
features compared to deep learning methods.

Finally, the sequence model is more appropriate than the convolutional model for reimbursement matter text.
LSTM performs better than TextCNN by approximately 1.89%, 0.69%, and 1.33% in precision, recall, and F1-
Macro, respectively. Note that HY-RISE incorporates BERT and BiGRU modules for semantic extraction and
augmentation, which are also sequence models. Overall, we infer that the sequence model can effectively capture
the underlying semantic relations in short textual data.

5.3. Ablation Study

In addition, we conduct an ablation experiment to better examine the contribution of the introduced BiGRU
module for risk identification. As shown in Figure 2, when using only the BERT module for semantic embedding
representation of textual business data, the accuracy, recall and F1 scores of risk identification all decrease signif-
icantly. Specifically, the accuracy decreases by 2.01% and the F1 score decreases by 1.86% compared with the
HY-RISE, which incorporates the BiIGRU module to enhance the semantic representation extracted by BERT. We
conclude that the introduction of the BIGRU module effectively improves the performance of HY-RISE for risk
identification by semantic enhancement.

‘ ) . . ‘ 0.78 : ;
0.94 L M BERT [ HY-RISE ] | M BERT I HY-RISE

r . . .
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Fig. 2. The results(%) of ablation study for risk identification. "BERT" is a variant of HY-RISE without the semantic enhancement module.

5.4. Impact of Anomaly Degree

To verify the robustness of the proposed HY-RISE, we conduct sensitivity analysis on the anomaly degree.
Figure 3 compares the F1-Macro and Recall-Macro of the financial reimbursement dataset with different anomaly
degrees. We can observe that the overall performance for risk identification of all models tends to improve as the
anomaly degree increase, indicating that more risk instances is beneficial to detect risk behaviors. Moreover, the
performance of HY-RISE consistently outperforms that of LR and LSTM, which demonstrates its robustness to
various anomaly degrees in different financial reimbursement datasets.

6. Conclusion

In this paper, we propose a risk identification model for scientific economic activities that leverages multiple
types of data to obtain comprehensive representations. Specifically, we use BERT to extract semantic information
from textual terms and enhance it with a BIGRU module. To capture richer feature representations, we fuse the
enhanced semantic representations with other features of structured terms using a shallow neural network. Finally,
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Fig. 3. Comparison of performance(%) in terms of Recall and F1-Macro with different anomaly degrees.

we feed the fused representations into a binary classifier to discriminate the risk of the corresponding activity. Ex-
perimental results demonstrate that our proposed HY-RISE achieves a significant improvement comparing with
several baseline methods on a real reimbursement dataset collected from an institute of the Chinese Academy of
Sciences. In the future, we will conduct fine-grained textual risk mining, such as detecting sensitive terms in reim-
bursement events by topic models and semantic understanding models, to further improve the comprehensiveness
of risk identification in scientific economic activities.
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