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A B S T R A C T   

We study complex dynamics of the Chialvo model that is the simplest neuron-type model in form of a four- 
parameter family of two-dimensional noninvertible maps (endomorphisms). Main elements of bifurcation dia-
gram in the plane of two parameters have been constructed in which regions corresponding to both quasi- 
periodic and chaotic oscillations are selected. We also indicate special regions corresponding to singular 
discrete chaotic Shilnikov attractors that we consider as a new type of the so-called snap-back repellers (over an 
unstable focus). The study of time series was carried out in which there were classified patterns of specific 
oscillatory activities in the cases when homoclinic orbits to the unstable focus exists and, when such orbits were 
not yet formed but a strange attractor already exists. New dynamical characteristics are proposed, with the help 
of which it is possible to assess the level of distinctness of atypical oscillatory activity.   

1. Introduction 

Neuron models are one of the most important objects in neuro-
physiology, neurodynamics, machine learning, nonlinear dynamics, etc. 
[1–4]. These models are used as a basis for modeling various real-life 
applications of wide rang: from investigation of isolated (single) cell 
till modeling of brain functioning. There are a large number of models 
with their own specifics. Note that the study of features characteristic of 
one model is very important, since they can manifest themselves in the 
dynamics of complex networks of interacting such or similar models. 

The important class of neuron models is represented by a single 
neuron models functioning in accordance with the Hodgkin-Huxley 
formalism [2,5,6]. The first model was proposed by Hodgkin and Hux-
ley; it was presented as a system of four ordinary nonlinear differential 
equations and demonstrated all the types of character behavior of such 
systems: a stable equilibrium state, spike and burst oscillations [6]. Later 
it was shown that the minimal mathematical model supporting such 
properties can be three-dimensional flow dynamical system, such as the 
well-known Hindmarsh-Rose model [7,8], the Sherman-Rintzel model 
[9,10], the reduced leech neuron model [11,12] and etc. The mathe-
matical model can also be written as a dynamical system with discrete 
time, so called map. For a map, the time in the model is discrete, which is 

good, since in experiments the time of observation and analysis are also 
usually discrete. So when recording experimental data, for example, an 
EEG signal, we always have a set of discrete data, in accordance with the 
sampling step. Therefore, using maps for modeling continuous processes 
is justified, while it allows simplifying the model as much as possible due 
to the reduction of the phase space dimension. The simplest neuron 
model in form of a map should have two dynamical variables, one of 
which is responsible for the fast time scale and the other for the slow 
one. Many different models of neurons in the form of maps of different 
dimensions are also well known in the literature [13–15]. 

In the present paper we deal with numerical simulation of the dy-
namics of the Chialvo map, which was first introduced in [16]. This map 
was studied by various authors and used as an object for certain nu-
merical experiments [16–20]. At the same time, in many papers focused 
on features of networks in applied problems, exactly the same parame-
ters were used that were proposed in [16]. However, as far as we know, 
when studying bifurcation scenarios and dynamical regimes, a detailed 
analysis of the attractors that arises here has not been carried out. 

Among these attractors, the Shilnikov attractors are of particular 
interest. In the case of multidimensional flows, such attractors were 
introduced in [21], where a universal scenario for their occurrence in 
one-parameter families was also proposed. Such an attractor contains a 
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saddle-focus equilibrium and entirely its two-dimensional unstable 
manifold. In [22,23] this scenario was generalized to the case of discrete 
Shilnikov attractors of three-dimensional maps—such attractors contain 
a fixed (periodic) point that is a saddle-focus with a two-dimensional 
unstable manifold (this point has eigenvalues λ1,2 = γe±iψ, λ3 = ν, 
where γ > 1, |ν| < 1, ν ∕= 0, |νγ2| < 1). All these attractors are strange 
because they satisfy the Shilnikov criterion from [24] and, therefore, 
contain non-trivial hyperbolic subsets. 

In his famous work [25] F.R. Maroto showed that multidimensional 
noninvertible maps can possess chaotic attractors containing completely 
unstable periodic orbits (which have all eigenvalues exceed 1 in 
magnitude). Such attractors are called snap-back repellers. By now, 
many examples of attractors of such type are known. In particular, in the 
works [26,27] by L. Gardini it was shown that two-dimensional non-
invertable maps can posses spiral snap-back repellers. They contain a 
fixed point that is an unstable focus type (with eigenvalues γe±iψ, where 
γ > 1) and, nevertheless, are attractors due to the possibility for some 
points of phase plane to immediately jump directly into the unstable 
focus under one iteration of the map. Such virtually fixed (periodic) 
point can be homoclinic. Let O be the unstable focus, P be a point such 
that P ∕= O and f(P) = O. Then the point P is homoclinic to O, if there is a 
sequence …, p-i, p-i+1, …, p− 1, P of points such that p-i+1 = f(p-i), f(p− 1) =
P, f(P) = O and p-i → O as i → ∞. Of course, diffeomorphisms do not have 
such instantly homoclinic points: any homoclinic point of a diffeo-
morphism tend to a fixed (periodic) orbit as result of infinitely many 
both forward and backward iterations. Thus, homoclinic dynamics in 
the cases of diffeomorphisms and endomorphisms are rather different. 
Nevetheless, as we show in this paper, they have many common. In 
particular, in this paper we consider attractors, which we call two- 
dimensional singular Shilnikov attractors or, in traditional terminology 
of noninvertable maps, spiral snap-back repeller, and show that there 
exist certain analogy with both spiral (Shilnikov) attractors in three- 
dimensional slow-fast systems, like the Rössler system [28,29], the 
Nikolis-Gaspard model of chemical oscillator [30], and discrete Shilni-
kov attractors of three-dimensional diffeomorphisms, see e.g. 
[22,23,31]. 

It is obvious that the dynamics of 2D noninvertible maps is much 
more complicated than ones for 2D diffeomorphisms. For example, the 
latter can not have attractors containing completely unstable periodic 
orbits (periodic sources). At that time, such attractors, the so-called 
snap-back repellers [24,32], are well-known in 2D endomorphisms, 
see e.g. [26,27,33–35]. In the paper we show how such attractor con-
taining a repelling focus can appear in parameter families of Chialvo 
maps as result of a bifurcation scenario that is similar in a sense to the 
scenario of emergence of discrete Shilnikov attractor in 3D diffeo-
morphisms. In any case, main steps of both scenarios are similar: a stable 
periodic orbit → Andronov-Hopf bifurcation and creation of new 
attractor – a stable invariant curve → break-down of this curve and all 
proper (visible) stable invariant subsets and a formation of a homoclinic 
orbit to the initial periodic orbit (a saddle-focus for 3D case and a 
repelling focus for 2D case). 

Nevertheless, despite these analogs, scenarios for 2D-noninvertible 
and 3D-invertible cases can look as completely different. First of all, 
this relates to different mechanisms for break-down of invariant curves 
and for formation of homoclinic dynamics. We discuss this in Section 3. 

Such feature of attractors like Shilnikov attractors can manifest 
themselves by special uncharacteristic types of oscillatory activity, see e. 
g. [36] where an example of such specific time series was shown at 
formation of the Shilnikov attractor in the Rosenzweig–MacArthur 
model. 

In the paper we study a possibility of the emergency of an attractor 
with similar properties, but for a two-dimensional noninvertible map - 
the Chialvo model that is the simplest model of a neuron in the form of a 
map. Such an attractor, by analogy with the three-dimensional case, we 
call a singular discrete Shilnikov attractor, and in the standard termi-
nology of noninvertible maps, it is a snap-back repeller (of spiral type). 

In the parameter space of the model, we localize areas with complex 
dynamics, identify special types of chaotic attractors, and discuss sce-
narios for their development. We also analyze the time series generated 
by the map and offer some dynamical characteristics that can be used to 
study special patterns in the time series. 

The work is structured as follows. In Section 2 we present the map 
and analyze the structure of its parameter space. In Section 3 we discuss 
the features of the chaotic attractors observed in this map, including 
chaotic attractors arising as a result of cascades of period doubling bi-
furcations and scenarios of invariant curve break-down, and also give a 
brief description of the Shilnikov discrete attractor with describing the 
formation of the Shilnikov singular attractor associated with the snap- 
back repeller mechanism in the Chialvo model. In Section 4 we pre-
sent the results of analysis of time series in the model, determine a 
special type of characteristic of dynamical behavior in the Shilnikov 
singular attractor, and calculate these characteristics. 

2. Object of study: Chialvo map, parameter space, main 
bifurcations 

The Chialvo model was proposed in [16] as the simplest map T in 
which one can observe burst-spike dynamics, including chaotic ones. 
The Chialvo map is written as follows: 

xn+1 = x2
nexp(yn − xn) + I,

yn+1 = ayn − bxn + c.
(1) 

Here the variable x reproduces the dynamics of the membrane po-
tential; y is a restoring variable; a, b, c, I are parameters. These param-
eters control the dynamics of the system as follows: a is the recovery 
time constant (a < 1); b determines the dependence of restorative pro-
cesses on the level of activity; c is a constant offset; parameter I char-
acterizes the action of ion currents injected into the neuron. Thus, model 
(1) is a two-dimensional map with four control parameters. Note that 
this map is an endomorphism, i.e. noninvertible map. The Jacobian 
matrix of map (1) can be written as follows: 

Î =

⃒
⃒
⃒
⃒

(
2x − x2)exp(y − x) x2exp(y − x)

− b a

⃒
⃒
⃒
⃒ (2) 

Then the Jacobian will be: 

J = x(2a − x(a − b) )exp(y − x). (3) 

Note, that the Jacobian is independent of the parameters c and I and 
can vanish, namely, 

J = 0→x = 0 ∪ x =
2a

a − b
. (4) 

This means that map (1) is noninvertible. Moreover, it folds R2 twice. 
First, it maps R2 into the half plane D1 : x ≥ I that is positively invariant, 
i.e. T(D1)⊂D1. Second, T folds D1 along the line x = 2a

a− b, which allows to 
realize “snap-back” dynamics in T also for I > 0. This property is 
important for this map, we will discuss this feature later. 

It was shown in [16] that at a = 0.89, b = 0.18, c = 0.28, I = 0.03 the 
chaotic burst-spike behavior is observed in map (1). To obtain a general 
view of the dynamics and their bifurcations, we fixed the values of a and 
b close to those: a = 0.9, b = 0.2, and consider the other two parameters c 
and I to be control ones. 

Let us study the bifurcation structure of the (c, I) parameter plane, as 
well as the basic dynamical regimes and bifurcations of Chialvo map (1). 
For this analysis, we constructed a chart of dynamical regimes (Fig. 1a), 
a two-parameter bifurcation diagram (Fig. 1b), and a chart of maximal 
amplitudes (Fig. 1c). On the chart of dynamical regimes (Fig. 1a), 
parameter values corresponding to periodic orbits with a period of up to 
120 are distinguished (they are painted in different colors in accordance 
with the palette in Fig. 1a). If a number of observed points in a regime is 
>120, then we do not distinguish it from non-periodic (chaotic) one and 
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the corresponding pixel of the parameter plane is assigned the gray 
color. The two-parameter bifurcation diagram (Fig. 1b) was obtained 
using the XPPAUT numerical bifurcation analysis package [37]. It 
demonstrates the bifurcation for fixed points:  

- period-doubling bifurcation lines (blue color);  
- Neimark-Sacker bifurcation lines (green color), as a result of which a 

stable fixed point is transformed into an unstable focus, and a stable 
invariant curve is born;  

- saddle-node bifurcation line (black), which corresponds to the birth 
of a pair of fixed points (stable node and saddle or unstable node and 
saddle). 

Note that map (1) has such regimes in which the orbits first go far 
enough from the region of observation in the phase space, to a distance 
R, and then return to this region. To detect such regimes, we build in the 
plane of (c, I)-parameters the so-called chart of maximal amplitudes 
(Fig. 1c), on which regions corresponding to different maximums of R 
are colored with different shades of gray (according to the palette 
below). When constructing this diagram, both coordinates x and y were 
taken into account, and R was calculated according to the following rule: 

R = max(Rn),

Rn =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
xn2 + yn2

√
, n = 0, 1,…,N, .

(5)  

where N is the number of iterations during R was determined, in our 
experiments N = 2500. 

The chart of dynamical regimes (Fig. 1a) clearly shows the basic 
types of dynamical regimes. The green-colored part of the chart corre-
sponds to the region where the fixed point is stable. As the parameter c 
increases, period-doubling bifurcation and a further cascade of dou-
blings with the formation of chaotic dynamics are observed. In the vi-
cinity of zero values of the parameters c and I, a rather complex structure 
is observed: long “offshoots” of the stability regions of the stable fixed 
point are visible, which stick into other regions (where, for example, 
period doublings and chaos are observed). The bifurcation diagram 
(Fig. 1b) makes it possible to understand also that the intersection of two 
“offshoots” corresponds to the intersection of the period doubling lines 
of two different fixed points. 

For map (1) it is not possible to obtain analytical expressions for fixed 
points, while it can have one, two or three fixed points [16,17,19]. The 
fixed points are determined from the following equations: 

x0 = x2
0exp

[
− x0(b − a + 1)

1 − a
+

c
1 − a

]

+ I,

y0 =
− bx0 + c

1 − a
.

(6) 

With fixed values of the parameters a and b (a = 0.9 and b = 0.2), one 
can obtain a transcendental equation that determines the coordinates of 
fixed points (x0, y0). The function corresponding to this equation has the 
following form: 

F(x) = x2exp( − 3x)exp(10c) − x+ I. (7) 

It is clearly seen that the parameter I does not change the form of the 
function (7), but shifts it along the ordinate axis. The parameter c 
changes the function itself and the number of bends on it, which can 
change the number of fixed points in map (1). 

Fig. 2 shows the plots of the function (7) for I = 0. Fig. 2a presents the 
function at c = 0. It can be seen from (7) that there is a root at the point 
x0 = 0. In this case, as x→+ ∞, we can determine asymptotic behavior of 
functions: x2→+ ∞, exp( − 3x)→0. The exponent function decreases 
much faster than the quadratic function, so their product vanishes and 
for positive x0 we see a close to linear dependence F(x). For negative 
values of x: at x→ − ∞, we have x2→+ ∞, exp( − 3x)→+ ∞. Both 
functions increase and we see a non-linear increase in the plot. For fixed 
nonzero values of c the graph of function F(x) will change as follows. For 
c < 0, the factor exp(10c) is small (exponentially small in c) and, 
therefore, an interval of values of x where function F(x) will be close to 
linear one expands to negative values of x (the more |с| the longer), see 
Fig. 2b. Thus, for c < 0, additional bends do not appear and the fixed 
point remains the only one. 

For c > 0, the character of the function changes (Fig. 2c). The factor 
exp(10c) is monotonically increasing, and for small values of x its 
contribution becomes greater than that for exp(-3x). Thus, in Fig. 2c we 
see the formation of a local maximum, and, accordingly, the birth of two 
new fixed points. 

For I = 0 the equation F(x) = 0 reads as x(x exp(-3x) exp(10c) -1) = 0. 
Thus, the root x = 0 exists always. Other roots can be found from the 
equation f(x) = x exp(-3x) exp(10c) = 1. The function f(x) is negative for 
x < 0 and tends to 0 as x → +∞. It has global maximum at x = 1/3 and f 
(1/3) = 1/3 exp(-3x) exp(10c). Then f(1/3) = 1 when exp(10c-1) = 3, i. 
e. for c = c* = ln3− 1

10 . Thus, map (1) with I = 0 has one fixed point at c <
c*, one more fixed point (a saddle-node) appears at c = c*, and three 
fixed points exist at c > c*. 

A similar one-parameter analysis can also be carried out numerically 
using the XPPAUT software package. Fig. 3a shows a one-parameter 
diagram for the fixed point, characteristic for positive values of the 

Fig. 1. Parameter plane analysis for Chialvo map (1) at a = 0.9, b = 0.2. a. Chart of dynamic regimes; b. Two-parameter bifurcation diagram; c. Chart of 
maximum amplitudes. 
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parameter I, at I = 7. The stable fixed point P(2,0) is marked in red. To 
denote the type of a point, we will use the indices in brackets corre-
sponding to the dimensions of their stable and unstable manifolds. 
Saddle points with a one-dimensional stable and one-dimensional un-
stable manifold, P(1,1), and unstable points with two-dimensional un-
stable manifold P(0,2) we depict in one-parametr bifurcation diagram 
with black and green color, respectively. It is clearly seen that in this 
case (I > 0) there is only one fixed point. For negative values of the 
parameter c, we see that the coordinate of the fixed point is close to 
constant depending on the parameter c and is determined by the 
parameter I, i.e. x0 ≈ I, which corresponds to the linear growth of the 
function (7). Then from (1) we can get an expression for the coordinate 
y0: 

x0 ≈ I→y0 ≈
− bI + c

1 − a
, (8)  

with a = 0.9, b = 0.2 we obtain: y0 ≈ -2I + 10c. Thus, for negative c, the 
coordinate y of the fixed point will be more 10 times than x variable. For 
positive values of the parameter c, the fixed point changes its value and 
begins to increase, then it undergoes a period doubling bifurcation, and 
in Fig. 3a we see further growth of the variable for the saddle point P1 
(1,1). As c increases, the fixed point undergoes a cascade of period 
doubling bifurcations (the line of the first doubling is shown in Fig. 1b in 
dark blue color, lPD1). 

For negative values of the parameter I, we also see the line of the 

period doubling bifurcation (lPD2) on the bifurcation diagram, but it 
corresponds to another fixed point. Fig. 3b shows the one-parameter 
bifurcation diagram of model (1) for I = -7. The bifurcation diagram 
for c < 0 is similar to Fig. 3a, for large values of parameter c, the fixed 
point is defined as x0 ≈ I, while the variable y will not increase so 
intensively, because c and I with opposite signs are subtracted. As c in-
creases, the period doubling bifurcation also occurs, however, further 
the growth of the variable stops and the branch of the bifurcation dia-
gram for large positive c tends to x0 = 0. At the same time, here one can 
observe a symmetry breaking bifurcation (BP), as a result of which the 
second branch of the saddle point P2(1,1) is born. The point P2(1,1) 
merges with the unstable node P3(0,2) as a result of the saddle-node 
bifurcation SN. With an increase in parameter c, the node transforms 
into a focus and then the point P3(0,2) undergoes a reverse Neimark- 
Sacker bifurcation, and in Fig. 2b we see a small region of existence of 
a stable fixed point P3(2,0), which then undergoes a period doubling 
bifurcation and turns into saddle P3(1,1). If we move in the opposite 
direction along the parameter c, then the saddle point P3(1,1) is 
observed in the map (1), as a result of the reverse period doubling 
bifurcation, the point becomes stable. Then it undergoes a Neimark- 
Sacker bifurcation and the birth of an invariant curve is observed. 
After that, the point P3(0,2) merges with the point P2(1,1) as a result of 
a saddle-node bifurcation. The indicated lines of saddle-node bi-
furcations and period doublings form the above-described “offshoots” in 
the chart of dynamical regimes (Fig. 1a). Thus, in the vicinity of zero 
values of the parameters (c, I), the parameter plane has a complex 
structure due to the appearance of three fixed points in the system, 
which we will consider in detail below. 

The chart of maximal amplitudes presented in Fig. 1c demonstrates 
one of the interesting features of the Chialvo map dynamics. Dynamical 
variables of map (1) can reach enough big values, we can see vast areas 
with large values of the coefficient R determined in correspondence (5). 
Conventionally, areas with large values of dynamical variables can be 
divided into two groups: (i) where there is a fixed point; (ii) where os-
cillations are observed. The first region corresponds to the situation 
when the fixed point in at least one of the variables has a sufficiently 
large amplitude. The mechanism by which the growth of dynamical 
variables for fixed point is obtained, we described earlier, in accordance 
with (8). 

The second case is more interesting, when oscillations are observed 
in the model, and one can see impulsive high-amplitude oscillations 
(random sequence of overshoots) for certain values of parameters. Such 
behavior is an interesting feature of model (1). With the help of such 
time series, it is possible to describe the specific behavior of neurons, the 
so-called extreme events, when the dynamical variable becomes large in 
amplitude [38–40]. In the framework of this paper, we would like to 
focus on the features of the system dynamics, where there are no high- 
amplitude pulses, or they are moderate. The region where the oscilla-
tion amplitude does not exceed 10 is localized in the vicinity of zero 
values of the parameter c and I and is indicated in Fig. 1c by a rectangle. 
Further we study this area in more detail. 

Fig. 2. Plots of the function (7), which determines the coordinates of the fixed points of the Chialvo map at I = 0. a. c = 0; b. c ≤ 0; c. c ≥ 0.  

Fig. 3. One-parameter bifurcation diagrams for fixed points of the Chialvo map 
(1), a = 0.9, b = 0.2. a. I = 7; b. I = -7. The red line is a stable fixed point P(2,0), 
the black line is a saddle fixed point P(1,1), the green line is an unstable fixed 
point P(0,2). (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.) 
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Fig. 4 shows a zoomed fragment of the chart of dynamical regimes 
(Fig. 4a), the two-parameter bifurcation diagram (Fig. 4b) and a chart of 
Lyapunov exponents (Fig. 4c) demonstrating the structure of parameter 
plane in the vicinity of zero values of the parameters c and I. The chart of 
Lyapunov exponents was constructed as follows: the parameter plane 
was scanned with a small step, and for each point the spectrum of 
Lyapunov exponents was calculated, depending on the values of the 
exponents, the point on the parameter plane was painted in one color or 
another. In a two-dimensional endomorphism, four types of dynamical 
behavior depending on the values of the Lyapunov exponents are 
possible. Correspondence of the Lyapunov exponents signature, 
dynamical regime and color on the chart is presented in Table 1. 

In Fig. 4b, the light purple color marks the area where three fixed 
points exist. This region is bounded by saddle-node bifurcation lines 
(black line lSN and brown line lSNa). The chart of dynamical regimes 
(Fig. 4a) clearly shows hard transitions between different dynamical 
regimes. This indicates the presence of multistability in the system, 
which is localized in the region of the parameter space, where there are 
three fixed points. “Offshouts” with a stable fixed point regime overlap 
with areas of other dynamical regimes. The mechanism of development 
of multistability can be understood by analyzing the bifurcation lines 
(Fig. 4b). Multistability with fixed points appear as a result of a saddle- 
node bifurcation marked in Fig. 4b by a black line (lSN). Moreover, as a 
result of this bifurcation, a saddle point P2(1,1) and an unstable point P3 
(0,2) are born. As the parameter c increases, the unstable focus becomes 
stable P3(2,0) as a result of the inverse Neimark-Sacker bifurcation (lTR) 
and then undergoes a cascade of period doubling bifurcations. At the 
same time, in this region of parameters, one can observe a cascade of 
doublings and chaos resulting from doublings of the fixed point P1(2,0), 
thus forming multistability. 

On the bifurcation diagram, the line of birth of the invariant curve is 
traced. The Lyapunov exponent chart allows to localize areas in the 
parameter space where an invariant curve exists, as well as to trace di-
rections in the parameter space where the invariant curve destroys and 
chaotic dynamics is formed. Thus, two areas can be distinguished where 
invariant curves are observed, which are marked on the chart of Lya-
punov exponents (Fig. 4c) by the symbols Q1 and Q2. The region Q1 is 
located along the birth line of the invariant curve from the third fixed 
point P3(2,0). The domain Q2 has a spot form and an invariant curve is 
generated on the base of the fixed point P1(2,0). On the basis of 
invariant curves in each region one can observe the development of 
chaos, the features of which we will consider in detail in the following 
Sections 3–4. 

3. Variety of chaotic attractors 

As shown above, chaotic behavior is formed in the parameter space 
in accordance with various bifurcation scenarios, as well as on the basis 
of various fixed points. In this Section 3, we consider in more detail the 
features of various chaotic attractors. We chose three routes in the 
parameter plane (c, I), shown in Fig. 4b. Route A passes through the 
region of multistability of periodic and chaotic attractors. Route B 
passes through the Q2 quasi-periodic region and chaotic regimes. Route 
C passes through the Q1 quasi-periodic region and goes into chaos. 

3.1. Cascades of period doubling bifurcations 

The simplest and most common scenario for chaos development in 
various maps is a cascade of period-doubling bifurcations of a fixed 
point.1 This scenario is also observed in Chialvo map (1). It is easy to 
track this scenario for various fixed points in the chart of dynamical 

regimes (Fig. 1a) when varying the control parameters. Moreover, one 
can observe multistability between chaotic attractors born on the basis 
of different fixed points. This scenario of the development of chaos and 
multistability can be observed when passing along Route A on the 
parameter plane for a fixed value of parameter I: I = -1.94. Fig. 5 shows 
different illustrations of the chaotic attractors development in accor-
dance with this scenario and multistability. 

Fig. 5a and b show bifurcation trees built with inheritance of initial 
conditions, visualizing the multistability in model (1). For the tree 
shown in black color, the starting point was chosen at c = − 1, for which 
the system has a single fixed point P1(2,0) with coordinates (I, 10 * 
(− 0.2I + c)) in correspondence with (6). As the parameter c increases, 
we see a cascade of period-doubling bifurcations and the development of 
a chaotic attractor based on this fixed point. Fig. 6a depicts the projec-
tion of the variable xn, whose amplitude does not exceed 25 in the given 
range of the parameter c. A further increase in the parameter leads to the 
appearance of high-amplitude overshoots. With red color in Fig. 5a we 
show the bifurcation tree built with inheritance from the point c = 0.75 
for x0 = 2.64, y0 = 2.22. For the given parameter values and initial 
conditions, map (1) reveals one more stable fixed point P3(2,0) coex-
isting with a period-2 cycle that has arisen on the basis of the point P1. 
As the parameter c increases chaos also develops via a cascade of period- 
doubling bifurcations on the basis of the point P3. Fig. 5b shows zoomed 
fragment of bifurcation trees where the development of chaotic attrac-
tors is observed. First, we can observe the coexistence of cycles of 
different periods for some parameters, and it also is possible to find 
multistability between different chaotic attractors. 

Fig. 5c shows the structure of the basins of attraction of the coex-
isting chaotic attractor and period-4 cycle for c = 0.855. The areas of 
initial conditions leading to a chaotic attractor are marked with gray 
color, areas of initial conditions leading to the period-8 cycle is marked 
with blue color. Attractors are also shown in Fig. 5c, the chaotic one is in 
black, and the cycle-4 is in red. As can be seen from the figure, the 
chaotic attractor for the specified values of the parameter is an 8-compo-
nent chaotic attractor. At the same time, the basin of attraction has a 
complex fractal structure. A further increase in the parameter c leads to 
the development of another chaotic attractor, and Fig. 5d shows ex-
amples of two chaotic four-component attractors at c = 0.86. These 
attractors have a similar structure, but different scales of phase space, 
and are characterized by different values of the Lyapunov exponents. For 
the attractor based on point P1: Λ1=0.0869, Λ2= -1.6927, for another 
attractor based on point P3: Λ1 = 0.0815, Λ2 = -0.4404. In Fig. 5e one 
can see the coexistence between 4-component chaos and a complex 
developed chaotic attractor at c = 0.865, for them the Lyapunov expo-
nents are as follows: Λ1 = 0.094, Λ2 = -1.711 and Λ1 = 0.2036, Λ2 =

-0.372, respectively. A further increase in the parameter c leads to the 
destruction of the chaotic attractor that arose on the basis of the point P3 
as a result of the crisis, and only the chaotic attractor that arose on the 
basis of the point P1 remains. 

When the parameter c decreases from c = 0.75 (Fig. 5a), one can see 
the bifurcation of the birth of an invariant curve, its further development 
and transformation into a chaotic attractor, and then disappearance as a 
result of a crisis. The destruction of the attractor corresponds to the 
saddle-node bifurcation point (lSN, in Fig. 4b), where the fixed points P3 
(0,2) and P2(1,1) merge. Next, we consider the features of the chaotic 
attractor that arose as a result of the destruction of the invariant curve in 
more detail. 

3.2. Destruction of invariant curve 

As mentioned above, in the Chialvo map a bifurcation of the 
invariant curve birth is possible. An invariant curve may lose its 
smoothness as the parameters change, break down, and, as a result, a 
chaotic attractor can form. We singled out two regions where the quasi- 
periodicity and its destruction are observed, when describe main 
structure of parameter plane (Q1 and Q2 in Fig. 4c). Let us consider these 

1 Note, that for an endomorphism significant impact for formation of chaotic 
attractors brings foldings occurred when attractor cross a line of Jacobian 
vanishing (4) [33], we discuss it in detail in Section 3.2. 
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regions in more detail and the chaotic attractors that are observed in 
them. 

In Section 3.1, we could see that on the basis of the fixed point P3 
(2,0), as a result of the Neimark-Sacker bifurcation, an invariant curve is 
born, which then transforms into a chaotic attractor. This scenario oc-
curs with a decrease in the parameter c and occupies a small area in the 
parameter space, since the chaotic attractor disappears simultaneously 
with the saddle-node bifurcation of the fixed points P2(1,1) and P3(0,2). 
The area Q1, where such an invariant curve exists, is a very narrow strip 
along the torus birth line on the parameter plane. Fig. 6 shows examples 
of attractors corresponding to the destruction of the invariant curve 
when the parameter c varies for I = -1.94. Fig. 6a shows an invariant 
curve on which 7 bends are formed, in the vicinity of which seven pairs 
of fixed points appear when entering the synchronization tongue. 

Destruction of invariant curves in 2D non-invertable maps may occur 
in different ways [26,27,33–35]. One of possibility it is the appearance 
of intersections of the invariant curve with critical line LC-1 (where the 
Jacobian vanishes, see conditions (4)). In Fig. 6 we depict a generating 
segment of LC-1 with red line, which corresponds to the critical line (4), 
x = 18/7 ≈ 2.57 and 20 images of the generating segment with blue 
lines. As we can see in Fig. 6a the (smooth) invariant curve has no in-
tersections with this line and all its images, although these images will 
approach to the invariant curve that is asymptotically stable. If we 
decrease parameter c, then the invariant curve becomes resonant at c ≈
0.562 (two 7-period orbits appear) and at c ≈ 0.5615 it crosses the 
critical line LC− 1. Fig. 6b presents the example of such resonant 
invariant curve at c = 0.561. Zoomed fragment shows that the images of 
critical line LC− 1 can cross the invariant curve. Further, the period-7 
orbit undergoes period-doubling bifurcation and chaotic attractor oc-
curs. As it is shown in [33], when LC− 1 intersects the invariant curve, an 
annular absorbing area appears bounded (outside and inside) by images 
of the generating segment LC− 1. Example of chaotic attractor and its 
absorbing area are shown in Fig. 6c for c = 0.5555. The attractor is 
characterized by the following Lyapunov exponents: Λ1 = 0.03, Λ2 =

-0.02. 
For positive values of the parameter I the picture of bifurcation lines 

changes, and one can see that another saddle-node bifurcation line (lSNa, 
in Fig. 4b) appears and the saddle-node bifurcation lines intersect, as 
well as with the bifurcation line of the birth of an invariant curve (lTR in 
Fig. 4b). Let us consider the region Q2 of the parameter space in more 
detail. 

Fig. 7 shows a zoomed fragment of the Lyapunov exponent chart 
(Fig. 7a) and a two-parameter bifurcation diagram (Fig. 7b). The 
bifurcation line of the birth of an invariant curve (lTR) appears before the 
birth of the points P2(1,1), P3(0,2) and has a boundary with the region 
of a stable fixed point P1(2,0), thus, in the region Q2, the birth of an 
invariant curve occurs based on the fixed point P1(2,0). Fig. 7c shows an 
example of a one-parameter bifurcation diagram for I = 0.1. In this case, 
at c ≈ 0.1645, the point P1(2,0) undergoes a Neimark-Sacker bifurcation 
and turns into an unstable focus P1(0,2). With a further increase in the 
parameter c, the reverse Neimark-Sacker bifurcation occurs (c ≈ 0.2854) 
and the fixed point P1 again becomes stable. Inside the region bounded 
on both sides by the Neimark-Sacker bifurcations, one can observe a 
stable invariant curve and very narrow synchronization tongues. 

With decreasing of parameter I, two lines of saddle-node bifurcations 
appear in the bifurcation diagram (Fig. 7b), as a result of which the 
multistability described in Section 3.1 develops. For 0 < I < 0.05, a pair 
of saddle-node bifurcation lines is observed, so a pair of fixed points is 
born on one boundary and merges on the other. Fig. 7d shows a one- 
parameter bifurcation diagram corresponding to such bifurcations. At 
the same time, on the basis of the point P3, with an increase in the 
parameter c, the Neimark-Sacker bifurcation also occurs and the point 
P3(2,0) becomes an unstable focus P3(0,2), while the point P3 is 
approximately the same as the point P1. 

Inside the Q2 quasi-periodic region, the development of chaotic 
behavior is observed. The two-parameter diagrams (Fig. 7a, b) clearly 
show that chaos is born as a result of the destruction of the invariant 
curve, while the saddle-node bifurcation lines are located below the 
chaos region. Thus, the development of chaos occurs in the vicinity of 
the unstable focus P1(0,2) and other fixed points do not participate in 
the formation of the attractor. 

Fig. 7e and f present examples of chaotic attractors from the region 
Q2. Both kinds of attractors have intersection with the non-zero critical 
line (4) and development of chaos is associated with folding of the 
invariant curve. Fig. 7f clearly shows the invariant curve, which has just 
begun to fold and finally break down. With blue lines we depict internal 
and external boundaries of absorbing domain obtained with iterations of 
the generating segment of critical line (LC− 1 in Fig. 7e, f). Such a chaotic 
attractor is characterized by a small positive Lyapunov exponent: Λ1 =

0.039, Λ2 = -0.1392. With an increase in the parameter c, the devel-
opment of a chaotic attractor is observed, it becomes more complex 
(Fig. 7f), while the largest Lyapunov exponent increases, and the second 

Fig. 4. Parameter plane structure in the area of complex dynamics of Chialvo map (1) at a = 0.9, b = 0.2. а. The chart of dynamical regimes; b. Two-parametric 
bifurcation diagram; c. The chart of Lyapunov exponents. lPD1, lPD2 are lines of period-doubling bifurcations; lSN, lSNa are lines of saddle-node bifurcations; lTR is 
line of Neimark-Sacker (invariant curve birth) bifurcation. 

Table 1 
Accordance of dynamical regimes, signature of Lyapunov’s exponents and their 
designation on the chart of Lyapunov exponents.  

Dynamical regime Label Signature of the LEs spectrum Color on the chart 

fixed point P (0 > Λ1 > Λ2) red 
invariant curve T (Λ1 = 0, 0 > Λ2) yellow 
chaos C (Λ1 > 0,Λ2 < 0) black 
hyperchaos H (Λ1 > 0,Λ2 > 0) white  
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remains approximately the same as it was: Λ1 = 0.0543, Λ2 = -0.1397. 
Further variation of the parameters can lead to the development of 
chaotic behavior, as well as the formation of a snap-back repeller, or as we 
call it singular Shilnikov chaotic attractor. In the following Sections 3.3 
and 4, we consider Shilnikov chaotic attractors and their singularities in 
Chialvo map (1). 

3.3. Singular discrete Shilnikov attractor 

A universal scenario leading to the emergence of spiral chaos in 
multidimensional flows, i.e. a strange attractor containing a saddle- 
focus equilibrium, was proposed by Shilnikov in [21]. This scenario 
can occur in one-parameter families of flows, and its main stages, as a 
parameter varies, are as follows (see Fig. 8a): (i) a stable equilibrium; (ii) 
a stable limit cycle, which appears under a supercritical Andronov-Hopf 
bifurcation with the equilibrium that becomes a saddle focus with two- 

Fig. 5. Chaos occurred via cascade of period-doubling bifurcations and multistability in Chialvo map (1) at a = 0.9, b = 0.2, I = -1.94. a., b. bifurcation trees built for 
different initial conditions (red and black colors, description in the text); c. coexisting attractors (period-4 cycle and 4-components chaotic attractor) and their basins 
of attraction, c = 0.855; d. coexisting 4-components chaotic attractors, c = 0.86; e. coexisting chaotic attractors, c = 0.865. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 6. Destruction of invariant curve in parameter plane area Q1, a = 0.9, b = 0.2, I = -1.94. a. invariant curve, c = 0.563; b. resonant invariant curve, c = 0.561; c. 
chaotic attractor occurred via destruction of invariant curve, c = 0.5555. 
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Fig. 7. Destruction of invariant curve in parameter plane area Q2, a = 0.9, b = 0.2. a. the chart of Lyapunov exponents; b. two-parameter bifurcation diagram: lTR is 
Neimark-Saker (torus birth) bifurcation line (green), lSN, lSNa are saddle-node bifurcation lines (black, brown, respectively); c. one-parameter bifurcation diagram, c 
= 0.1; d. one-parameter bifurcation diagram, c = 0.04; phase portraits and absorbing domain of attractors: e. c = 0.267, I = 0.04; f. c = 0.272, I = 0.04. (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 8. a. Sketch for scenario of the Shilnikov attractor formation in the case of 3D flow: (i) a stable equilibrium Oμ; (ii) Oμ is the saddle-focus with two-dimensional 
unstable manifold Wu, attractor is the limit cycle L; (iii) the so-called Shilnikov whirlpool is created, when Wu(O) starts to wind onto the cycle; (iv) the Shilnikov 
attractor occurs when homoclinic orbits to the saddle-focus equilibrium are created; 
b. Sketch for scenario of the Shilnikov singular attractor formation in the case of 2D endomorphism: (i) a stable focus fixed point z; (ii) z is the unstable focus and 
attractor is the closed invariant curve L; (iii) the invariant curve L crosses critical line where J = 0: a kind of “whirlpool” is formed and orbits get an opportunity to 
jump over L there and back; (iv) the Shilnikov singular attractor occurs when homoclinic orbits to the unstable focus z appear. 
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dimensional unstable manifold Wu; (iii) the so-called Shilnikov whirl-
pool is created, when Wu(O) starts to wind onto the cycle (multipliers of 
the cycle become complex conjugate) and, what is important, all orbits 
from an absorbing domain are drawn into this “whirlpool”; (iv) the 
Shilnikov attractor occurs when homoclinic orbits to the saddle-focus 
equilibrium are created (and the limit cycle and all visible stable 
invariant subsets from the whirlpool lose stability). 

An analogous type of scenario leading to the appearance of discrete 
Shilnikov attractor for three-dimensional maps was proposed in 
[22,23,31]. But in this case, the corresponding scenario starts with a 
stable fixed point and its supercritical Neimark-Sacker bifurcation after 
which a closed invariant curve is born and the fixed point becomes a 
saddle-focus with two-dimensional unstable manifold. In multidimen-
sional flow systems, an analogous bifurcation can occur with a stable 
limit cycle and it is accompanied by the birth of a stable two- 
dimensional torus (an invariant curve in the Poincaré section).2 

Remark 1. The discrete Shilnikov attractor was first found in [22,23] 
in the case of a three-dimensional diffeomorphism of the form 

xn+1 = yn,
yn+1 = zn,

zn+1 = M − Bxn + Czn − y2
n,

(9)  

that is a quadratic three-dimensional map with the constant Jacobian J 
= B. For B = 0 map (9) becomes probably the most famous two- 
dimensional endomorphism: 

yn+1 = zn, zn+1 = M +Czn − y2
n. (10)  

We called it the Mirá map in [43], since it was introduced yet in the 
paper [44] by C. Mirá and has been studied in great details in the book 
[33]. Also, map (9) was called 3D Mirá map. Note that the discrete 
Shilnikov attractors exist in map (9), including for all sufficiently small B 
[22,23,45]. Then, they will have a topological limit as B → 0, which is 
the same that we call two-dimensional singular discrete Shilnikov 
attractor. 

For two-dimensional maps, a stable invariant curve can appear via a 
supercritical Neimark-Sacker bifurcation with a stable focus fixed point 
that becomes unstable focus. Then, this invariant curve can break down 
and a strange attractor of torus-chaos type can appear. And this can be 
considered the last stage in the development of chaos in the case when 
the map T under consideration is a diffeomorphism. However, if T is 
non-invertable map (endomorphism), then this scenario can be 
continued till the appearance of a singular Shilnikov attractor. The 
stages of the corresponding scenario, see Fig. 8b, will be very similar to 
those in the Shilnikov original scenario, compare Fig. 8a and b. The 
conspicuous difference is only in partial details: how the invariant curve 
breaks down and how homoclinics to the unstable saddle-focus appear. 
In stage (iii) (Fig. 8b) the curve L crosses the line LC− 1 and folds along 
the critical line LC0 = T(LC− 1). It is a kind of “whirlpool” is formed and 
orbits get an opportunity to jump over L there and back. In stage (iv) 
chaos is formed and homoclinic orbits to the unstable focus z appear: a 
homoclinic orbit has a point q in a repelling domain Rz of z such that 
Tk+1(q) = z for some integer k. This give us a mechanism for instant 
returning phase orbits to a neighborhood of the unstable focus, which 
means the existence of a snap-back repeller [25–27]. In this case we say 
that a singular Shilnikov attractor is formed when this spiral snap-back 
repeller is an attractor. 

Such a situation is also possible in Chialvo map (1). To detect the 
existence of a homoclinic orbit to the fixed point, the so-called chart of 
minimal distance was constructed. Fig. 9 shows a fragment of this chart 
around the region Q2. The minimum distances from the attractor to the 
fixed point is calculated according to the following rule: 

ρmin = min(ρn),

ρn =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(xn − xEP)
2
+ (yn − yEP)

2
√

,
(11)  

where xEP, yEP are the coordinates of the fixed point. One-parameter 
bifurcation diagrams (Figs. 3b, 7d) showed that the unstable focus is 
the fixed point with the maximum value in variable xn. When calculating 
the minimum distance, we find all fixed points, and calculated the dis-
tance between attractor and point P1, or point P3 (in the case when three 
fixed points exist). We marked with black the color on the parameter 
plane areas where the distance is exactly zero (ρmin = 0), i.e. attractor is 
the fixed point. Shades of gray mark different values of the minimum 
distance in accordance with the palette presented in Fig. 9. Points 
marked in red on the chart, where the minimum distance is in interval: 
0 < ρmin ≤ 10− 3. Thus, the areas marked in red correspond to points in 
the parameter space where the unstable fixed point becomes very close 
to the attractor and, in fact, it may gets homoclinics, which may indicate 
the formation of a singular chaotic Shilnikov attractor. 

Fig. 9b and c show examples of two chaotic attractors from the region 
Q2 with small ρmin. It seems that the vicinity of the fixed points is filled 
densely with phase trajectories for both attractors. However, the 
enlarged fragments of the vicinity of the unstable focus in Fig. 9d and e 
show that the first attractor (from Fig. 9b) most likely is not snap-back 
repeller (Shilnikov attractor). See details below. 

Fig. 9b shows a chaotic attractor for с = 0.27, I = 0.027, which is 
characterized by the following Lyapunov exponents: Λ1 = 0.0455, Λ2 =

-0.2769. The attractor has a complex structure, one can see thin lines 
corresponding to the lines of the destroyed invariant curve and phase 
trajectories in the vicinity of these lines. The red dot in Fig. 9d marks an 
unstable focus with coordinates (0.86057, 0.97885) and eigenvalues 
λ1,2 = 1.001669 ± i0.3956. On the enlarged fragment in the vicinity of 
the unstable focus, it is clearly seen that the trajectories, despite being 
very close to the focus, are distant from it, i.e. the focus does not belong 
to the chaotic attractor. In this case, the minimum distance between the 
points of the attractor and the unstable focus is: ρmin = 4.3 * 10− 4. 

Fig. 9c demonstrates an attractor constructed for c = 0.3, I = 0.029. It 
is also filled inside with phase trajectories, however, the points are fairly 
uniformly distributed over the attractor, there is no accumulation of 
points along the lines, as in Fig. 9b. This attractor is characterized by the 
following Lyapunov exponents: Λ1 = 0.0968, Λ2 = -0.04. As can be seen, 
the largest Lyapunov exponent has more than doubled in comparison 
with case in Fig. 9b, while the second Lyapunov exponent has decreased 
in absolute value by almost an order of value. The unstable focus with 
coordinates (1.0145, 0.9711) and eigenvalues λ1,2 = 0.928438 ±
i0.4432 is inside the chaotic attractor and it is clearly seen that the entire 
enlarged fragment of the neighborhood of the fixed point is uniformly 
filled with imaging points (Fig. 9e), which indicates that the unstable 
focus gets homoclinics and chaotic attractor (of snap-back repeller type) 
appears. The minimum distance from the attractor to the unstable focus 
is ρmin = 1.2 * 10− 5. 

In the region of quasi-periodicity and chaos Q1 (Fig. 4c), there are 
also points where the minimal distance between the attractor and the 
unstable point is close to zero. Fig. 10a shows a chart of minimal dis-
tances near region Q1, where the main bifurcation lines of fixed points 
are also represented. On the chart, as well as in Fig. 9a, black regions are 
those where the attractor is a stable fixed point. Note that near the re-
gion Q1, bifurcations occur according to the diagram of Fig. 3b. As a 
result of the saddle-node bifurcation, a pair of fixed points is born, one of 
which (P3) becomes an unstable focus in a certain range of parameters. 
As c increases, the reverse Neimark-Sacker bifurcation occurs and the 

2 The discrete Shilnikov attractor can occur when the two-dimensional un-
stable and one-dimensional stable manifolds of the saddle-focus fixed point 
begin to intersect [21–23]. Since the appearing attractor contain entirely the 
two-dimensional unstable manifold of the saddle-focus, it can be hyperchaotic. 
For flow systems their dimension must be N ≥ 4, and examples of hyperchaos, 
when an attractor absorbs a saddle-focus cycle with a two-dimensional unstable 
manifold, are known, see e.g. [41,42]. 
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unstable focus becomes stable. This is a soft bifurcation, since when the 
parameter c decreases accordingly, one can observe the classical su-
percritical Neimark-Sacker bifurcation, as a result of which a stable 
invariant curve is born and then it can break down and transform into 
chaos. For this unstable focus P3 the minimal distance (from an attrac-
tor) was calculated. All red areas in Fig. 10a (where the minimal dis-
tance is close to zero) are obtained to be located to the right of the 
saddle-node bifurcation line, therefore, it is precisely the case when 
the unstable focus can get homoclinics. Thus, we can assume the for-
mation of a singular discrete chaotic Shilnikov attractor. 

Fig. 10b-10e show examples of chaotic attractors on various scales 
with decreasing parameter c and a fixed parameter I = -0.69 (purple line 
in Fig. 10a), the position of the unstable focus P3(0,2) is marked with red 
dots. Table 2 presents the main characteristics of attractors for those 
presented in Fig. 10b-10e examples: coordinates of the fixed point, ei-
genvalues, Lyapunov exponents, minimal distance ρmin. 

Fig. 10b shows a chaotic attractor (torus-chaos) that is not certainly a 
snap-back repeller. The unstable focus P3 is well-distanced from the 
attractor, which can be seen visually and is also confirmed by the 
calculated value of ρmin for long time series. For phase portraits in 
Fig. 10, for each fragment, 2 * 105 points were built, while for fragments, 
the length of the time series itself could be up to 109 iterations (in 
Table 2, we indicated Nmax

iter is specific number of iterations for which 2 * 
105 points were placed in the minimal fragment). In the chart of minimal 
distance, a gray band is clearly visible at the border of the Neimark- 
Sacker bifurcation line (lTR), which just corresponds to the invariant 
curve and chaotic attractors, distant from the fixed point (unstable 
focus). Such a chaotic attractor is characterized by positive and negative 
Lyapunov exponents, which are quite close to each other in absolute 
value. 

With a decrease in the parameter c, red areas appear on the chart of 
minimal distances, the corresponding attractor is shown in Fig. 10c at c 
= 0.451. The full-scale phase portrait allows us to conclude that the 
phase trajectories come very close to the unstable focus. For a more 
accurate analysis, enlarged fragments of the attractor were built; they 
are shown below in Fig. 10c, which clearly shows that a very small 
neighborhood of the unstable focus remains unfilled. Both Lyapunov 

exponents for such an attractor increase, while the positive exponent 
becomes more than twice as large as the second exponent in absolute 
value. 

Further decrease in the parameter c leads to the appearance of 
homoclinics to the unstable focus after the attractor intersects also the 
second critical line (x = 0), and an expansion of the chaotic attractor is 
observed, see Fig.10e, 10f.3 The enlarged fragments of the attractors 
show that the points fill the vicinity of the unstable focus. The points also 
visit other regions of the phase space. The minimal distance from the 
attractor to the unstable focus becomes about 10− 5. At the same time, 
Lyapunov exponents continue to grow. 

Thus, our numerical simulations show that in both regions Q1 and Q2 
where invariant curves break down, snap-back repellers can occur. By 
the Marroto definition [25,32] a snap-back repeller is an invariant set 
having a repelling fixed (periodic) point and a nondegenerate homo-
clinic orbit to it. The Chialvo map (1) has the complex form and there-
fore we can not obtain analytical expressions even for coordinates of its 
fixed points that makes a possibility for analytical proofs almost unre-
alistic. But we can check existence of homoclinic trajectories numeri-
cally with high accuracy. One of the homoclinic point (xpr, ypr) should be 
the preimage of the unstable focus (xEP, yEP), i.e. the following relation 
take place 

xEP = x2
prexp

[
yEP − c

a
+

b − a
a

xpr

]

+ I,

ypr =
yEP − bxpr − c

a
,

(12) 

Note, that Eq. (12) for considered values of parameters, give three 
roots. One of them corresponds to the fixed point (xEP, yEP). Two other 
roots (x1, y1) and (x2, y2) are such x1 < 0 and x2 > 0. Thus, the root with 
x1 < 0 is evidently not homoclinic for I > 0. The root with x2 > 0 can be 

Fig. 9. Illustrations of singular discrete Shilnikov chaotic attractors in area Q2 of parameter plane (c, I) for Chialvo map (1) with a = 0.9, b = 0.2. a. the chart of 
minimal distances between the fixed point P1 and the attractor; phase portraits and their enlarged fragments corresponding to chaotic attractors having a small 
minimal distance between the attractor and the unstable focus, b. c = 0.27, I = 0.027; c. c = 0.3, I = 0.029. 

3 Note, that, even before the snap-back repeller appears, chaotic attractor is 
surrounded by homoclinic orbits. A contact between external boundary of the 
invariant area with an invariant set existing outside leads to expansion of 
attractor, then we obtain the so-called mixed absorbing area and mixed chaotic 
area [33]. 
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homoclinic in both cases I ≤ 0 and I > 0, therefore we will consider as the 
preimage namely the root (x2, y2). In Fig. 11 we presented iteration 
diagrams starting with the obtained preimage points (xpr, ypr). As we can 
see such point goes, theoretically, exactly to the unstable focus (xEP, yEP) 
but, numerically, its trajectory makes many iterations escaping it. Note 
that preimage points can be found and for the cases when attractor is not 

snap-back repeller, in this case preimage points will be localized outside 
of chaotic attractor. 

Such experiment we conduct with trajectories and calculated num-
ber of direct jumps to the repelling focus with the accuracy 10− 4. During 
1.5 * 109 iterations such jumps are happened <20 times for all the 
mentioned snap-back repellers, and such jumps were not found for those 
cases where we assume the absence of snap-back repellers. 

Thus, we have demonstrated two types of singular discrete chaotic 
Shilnikov attractors: the first one (Fig. 9c) is localized in the vicinity of 
the base invariant curve (region Q1) and this attractor intersect only one 
non-zero critical curve from (4), namely x ≈ 2.57; the second attractor 
(Fig. 10d, e) is bigger then the first one (due to intersection with the both 
critical lines x ≈ 2.57 and x = 0) and it is observed in region Q2. 

In Section 4 below we consider in more detail main features of the 
time series corresponding to the appearance of a singular discrete 
chaotic Shilnikov. 

Fig. 10. Illustrations of singular discrete Shilnikov chaotic attractors in area Q2 of parameter plane (c, I) for Chialvo map (1) with a = 0.9, b = 0.2. a. the chart of 
minimal distances between the fixed point P3 and the attractor; phase portraits and their enlarged fragments corresponding to chaotic attractors, I = -0.69, b. c =
0.452; c. c = 0.451; d. c = 0.45; e. c = 0.42. 

Table 2 
Characteristics of chaotic attractors presented in Fig. 10.  

Parameter 
с 

Fixed 
points, 
(xEP, yEP) 

Eigenvalues, 
λ1, λ2 

Lyapunov 
exponents, 
Λ1, Λ2 

Minimal 
distance, 
ρmin 

Number of 
iterations, 
Niter

max 

0.452 (1.5221, 
1.4759) 

0.79665 ±
i0.657313 

0.0612, 
− 0.0535 

1.14 * 
10− 1 

2 * 105 

0.451 (1.5174, 
1.4752) 

0.80039 ±
i0.657177 

0.0956, 
− 0.0482 

2.1 * 
10− 3 

4.52 * 108 

0.45 (1.5127, 
1.4746) 

0.80414 ±
i0.657022 

0.1658, 
− 0.0335 

5.9 * 
10− 5 

4.8 * 108 

0.42 (1.3685, 
1.463) 

0.92437 ±
i0.641407 

0.4421, 
− 0.0966 

1.8 * 
10− 5 

1.13 * 109  
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4. Time series features of singular discrete chaotic Shilnikov 
attractors 

As mentioned above, singular chaotic Shilnikov attractors are asso-
ciated with the appearance of homoclinics to an unstable focus. In time 
series for such attractors, characteristic patterns can be distinguished 
that correspond to rotating movements of a phase trajectory from a vi-
cinity of the unstable focus. In [36], the features of time series were 
discussed during the formation of the Shilnikov attractor in the Rose-
nzweig–MacArthur model which is the flow dynamical system. Despite 
of Chialvo map (1) is not a flow at all, it is an endomorphism, one can 
find something similar, but with own peculiarities, on time series asso-
ciated with the singular Shilnikov attractor. 

Fig. 12 presents several typical examples for different areas of the 
parameter plane (c, I). With black color we depict time series for the 
attractor with length of 5000 iterations, and with blue color we show 
enough short transient process for the same values of parameters. 
Fig. 12b, d, f demonstrate examples of trajectories calculated for initial 
conditions close to the unstable focus (blue color). Using the bisection 
method, a fixed point calculated with an accuracy of 10− 4 was used as 
the starting point for iteration. All trajectories in Fig. 12b, d, f corre-
spond to Shilnikov singular attractor and have their own peculiarities. 
Fig. 12b demonstrates the case of the Shilnikov attractor for the region 
Q1 at c = 0.3, I = 0.029 (Fig. 9c). Fig. 12d and f are examples from region 
Q2 (Fig. 10d, e). The first example corresponds to the case when the 
unstable focus is close to chaotic attractor, but homoclinic bifurcation 
did not happend yet. The attractor in Fig. 12f corresponds to the case 
when a homoclinic orbit to the unstable focus appears, and also the 
attractor intersects the second line (x = 0) where Jacobian is vanishing. 
Figures clearly show that the trajectory in the vicinity of the unstable 
focus performs rotational oscillations around it. A smooth increase in the 
amplitude occurs up to a certain threshold, and then the trajectory 
passes through the rest of the attractor. The intervals with rotating are 

different from the main part of the time series. Depending on the pa-
rameters, the duration of the rotation is changed. It is clearly seen, that 
for the attractor localized near the original invariant curve and having 
intersection with only one critical line (x ≈ 2.57), see. Fig. 12b, the 
rotation takes the longest time, the amplitude increases slowly. When 
homoclinics did not yet appear but the unstable focus is close to the 
chaotic attractor (Fig. 12d), the rotations occur to be faster and, when 
reached the attractor, trajectories no longer approaches very close to the 
unstable focus. In the case when homoclinics to the unstable focus occur 
and the attractor intersects both lines of Jacobian vanishing (Fig. 12f), 
the buildup occurs most rapidly and the region of characteristic rotation 
in the vicinity of the unstable focus is very small. 

If homoclinic orbit to the unstable focus occurs, or even trajectories 
are very close to it, such intervals will occur in time series and may 
represent patterns of a special oscillatory activity of a neuron model. To 
analyze such patterns, one can use various characteristics calculated 
from long time series. 

Fig. 12a-f show examples of short time series (5000 iterations) of 
Chialvo model (1) for various parameter values, some of which corre-
spond to Shilnikov singular attractors (Fig. 12b, d, f). Table 3 presents 
the characteristics of the patterns corresponding to the movement of the 
trajectory in the vicinity of the unstable focus, below we present a 
description of the characteristics. 

Fig. 12a-d present time series for attractors from the region Q2 of 
parameter plane (c, I), which were discussed and illustrated in Fig. 11. 
Time realizations clearly show intervals when the phase trajectory en-
ters the vicinity of the unstable focus and makes several rotations. For 
Fig. 12a, the minimal distance from the attractor to the unstable focus is 
0.114; in this case, we can clearly see that the attractor is distant from 
the unstable focus. On the time series, patterns similar to blue lines in 
Fig. 12b, d, e are not observed. For all other examples, the distance from 
the chaotic attractor to the unstable focus is very small. And in almost 
every time series, we can identify patterns of atypical activity that 

Fig. 11. Iteration diagrams starting from the preimage points (xpr, ypr) of (12) and corresponding attractors. a. I = 0.029, c = 0.3; b. I = -0.69, c = 0.45.  
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Fig. 12. Time series of Chialvo map (1), demonstrating the appearance of patterns of atypical oscillatory activity associated with the appearance of homoclinics to an unstable focus, a = 0.9, b = 0.2. a. c = 0.452, I =
-0.69; b. c = 0.451, I = -0.69; c. c = 0.45, I = -0.69; d. c = 0.42, I = -0.69; e. c = 0.27, I = 0.027; f. c = 0.3, I = 0.029. Blue lines demonstrate transient process of the phase trajectories in a small vicinity (10− 4) of unstable 
focuses. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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correspond to the hit of the phase trajectory in the vicinity of an unstable 
focus. Such patterns can be classified as a special type of neuron activity 
that violates the general structure of time series. 

For such patterns, dynamical characteristics can be suggested. 
Table 3 presents these characteristics for long time series (3 * 106 iter-
ations). Let us describe these characteristic:  

- Ntrap is the number of hits of the trajectory in the vicinity of the 
unstable focus. To calculate the characteristic, we counted the 
number of hits in the vicinity of the unstable focus. For the vicinity 
we took δ = 10− 1. Such a characteristic will show the frequency of 
occurrence of patterns in the time series;  

- τaver
trap is the average duration of the trajectory unwinding from the 

vicinity of the unstable focus. In a numerical experiment, for each hit 
of the trajectory in the vicinity of the unstable focus, the duration of 
its stay in the neighborhood was calculated, it was assumed that the 
rotating movements continue until the moment when the trajectory 
goes beyond the vicinity with a radius: δ = 5 * 10− 1. The maximum 
value (τmax

trap) was obtained, averaged over all Ntrap(τtrap). Such a 
characteristic describes the rate of rotating movements of phase 
trajectory in the vicinity of an unstable focus and, accordingly, the 
duration of patterns in time series;  

- N40
trap the number of hits of trajectories in the vicinity of the unstable 

focus, the duration of rotations of which is 40 or more iterations. This 
characteristic shows the presence of long-term patterns of atypical 
oscillatory activity. 

The proposed characteristics make it possible to identify time series 
in which activity patterns are most clearly expressed. This can be 
determined by the maximum duration of the rotating movements of a 
phase trajectory. Fig. 12 clearly demonstrates that long-term patterns 
are the most clearly visible in the case when the homoclinic orbit to 
unstable focus occurs. The trajectory quite often gets close to unstable 
focus, which leads to the appearance of long-term patterns, and as a 
result, the number of hits with duration of >40 is much greater than for 
attractors in which the unstable focus is distant from the attractor. Also, 
for this type of attractors, the indicator of the average duration of pat-
terns becomes noticeably longer. Proposed characteristics make it 
possible to distinguish the case when the homoclinc orbit occurs, while 
no atypical patterns are observed on the time series. Such an example is 
shown in Fig. 12d. The distance between the chaotic attractor and the 
unstable focus is very small, and it is clearly seen in the phase portraits 

that the trajectories visit the neighborhood of the unstable focus, while 
the average duration of rotating movements is 8 iterations, the trajec-
tory very quickly runs away from the vicinity of unstable focus, so we do 
not see patterns of atypical oscillatory activity in time series. 

5. Conclusions 

We conduct a detailed analysis of dynamics of the Chialvo map (1), 
which is the simplest model of neuron dynamics in the form of a map. In 
the parameter space, regions are localized where high-amplitude pulses 
are observed. The main scenarios of the formation of chaotic orbit 
behavior are illustrated. These includes the standard scenaria such as 
those via cascades of period-doubling bifurcations and via break down 
of closed invariant curves, as well as a new for endomorphisms scenario 
of emergence of two-dimensional singular Shilnikov attractor is pro-
posed and its numerical implementations are demonstrated. 

Note that the formation of Shilnikov singular attractor influence to a 
character of observed time series: here patterns of atypical oscillatory 
activity may appear between alternating segments with rotating move-
ments of the phase trajectories near unstable foci. An estimation of the 
dynamical characteristics of such patterns is carried out for time series of 
various lengths. It is shown that the appearance of the Shilnikov 
attractor does not always lead to the formation of clearly visible patterns 
of atypical oscillatory activity. However, such patterns are well 
expressed in the case when the strange attractor is a torus-chaos on a 
threshold of formation of the Shilnikov attractor. At the moment when 
the latter is formed, the patterns of atypical activity become the most 
distinct. However, these patterns become very short and indistinguish-
able in time series when the attractor is expanding due to intersection of 
both critical lines of Jacobian vanishing (such attractors characterizes 
by larger the maximal Lyapunov exponent). We propose dynamical 
characteristics that allow classifying the attractors described above. 

The appearance of such patterns of atypical oscillatory activity leads 
to the destruction of the homogeneity of time series and the formation of 
features that can be diagnosed for experimental data obtained as a result 
of EEG, for instance. The described type of atypical oscillatory activity of 
a neuron model can be used for the study of pathological states of a 
neuron. 
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Characteristics of patterns arising on time series when an unstable focus is 
absorbed by a chaotic attractor for Chialvo model (1) for a = 0.9, b = 0.2.  

Parameters Number of 
trappings in the 
vicinity of the 
unstable focus 
for a trajectory 
of length 3 * 106, 
Ntrap 

Duration of the 
rotating 
movements of the 
phase trajectory 
from the vicinity 
of the unstable 
focus, (average, 
maximum) 
τaver

trap , τmax
trap 

Number of 
trappings 
with 
duration 
>40 
N40

trap 

Minimal 
distance, 
ρmin 

c = 0.452, 
I = -0.69  

0 0  0 1.14 * 
10− 1 

c = 0.451, 
I = -0.69  107,345 34.58, 119  3745 

2.25 * 
10− 3 

c = 0.45, 
I = -0.69  94,052 20.65, 167  1900 

2.9 * 
10− 4 

c = 0.42, 
I = -0.69  

51,106 9.73, 51  11 7.8 * 
10− 4 

c = 0.27, I 
= 0.027  

56,472 23.4, 79  774 2.16 * 
10− 3 

c = 0.3, I =
0.029  86,643 58.17265  3670 

1.3 * 
10− 4  
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