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Abstract. There are various real-world applications for next-basket
recommender systems. One of them is guiding a website user who wants to
buy anything toward a collection of items. Recent works demonstrate that
methods based on the frequency of prior purchases outperform other deep
learning algorithms in terms of performance. These techniques, however,
do not consider timestamps and time intervals between interactions.
Additionally, they often miss the time period that passes between the
last known basket and the prediction time. In this study, we explore
whether such knowledge could improve current state-of-the-art next-
basket recommender systems. Our results on three real-world datasets
show how such enhancement may increase prediction quality. These
findings might pave the way for important research directions in the field
of next-basket recommendations.

Keywords: Recommender systems · Next-basket recommendations ·
Time-dependent recommendations.

1 Introduction

Next-basket recommender systems (NBR) have been actively studied in the
research community [19, 24]. The developed methods may employ a variety of
data sources, including past user purchases [2, 8, 11, 12], current session click
history [1, 21], and other user and item attributes [3, 10,17,26]. However, state-
of-the-art approaches [8, 12] usually do not take into account timestamps of
interactions. Even though they weigh the baskets according to their order of
appearance, they are still not (1) time-aware approaches nor (2) able to generate
time-dependent recommendations.

Time-aware recommender models can extract additional information from
historical interaction timestamps [27]. If the model does not consider them, it
treats the baskets as equidistant. In practise, time gaps are very important when
⋆ The contribution of D.I. Ignatov to the paper was done within the framework of the
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modelling user behaviour. Small gaps between baskets could result in greater
dependence on recent interactions in subsequent baskets. According to [18], large
time gaps could be a sign of weaker connections between user behaviour in the
past and present.

Time-dependent recommendations can change depending on when the pre-
dictions were made [25]. In non-time-dependent approaches [2, 8, 12], users’
representations are calculated at the time of the last known basket. However,
the user’s interests could change if some time elapses between the last known
interactions and the prediction time [18]. Fortunately, we have the ability to
update representations to reflect the current moment in time. We can use the
times when test baskets were purchased in offline experiments. Alternatively, we
can use the time period when a user sees recommendations in an online scenario.
The key concept is that recommendations change over time, even when a user
does not further interact with any items. As a result, these models are known as
time-dependent ones [25,27].

Recent works have emphasised the superiority of straightforward frequency-
based approaches in the next-basket recommendations [12, 16, 24]. Unfortunately,
the majority of cutting-edge algorithms lack time features. One of them is TIFU-
KNN [12], which uses purchase frequency to make recommendations based on the
purchases of the target user’s neighbours. In this paper, we add time information
to TIFU-KNN. Specifically, the main contribution can be listed as follows:

– We modify TIFU-KNN, a state-of-the-art approach for next-basket recom-
mendations, to make it (1) time-aware and (2) time-dependent

– We conduct comprehensive experiments to demonstrate how such a straightfor-
ward change can enhance the quality of recommendations on three real-world
datasets.

2 Related Work

Different approaches have been applied to solve next-basket recommendations.
Previously published works employ Markov Chains [30], Recurrent Neural Net-
works [2, 11, 22, 30], Attention mechanisms [23,31], Graph Neural Networks [31],
and frequency-based approaches [8, 12]. Frequency-based methods perform bet-
ter [19,24] than other methods, despite deep neural networks’ great success in
other research areas. It emphasises the significance of enhancing frequency-based
models.

The addition of time features to recommender models is another area of study.
Time is used as additional information by time-aware models to model user
interests [4, 25, 27]. For instance, the well-known SASRec [15] has been improved
by the TiSASRec [18], which has a time interval-aware Self-Attention mechanism.
Recent independent studies [6, 13, 20] have revealed that TiSASRec typically
outperforms SASRec in terms of quality. Time-dependent models’ predictions can
differ depending on the current time context (hour, day of the week, or month)
[7,9,29] or the time before the most recent interaction [5,14,32]. The authors of [28]
introduced DRM that can dynamically change next-basket recommendations
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based on the user’s current time context. Although it makes sense to use time as
a feature for both training and predictions, there are not many time-dependent
next-basket approaches.

3 Original and Modified Versions of TIFU-KNN

Original TIFU-KNN is a KNN-based non-DL method described in [12]. Among
non-deep-learning models, it currently displays the best results in the next-basket
recommendation task [19,24]. The baskets are separated into nearly equal-sized
groups. It allows to introduce an additional global time-decayed factor. Within
the group, each basket has a unique ordinal number. Utilisation of two different
weights simultaneously is the key concept; baskets are weighted within groups,
and groups are weighted among themselves. The weight of each basket in the
group varies depending on when it was purchased rb(i) = rib (rb power i), and
i = 0, 1, . . . , B(g) − 1 is the index number from the most recent basket in the
group to the earliest basket, B(g) is the number of baskets in the group g.
Similarly, earlier groups of baskets have smaller weight rg(j) = rjg (rg power j),
j = 0, 1, . . . , G− 1 from the most recent group to the earliest group.

We consider a I-sized multi-hot vector vb that represents a basket b, where I
is the number of items. If a basket b contains an item i then the corresponding
component equals 1, and otherwise equals 0. If the group vector vg is thus
obtained as a weighted average vector of the baskets vb, and the user vector vu
is taken into consideration as a weighted average vector of the groups vg:

vg =

B(g)−1∑
i=0

rb(i) · vbi
B(g)

, vu =

G−1∑
j=0

rg(j) · vgj
G

, (1)

where rb is the time-decayed ratio within a group, rg is the time-decayed ratio
across groups, B(g) is the number of baskets in group g, and G is the number of
groups, vbi is the vector of the i-th basket, vgj is the vector of the j-th group, vu
is the user’s final vector representation.

The average of the vectors vu of the k closest users is also calculated for each
user’s nearest neighbours vector vnn(vu) (using Euclidean distance).

KNN(vu) = {vu0 , vu1 , vu2 , . . . , vuK−1
}, vnn(vu) =

K∑
i=0

KNN(vu)[i]

K
. (2)

The prediction vector P (u) for each user is the weighted sum of the user’s own
vector vu and the nn-vector vnn(vu):

P (u) = α · vu + (1− α) · vnn(vu), (3)

where α is the balance coefficient between two parts. P (u) is used to calculate
the final recommendations.



4 S. Naumov, M. Ananyeva, O. Lashinin et al.

Time-aware TIFU-KNN (TIFU-KNN-TA) is easily attainable with a
few adjustments. Each user’s entire purchase history is divided into equal time
segments of gs days. tslast(u) corresponds to the timestamp of the last train basket
of user u. Then the first group’s baskets are distributed between tslast(u)− gs
and tslast(u). Interactions between tslast(u)− 2 · gs and tslast(u)− gs form the
second group. Group timestamp restrictions for user u are as follows:

groupm(u) : (tslast(u)− (m+ 1) · gs, tslast(u)−m · gs), m = 0, 1, 2, . . . (4)

As a result, each user’s group size in days is fixed, but the number of baskets
in each group and the total number of groups can vary. For the group rg(j),
the attenuation is still the same as it is in the default TIFU-KNN (Equation 1).
On the other hand, the group’s rb basket coefficient has changed. Instead of the
basket number, the exponent is now the number of days until the group’s end
(or natural logarithm of the number of days, depending on the hyperparameter
use_log). Let us denote the right limit of the group g from Equation 4 as rl(g),
and the timestamp of the basket b as ts(b):

∆ts(b, g) = rl(g)− ts(b), (5)

rb(∆ts) = r
∆ts(b,g)
b or rb(∆ts) = r

ln (∆ts(b,g))
b , (6)

vg =

B(g)∑
i=0

rb(∆ts) · vbi
B(g)

. (7)

Time-dependent TIFU-KNN (TIFU-KNN-TD) has two differences from
Time-aware TIFU-KNN. During the prediction stage, a timestamp of the next
basket tstest(u) is served to the model for each user. In offline experiments, this
could be the moment when a user buys test or validation baskets. Additionally,
we can use time of predictions if the experiments are online. In order to create
groups of baskets for the purpose of calculating the user vector vnewu , tstest(u) is
used instead of the maximum timestamp tslast(u) from the train. User u now
has the following group timestamp limitations:

groupm(u) : (tstest(u)− (m+ 1) · gs, tstest(u)−m · gs), (8)

Thus, on the validation and test stages, the model has new vectors vnewu for
each user. However, the nearest neighbour representations are determined for
tslast(u). This is done to prevent the need to continually recalculate the vectors
of all nearby users. As a result, we calculate vectors vnewu for the target user u
using the current moment of time. However, the vectors for nearest neighbours
are only based on training stage.

KNN(vnewu ) = {vu0
, vu1

, vu2
, ..., vuK−1

},

vnn(v
new
u ) =

K∑
i=0

KNN(vnewu )[i]

K
,

(9)

P (u) = α · vnewu + (1− α) · vnn(vnewu ). (10)
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Table 1: Dataset statistics after preprocessing.

Dataset #users #items #baskets #baskets #items #items
per user per basket per user

Dunnhumby 2471 8644 251361 101.72 7.71 381.09
Tafeng 14006 13674 94274 6.73 6.34 37.61
Instacart 19999 26677 629067 31.45 9.94 100.22

4 Experiments

We have provided experiments to answer the following research questions:

– RQ1: Can we increase the quality of recommendations by taking time
intervals into account instead of basket numbers?

– RQ2: Does the consideration of the time of prediction improve the quality
of recommendations?

4.1 Datasets

We make use of the three open source datasets for the Next Basket Recommen-
dation problem to ensure the reproducibility of our research:

– Dunnhumby4 includes transactions of 2,500 households at a retailer over a
two-year period. A basket is a collection of all the items that were purchased
in a single transaction.

– TaFeng5 includes four months of Chinese grocery store transactions. Each
basket contains the user’s daily purchases.

– Instacart6 it contains a sample of over 3 million grocery orders from over
200,000 users with an average of 4 to 100 orders from each user. Every order
is considered to be one basket.

From each dataset, we remove users with fewer than three baskets and items
bought by fewer than five users. We sample 20,000 Instacart users and 10,000
Dunnhumby items before filtering. Table 1 displays the statistics of the datasets
after prepossessing. Every dataset was divided into a training, validation, and test
set for our experiments. For each user, the training part consists of all baskets
except the final one. The remaining baskets are split in half, with 50% going to
the test part and 50% to the validation part.

4 https://www.kaggle.com/datasets/frtgnn/dunnhumby-the-complete-journey
5 https://www.kaggle.com/datasets/chiranjivdas09/ta-feng-grocery-dataset
6 https://www.kaggle.com/competitions/instacart-market-basket-analysis/
data

https://www.kaggle.com/datasets/frtgnn/dunnhumby-the-complete-journey
https://www.kaggle.com/datasets/chiranjivdas09/ta-feng-grocery-dataset
https://www.kaggle.com/competitions/instacart-market-basket-analysis/data
https://www.kaggle.com/competitions/instacart-market-basket-analysis/data
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Table 2: Results of our models compared against the baselines. The best and sec-
ond best performing models are indicated by boldface and underline, respectively.
▲% shows our models’ improvements over the best baseline.

D
at

as
et

Metric
Baselines Ours

G-Pop GP-Pop UP-CF@r TIFU-KNN TIFU-KNN- TIFU-KNN-
-TA (▲%) -TD (▲%)

D
H

B

Recall@5 0.1379 0.2326 0.2397 0.2491 0.2572 (3.3) 0.2570 (3.2)
nDCG@5 0.1229 0.2222 0.2294 0.2355 0.2433 (3.3) 0.2422 (2.8)
Recall@10 0.1359 0.2473 0.2611 0.2709 0.2760 (1.9) 0.2743 (1.3)
nDCG@10 0.1158 0.2188 0.2298 0.2384 0.2439 (2.3) 0.2425 (1.7)

T
aF

en
g Recall@5 0.0815 0.1026 0.1244 0.1403 0.1415 (0.9) 0.1448 (3.2)

nDCG@5 0.0895 0.0979 0.1121 0.1347 0.1341 (-0.4) 0.1393 (3.4)
Recall@10 0.0841 0.1260 0.1537 0.1632 0.1642 (0.6) 0.1673 (2.5)
nDCG@10 0.0877 0.1047 0.1227 0.1406 0.1401 (-0.4) 0.1453 (3.3)

In
st

ac
ar

t Recall@5 0.1092 0.4070 0.4371 0.4524 0.4541 (0.4) 0.4559 (0.8)
nDCG@5 0.1183 0.4238 0.4527 0.4668 0.4691 (0.5) 0.4725 (1.2)
Recall@10 0.0969 0.4000 0.4276 0.4476 0.4469 (-0.2) 0.4496 (0.4)
nDCG@10 0.1051 0.4039 0.4320 0.4484 0.4493 (0.2) 0.4526 (0.9)

4.2 Baseline Methods

In order to ensure that our research is thorough, we also include the following
baselines:

– G-Pop: this baseline just recommends the most frequent items in the dataset.
– GP-Pop: for each user, the most frequently purchased items are recom-

mended first, followed by the most frequent items in the entire dataset.
– UP-CF@r: a hybrid of the recency-aware user-wise popularity and user-wise

collaborative filtering presented in [8].

4.3 Metrics

We calculate Recall and nDCG, which have been used in previous NBR studies,
to assess the effectiveness of our methods. Based on the average basket size in
the datasets Table 1, we picked values of 5 and 10 for the topk parameter.

4.4 Experiment Settings

We search for the optimal parameters using Optuna7 with 300 trials for each
model, optimising Recall@10. The random seeds are all fixed. We make the
experiment code available online, including hyperparameter search spaces8.
7 https://optuna.org
8 https://github.com/sergunya17/time_dependent_nbr

https://optuna.org
https://github.com/sergunya17/time_dependent_nbr
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Fig. 1: Recall@10 w.r.t. different gs values across all included datasets.

4.5 Results

Table 2 answer both RQ1 and RQ2. TIFU-KNN-TA outperforms all included
baselines on Dunnhumby and Instacart and shows similar performance on other
datasets (RQ1). This demonstrates the value of replacing ordinal number weight-
ing of baskets with weighting based on the amount of time between interactions.

Moreover, TIFU-KNN-TD outperforms all included algorithms both on
TaFeng and Instacart. Additionally, it has higher quality on original TIFU-
KNN in all experiments (RQ2). Finally, TIFU-KNN is better than UP-CF@r on
all metrics and datasets which is in line with [2]. As we can see, our modifications
improved quality of recommendations by introducing time features both for
training and prediction stages.

It is important to note the dependence on hyperparameter values. The two
novel hyperparameters for the suggested methods are use_log and gs. Our
experimental findings across all included datasets indicate that the quality is
either unchanged or slightly improved when the logarithm is used. Additionally,
the quality of recommendations can be completely affected by varying the value
of parameter gs. While fixing the remaining values in the optimal configuration
for each model and dataset, we varied the value of hyperparameter gs. Figure 1
shows the results.

5 Conclusion

In this study, we demonstrated the importance of providing time-dependent and
time-aware next-basket recommendations. We made some minor adjustments to
the state-of-the-art TIFU-KNN next-basket recommender system to show the
impact of time context. On three real-world datasets, the quality of next-basket
predictions was improved by merely substituting basket number for interaction
weighting using timestamp-based descent. We believe that these findings will spur
additional study into the creation of time-sensitive next-basket recommendation
techniques for both training and prediction phases.
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