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ABSTRACT: By investigating spatial configurations of the intermediate mixed state in an
intertype superconductor, it is shown that vortex clustering can be characterized by the sample
averaged distribution of the penetrating magnetic field. The clustering is manifested in the two-
peak structure of the distribution. The second peak indicates a spot a material occupies in the
phase diagram of superconductivity types. The conclusions are general and do not depend on
details of the model.

Particle clustering is a broad interdisciplinary phenomenon
taking place in a large number of systems in physics as well

as in chemistry. Numerous examples include metal clusters, such
as homonuclear superatoms,1−4 ultrastable colloidal semi-
conductor nanocrystals,5−9 liquid10,11 and hybrid organic−
inorganic12 clusters, and can also be found as far as in high-
energy physics, e.g., hadrons as clusters of confined quarks and
gluons.13−15 Clustering rearranges the internal structure of
matter such that the latter demonstrates qualitatively different
characteristics.1,16−18 Understanding general mechanisms
underlying the clustering phenomenon and tracing its details
experimentally is thus a problem of fundamental importance.
A special example of clustering is provided by super-

conducting materials “between” two conventional super-
conductivity types I and II. Such materials, referred to as type
II/1 or as intertype (IT) superconductors,19,20 reveal properties
that attribute them to neither of the two conventional
superconductivity types.21−23 In particular, IT superconductors
develop the so-called intermediate mixed state (IMS) that has
characteristics of both the mixed state with vortices, specific to
type-II materials, and of the intermediate state, found in type-I
superconductors, where the normal and superconducting
Meissner phases interchange spatially.19,24,25

In a mixed state of a superconductor vortices can be regarded
as elementary “particles”. In a type-II material these “particles”
are fully repulsive and form an extended regular periodic
structure, known as the Abrikosov lattice. An IT superconductor
is characterized by instability of the vortex lattice.26,27 The
periodical vortex structure breaks down, and vortices form the
IMS with clusters surrounded by domains of the vortex-free
Meissner phase. Remarkably, the shapes and internal structure

of the clusters vary substantially. Their structure ranges from a
rigid lattice to vortex liquid, and the shape also changes notably,
displaying many exotic patterns like elongated vortex molecules
and chains.28

As in other cluster formation processes, the key to understand
properties of the emerging IMS structures lies in details of the
interaction between its vortex “particles”.19 Unlike type-II
superconductors, vortex−vortex interactions in IT materials is
nonmonotonic,29 being attractive at long ranges and having a
minimum at a finite intervortex distance. What is, however,
specific to the IMS is a much greater role of the multivortex
interactions. Deep in the IT regime, these become dominant
ensuring stability of large clusters even if the interaction between
two vortices is fully attractive.29

Tracing dynamics of the cluster formation while changing
system parameters, e.g., magnetic field and temperature, is the
most direct way to uncover the clustering mechanism. A
complete picture of the clustering is obtained when one traces
positions of all particles in the system. However, it is impractical
in many cases, and the analysis has to be restricted to studying
some integral characteristics of the particle configurations.
In superconductors, vortex positions can be most easily

measured at the sample surface,30 precisely where vortices are
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most distorted due to their interaction with the surface and the
stray fields outside the sample. Moreover, the distortion
becomes especially strong in IT materials where the super-
conducting state is almost degenerate due to the system
proximity to the critical Bogomolny point (B-point).31

In contrast, measuring small angle neutron scattering (SANS)
reveals vortex positions inside a superconducting sample by
giving a formfactor of the magnetic flux distribution.32−34 SANS
is essentially equivalent to X-ray measurements of crystal
structures and is well-suited to study periodic lattices,
characterized by the Bragg peaks in the formfactor. For highly
irregular configurations, typical for the IMS, the SANS gives
smeared images that are not easy to interpret.34,35

Another popular approach to access the magnetic flux inside a
material is the muon spin rotation experiment (MSRE),36 which
probes the average value of the flux. The MSRE cannot resolve
vortex positions inside a superconductor yielding instead a
histogram of the magnetic flux distribution.37 Seemingly, MSRE
provides much less detailed information on the vortex
configurations. Nevertheless, the measurements of super-
conductive ZrB12 revealed notable deviations from what is
expected for conventional type I/II superconductors.37 These
were interpreted as a signature of the vortex-free Meissner phase
presence. In single-band superconductors, it is regarded as a
hallmark of the IMS.33,34

It is worth noting that the IMS with vortex clusters coexisting
with vortex-free Meissner voids can be described theoretically
using the two-component Ginzburg−Landau (GL) model,38
leading to a suggestion ZrB12 is a multiband superconductor.

37 It
is known, however, that the GL parameter of ZrB12 is close to κ0
= 1/√2,39−41 where according to the GL theory, type I and type
II superconductivity interchange. This places ZrB12 among the
so-called low-κ superconductors, in which the spatial profile of
the penetrating magnetic flux is known to strongly deviate from
the standard Abrikosov lattice.19,21 Theoretical analysis of such
superconductors, based on a conventional single-band
Bardeen−Cooper−Schrieffer (BCS) theory with the s-wave
pairing, also gives the IMS.28 It takes place when the system is
close to the B-point, where superconductivity types I and II
interchange.20,42 The analysis based on the perturbation
expansion demonstrated that the mechanism underlying the
IMS is the same in both two- and single-band super-
conductors.20,43 In both single- and two-band cases, the defining
feature of the IMS is the vortex−vortex interaction being
attractive at long distances.29,38,43

In this work, we calculate the flux distribution for the IMS of
an IT superconductor and investigate its dependence on the
average magnetic field in the sample. Results of the calculations
reveal the field distribution has peculiar characteristics, which
can be reliably used to follow the process of vortex clustering in
superconductors. Moreover, its dependence on the average field
indicates the place of the material in the phase diagram for
superconductivity types.
The analysis is performed using the microscopic BCS model

with the s-wave pairing symmetry, which is treated using the
perturbation expansion with respect to proximity τ = 1 − T/Tc
to the critical temperature Tc. In this expansion, the gap Δ and
the field are represented as series

(1)

The free energy functional is similarly represented as the series
expansion. To obtain it one also has to take into account the
coordinate scaling x → x/√τ. Substituting these into the BCS

expression for the free energy functional, one obtains the leading
contribution to the latter as20

(2)

where the lowest-order contribution is the standard result for the
GL theory

(3)

with , and the correction to the GL
expression is given as

(4)

where . Coefficients a, b, c, , , and in
this expansion depend on the chosen microscopic model for the
single-particle states. Notice that f1 depends only on the solution
of the GL equations ψ and B. The free energy provides one the
criterium to find the most energetically favorable mixed-state
configuration.
For practical calculations, it is more convenient to use the

Gibbs energy with the density given as , where
H is the external magnetic field. We calculate the energy
assuming are directed along the z axis and that external
field H is equal to the thermodynamic critical field Hc. Notice
that the value of H is irrelevant when the total magnetic flux
through the sample is fixed. For convenience, we subtract the
Gibbs energy of the uniform Meissner state from the result.
Finally, we write the resulting Gibbs energy (difference) using

natural dimensionless quantities of the problem

where is the order parameter in the uniform
Meissner state, Hc is the thermodynamic critical field, λL is the
magnetic penetration length, and κ = λL/ξ, with ξ the order
parameter coherence length, all defined within the GL theory as

Furthermore, to investigate the IT regime in the vicinity of the B-
point (κ0, Tc) we consider a further perturbation expansion of
the Gibbs energy with respect to the deviation δκ = κ − κ0, where
we keep only the leading order contribution. After some
(complicated) algebraic manipulations, the final expression for
the Gibbs energy difference assumes a simple form20

(5)

where the energy scale is G0 = τ2Hc2LλL2/4π, L is the sample
length in the z direction, and the constants read as
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(6)

Quantities and are found as integrals

(7)

with ψ being the solution of the dimensionless GL equations at
the Bpoint

(8)

and D = ∇ − iA. These equations can be solved for an arbitrary
configuration ofN vortices with cores located at rj with j = 1...N.
The solution to these equations is found using their self-duality,
which yields B = 1 − |ψ|2.20,28 Vortex positions are regarded as
variables, so that , , and energy G are functions of rj. It is
worth noting that the result in eqs 5−(8) for the Gibbs energy in
general holds for multiband superconductors as well.20,28,44

Figure 1.Color density plots show spatial profiles of the order parameter |ψ|2 with the IMS vortex structure. Panels to the right of the color density plots
give the sample-averaged magnetic flux distribution P(B) (filled with dark blue color), sharp light-blue peaks indicate the sample average value of the
magnetic field. The average field increases toward upper panels. The calculations are done for κ = 0.7, 0.8, 0.9, shown in three double-panel columns.
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Notice that coefficients and are obtained from the
microscopical model of the single particle states in the material.
A simple model with the spherical Fermi surface yields
and independent of the microscopic parameters.
However, due to the linear dependence of G on τ and δκ,
qualitative properties of vortex configurations do not depend on
particular values of and for as long as . If this
condition is satisfied, the IT superconductivity occupies a finite
domain on the phase diagram, and its dimensions at different
constant values are found by a simple scaling.20,28

To find the flux configuration with the minimal energy, we
minimize G in eq 5 with respect to vortex positions rj using the
Metropolis algorithm, where we vary positions of vortices one by
one and accept or reject the vortex movement using a chosen
criterium. Details of both solving the GL equations and the
Metropolis algorithm can be found elsewhere.20,28

Obtained spatial distributions of the order parameter |ψ|2 are
illustrated by color density plot panels in Figure 1. Upper panels
correspond to larger values of the average magnetic field
(proportional to the total magnetic flux or numberN vortices in
the sample). The uppermost panels correspond to the critical
field where |ψ|2 = 0 and superconductivity ceases.
Numerical calculations are performed for three values of the

GL parameter κ = 0.7, 0.8, 0.9, representing different points in
the phase diagram of superconductivity types (see ref 28). For all
chosen κ the system is in the IT domain, but at κ = 0.9 it is close
to the type II superconductivity, whereas at κ = 0.7, it shifts
toward the type I regime. For clarity, we assume τ = 1, utilizing
the linear scaling dependence in eq 5.
For all considered values of κ, vortices form clusters at low

values of the total flux. When the flux increases, sizes of the
clusters grow, until vortices occupy the entire sample. This
sequence of transformations takes place for all considered values
of κ. In earlier works, it was named a hallmark of the IT
superconductivity.28,32−35

We now correspond the spatial profile to the sample-averaged
magnetic field distribution calculated using

(9)

In our calculations, the magnetic field is found from the order
parameter using the self-duality relation B(r) = 1 − |ψ(r) |2.
Obtained distributions P(B) are shown in panels to the right of
the corresponding color density plots for the order parameter
profile in Figure 1. The average value B̅ of the magnetic field
penetrating the sample is given by the position of a sharp light-
blue peak.
Comparing right and left panels in Figure 1 demonstrates that

changes in the vortex distribution and in P(B) are connected.
Existence of the Meissner phase in the order parameter profile is
connected to a sharp peak in P(B) at B = 0. Appearance of vortex
clusters is related to a peak at finite field B = B*.
When the average field B̅ increases, the amplitude P(0) of the

first peak drops, while that of the second peak P(B*) rises.
However, positions of both peaks, at B = 0 and B*, do not
change. This is understood by noting that, while sizes of vortex
clusters increase, the average distance between vortices inside
them is fixed. The amplitudes of the peaks indicate the relative
areas occupied by vortex clusters and the Meissner phase.
The situation changes qualitatively when the average field B̅

over the sample reaches the average field B* inside vortex
clusters. At this point the Meissner phase together with the peak

in P(B) at B = 0 disappears, and vortex clusters merge into a
global vortice structure. When B̅ increases further, the average
field in clusters and in the entire sample coincide , and
the position of the second peak in P(B) increases with the
applied field. This situation is typical for type II super-
conductors. The increasing field gradually suppresses the
superconducting state. When the field reaches its upper critical
valueHc2 the superconductivity ceases, and the field distribution
P(B) has only a sharp (singular) peak at B = Hc2.
These sequential changes in the vortex structure and in the

field distribution P(B) are similar for all considered values of κ
[cf. Figure 1]. However, one observes notable differences in the
vortex configurations at different values of κ. At κ = 0.9 (close to
type II) vortices inside clusters are arranged in a regular lattice,
whereas at κ = 0.7 (close to type I) they form something like a
liquid state. Obviously, the distribution P(B) cannot reflect fine
changes in the vortex structure inside clusters. However, the
position B* of the second peak shifts to the right when κ
decreases, the system moves closer to typeI superconductivity,
and vortices form a liquid state. Therefore, the place of the
second peak in the interval [0, Hc2] indicates the place of the
system in the phase diagram of the superconductivity types.
Close to type II superconductivity (larger κ), the second peak is
close to the left side of the interval, whereas B* approachingHc2
proves the system approaches the type I regime.
Concluding, our theoretical analysis of the magnetic field

dependence of vortex configurations in IT superconductors
demonstrates that the field distribution P(B) offers a reliable
indicator for the vortex clustering, which manifests itself in the
two-peak structure in P(B). The peak at B = 0 corresponds to the
Meissner phase, while the other peak at B* ≠ 0 is due to the
vortex clustering. Positions of the peaks do not change when the
applied field grows, until vortices occupy the entire space. At this
point, the Meissner phase together with the first peak in P(B)
disappear, while the second peak shifts to larger values following
the increasing applied field. The position of the second peak B*,
at small values of the applied field B̅, indicates the place an IT
superconductor on the phase diagram of superconductivity
types, measuring how close (or far) the system is from the type I
and type II superconductivity regimes. Finally, we stress that our
analysis is universal and applies to multiband superconductors.
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