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Abstract—The paper describes an experimental approach todetect the meaning shift, one of the most fundamentalcharacteristics of humor, which is studied by many scientists indifferent interdisciplinary theoretical methodologies. Wemeasured cosine similarity between setups and punchlines andexplained these results through the set of objective criteria suchas cosine results limitations, punchline length, three groups ofwords in joke’s parts. We also decided to investigate theoriginality of obtained distribution of cosine similarity to thesame distributions calculated for fiction texts. The resultsdemonstrate crucial differences in distributions for all theverification texts. We described an automatic approach forextracting meaning concepts of setup and punchline aided byword embeddings of its top three semantically closest words.We also provide a comparative analysis of distribution of cosinesimilarities among jokes. The proposed approach allowsobtaining embeddings for setup and punchline made on the topof the closest words in semantic space.
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I. INTRODUCTION
In computer linguistics, humor studies are mainly dedicated toclassification, generation, corpus creation and literature review.However, there is lack of objective and formal features to definetexts as jokes – in the majority of papers researchers accept the priorstatement that all texts collected by automatic parsers from socialnetworks and humor forums can be considered as humorous. Thisdeficiency of definitive limitations becomes a primary problem forresearchers working with such material because of humansubjectivity. This paper describes an experimental approach todetect one of the most fundamental formal features of humor, namedmeaning, semantic or frame shift, which is the compatibility of twodifferent concepts (frames) with one text, in other words.
The meaning shift in humorous texts is a key element of theincongruity theory [2,3]. Philosophical methodology argues thathumor is based on a combination of contradictory concepts: goodand evil, day and night, light and dark, etc. The incongruity theoryseparated into two linguistic methodologies – the semantic theoryand the general theory of verbal humor [4,6]. The semantic theoryclaims that humor is based on the context ambiguity of differentjokes’ parts. As a result, if two frames overlap in a joke, then theambiguity of interpretations becomes visible and leads to thehumorous effect. All plots, ideas, characters, notions, events arepresented by a frame (V. Raskin [*] also called it a script) that is acertain knowledge structure corresponding to the meaning of a wordor a group of words. Formally, each script is a limited domain of thesingle continuous multidimensional graph which is the lexicon ofthe language [4]. Frames can be expressed by one or morepolysemous words or expressions. In case a word is polysemous,the formal description will display a decomposition of its meaningsexpressed by more monosemantic words [4]. In jokes it is possibleto observe different levels of frames’ opposition, from a combinationof two negations to alternatives within the same concept, forexample, good manners vs bad manners. If opposite scripts fully orpartially overlap on a text, they are compatible with it. In the firstcase, both frames are perfectly compatible with the joke, and thereis nothing in them that could be perceived as odd, redundant, or

absent. V. Raskin also introduces here a borderline situation whenone script is more compatible with the entire text than the other. Incase of the partial overlapping, there are some parts of the joke’stext which are incompatible with both scripts. This effectivelymeans that the combination of such scripts is unusual for the giventext from the point of view of its correct semantic interpretation.Since Grice maxims are violated in humor, such texts are notperceived as meaningless, unlike in ordinary communication [4]. Inaddition to oppositional concepts, the semantic shift also involves atrigger; it reminds one of the first script when reading the second,imposes a different, non-obvious interpretation on it in a way thatmakes a compatibility of two opposite frames and joke’s text moreplausible and less impossible. The trigger is applied to figure outthe mechanism that underlies the joke; the methodologydistinguishes two main types: ambiguity and contradiction.
The general theory of verbal humor by S. Attardo and V. Raskincombines not only elements of semantics, but also textuallinguistics, narrative theory and pragmatics. The methodology notonly considers the opposition of frames, but also introducesadditional criteria for analyzing the joke, named KnowledgeResources, which consist of a logical mechanism, a purpose, anarrative strategy, a language, and a situation. The trigger ofsemantic theory is replaced here by the logical mechanism, whichexplains how two opposite meanings, named scripts, are compatiblewith a text, and how the meaning shift appears during reading jokes.This notion includes not only ambiguity and contradiction, but alsofalse analogies, such as Garden-Path phenomena, or textual figure-ground reversals [6].
The frame or semantic shift in humorous texts has been studiedusing qualitative [7-9] and quantitative approaches [10-11] ininterdisciplinary research. The relevance of this work is to developa methodology of objective and quantitative criteria for finding anddescribing meaning shift in jokes, as well as using a pre-trainedneural network with Encoder architecture, BERT. The discoveredresults will be further developed for automatic search of triggers orlogical mechanisms by which the semantic shift occurs. We workedwith a corpus which consists of 1100 short humorous texts writtenin the English language, which were taken from the book "1001Jokes" [5] by psychologist Richard Weissman. The experimentalapproach on the dataset contains jokes with variable syntacticstructures (jokes-riddles/question-answer, one-shot liner, puns, etc.)and linguistic characteristics (presence/absence of language play,presence/absence extralinguistic data), as well as with differentlengths, topics, sentiment let to analyze the effectiveness ofobjective criteria in the formal description of such a complicated,abstract, subjective phenomenon as humor.

II. DETECTION OFMEANING SHIFT
Most researchers divide jokes into two parts: setup, where a firstframe is introduced, and punchline, where the first frame is replacedwith a second. In this paper, a punchline is always represented bythe last sentence of a joke or the final part of this sequence; the restof the joke is considered as the setup. The idea of the meaning shiftdetection experiments is to calculate the cosine similarity betweentwo parts of jokes, which would show the semantic differencebetween two frames compatible with the same text.
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The first experiment concerns the setup and punchline of a joke.Preprocessed and marked up humorous texts were used as an inputof the pre-trained BERT neural network, the ‘bert-base-uncased’model [1] which creates word embeddings based on its context.This approach has advantages over the frame ontologies, as it doesnot require the construction of complex graph dependencies betweensemantic meanings of polysemous words. In addition, in thisresearch, context-dependent vector representations of individualparts of a joke can be considered as analogous to frames. Theamount of data used for BERT training allows the model to takeinto account different semantic meanings of words and theirtransformation in the contexts of joke parts, therefore, their fullsemantic concepts are preserved.
We calculated embeddings for setup and punchline byaveraging its words embeddings and measured cosine similaritybetween them. While analyzing the results, there is a set of thefollowing criteria.
 Three conditional intervals of the cosine similarity: [0;0.5], (0.5; 0.7), [0.7; 1]. The introduction of this criterionrelies on the theoretical proposition of semantic theoryabout two scripts overlapping, fully or partially, on thetext of a joke. Thus, jokes belong to the third intervalsince corresponding texts are compatible with both scriptsdespite their opposition. Jokes belong to the first intervalsince two opposite frames are compatible partially on thetext of a joke. Finally, there is a borderline case, when oneof the scripts is more compatible with the text than thesecond one. This distribution is explained by the presenceor absence of certain lexical data. Three groups of words able producing effect on cosinesimilarity results, if they occur both in setup andpunchline:

o similar word forms;
o antecedents and their anaphoras, in other words,co-referential links;
o synonyms or words closely located in thesemantic space. Those were extracted from thesetup for punchline’s words by measuring thecosine distance.
This criterion explains the meaning shift in jokes atthe computational and structural levels: the cosinesimilarity increases in case of semantically similar wordsin different scripts of one joke. If two opposite frames aredescribed by semantically similar words, the joke text ismore compatible with each of them.

 Length of punchline – the shorter it is, the moreunambiguous its context.
The results showed that 91 jokes have cosine similarity < 0.5;the majority (688) belongs to (0.5; 0.7) interval; the rest of jokes(320) have scores > 0.7.
The distribution of the results of cosine similarity between setupand punchline context-dependent embeddings is shown in Fig. 1.

Fig. 1. The results of cosine similarity between setup and punchlinecontext-dependent embeddings
In the first group (91), antecedents and their anaphoras arepresented in 71% of humorous texts, while similar word forms areabsent both in setup and punchline in 80% andsynonyms/semantically related words are absent in ~87%. Theaverage length of punchline is ~ 2 words, the maximal length is 11words.
In the most numerous group (688), similar word forms occurredin setup and punchline in 61% cases, synonyms/semantically relatedwords and co-referential links occurred in ~47% and ~48%,respectively. 15% of the punchlines have a length of 5 words. Theaverage length of punchline is 5 words, the maximal length is 12words.
The rest group, which amounts to a third of the entire corpus(320), is described by a high content of three word groups in setupand punchline. The synonyms/semantically related words werementioned in 94% of humorous texts, while both similar word formsand co-referential links only in 70% and 73%, respectively. Theaverage length of punchline is 7, the max length is 32 words.
Qualitative analysis of the cosine similarity between context-dependent vectors of setup and punchline indicates the compatibilityof different parts of the joke with the same text, hence the meaningshift is detected. 81% of the jokes from the corpus have similarvocabulary in setups and punchlines, this explains the obtainedscores of cosine similarity for most of the jokes. The prevalence ofcosine similarity scores in the range (0.5; 0.7) reflects acompatibility of the joke texts with at least one of the scripts, whilein a third of the corpus (cosine similarity > 0.7) opposite framesoverlap fully on jokes. This indicates that a large part of the jokesare more characterized by the high compatibility of different scriptswithin texts by using similar vocabulary in different parts of thejoke.
We also decided to investigate the originality of obtaineddistribution of cosine similarity to the same distributions calculatedfor fiction texts. For this sake we applied our measurement to thecorpus of 3300 pairs of sentences from masterpieces originallywritten in the English language ("Dracula" and "Dracula's Guest"by B. Stoker, "The Inimitable Jeeves" and "My Man Jeeves" byP.G. Wodehouse, "Good Omens" by T. Pratchett and mixtures,1100 sentences for each author). These books were chosen becauseour aim was to oppose different genres such as horror and satire,respectively since they may contain incongruity and contrast themon semantic and emotional levels. The pairs of sentences wereselected as follows. In the beginning, we extracted sentences at evenpositions in the texts. If the length of this sentence belonged to theinterval of the average lengths of the punchlines, from 2 to 7 words,
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then we considered this sentence as a punchline and a previous oneas a setup.
We evaluated cosine similarity results in two samples amongjokes and 1100 pairs of sentences for each author using the t-test.For P.G. Wodehouse p-value was 2e-52, for T. Pratchett theindicator showed p-value=8e-57, for B. Stoker p-value was 2e-54, for a corpus with pairs of sentences mixed from all books p-value was 3e-55. The results demonstrate crucial differences indistributions for all the verification texts, which means that thereare unique semantic links between the investigated parts of jokes.
The second experiment aims to extract descriptive plot concepts(frames) from setup and punchline, measure the cosine similaritybetween them, and compare them with the first results. The idea ofthis experiment is that the higher values of the cosine similaritycalculated between a part of a joke and its word lead to the higherinfluence of the context-dependent embedding of that word on theformal representation of this part. Consequently, we assume that aset of such context-dependent vectors express the main concept ofa part of a joke. The advantage of this approach is deletion of similarwords in setup and punchline, which increases the cosine similarityscore. In the beginning, the cosine similarity was measured betweenthe joke part embedding and each joke part’s word embedding.Based on the results, three closest words were selected for setup andpunchline. Articles were removed from the tops of the setups’ andpunchlines’ closest words. The second joke part embedding wascalculated with the resulting top of closest word embeddings by thearithmetic mean. The final distribution is shown in Fig. 2.

Fig. 2. The results of cosine similarity between setup and punchlinecontext-depended embeddings based on closest words to them
Comparative analysis of the cosine similarity calculationsbetween the context-dependent vectors of the first and secondexperiments divided the corpus into two parts. In 10% of cases,negative results appeared and the cosine similarity between thesecond joke part embedding turned out to be higher than betweenthe first one. In 60% of jokes, the difference between the first andsecond cosine similarity is <= 0.1, while only 8% cases are > 0.2.Nevertheless, the division of jokes on three cosine similaritylimitations by the second cosine similarity results has changed:~36% jokes (400) entered the first group, where is cosine similarity< 0.5; the majority (656) has scores to (0.5; 0.7); the remaining (43)belongs to cosine similarity > 0.7. It’s important to mention that allof the jokes in the third group have synonyms/semantically relatedwords. Comparative analysis of the first and second experimentsresults showed little difference between them, which means that theidea of the second experiment is justified, since the main conceptsof the jokes are extracted. However, the vector representations from

the second experiment cannot be considered an unstructured scriptanalogy; for more than a third of the jokes, the initial distributionwithin the cosine similarity intervals changed, and consequently,their characteristics about frame opposition and the level of theircompatibility with the text.
III. CONCLUSIONS

In this paper we demonstrated that the meaning shift can bedetected using averaged embedding vectors of setup and punchlineof a joke written in the English language. For such detection, weintroduced several formal criteria. We also proved a hypothesis thatcosine similarity between setup and punchline of a joke has adistribution that differs from one calculated over neighboringsentences of a fiction text. Finally, we automatically detected top-3word embeddings from setup and punchline; however, such anapproach was not fruitful.
Aiming to reflect the meaning shift, the first experiment offeredan explanation of the results of the cosine similarity measurementthrough a set of formal criteria: cosine results limitations, punchlinelength, three groups of words in joke’s parts. The presence of similarwords on orthographic and semantic levels results in high cosinesimilarity not for the total corpus but only for its major part (81%).In addition, there aren’t any explicit distinctions for each of thecosine similarity intervals since all categories of similar words arepresented in all three intervals. Nevertheless, the average punchlinelength is remarkably different for jokes with full and partialoverlapping of opposite scripts.
We also found that the details of the criteria proposed in the firstexperiment need to be refined; our research lacks detailed qualitativeanalysis of jokes with the high cosine similarity. However, it ispossible to detect the meaning shift using its description by theobjective and formal criteria. The application of the introducedmethod, based on the theoretical provisions of the semantic theoryand the general theory of verbal humor, has shown positive results.So, the hypothesis of the first experiment was proved.
We calculated cosine similarity to the same distributions forfiction texts in order to demonstrate its distinction from thedistribution for short jokes. Statistical pairwise verification ofsamples of jokes and pairs of sentences from fiction textsdemonstrates the results of p-value < 0.05 (very close to 0), whichmeans the presence of unique semantic links between parts of jokes.The experiment with fiction texts shows the importance ofconducting an extended comparative analysis and description ofjokes with short texts from other genres (fiction books, scientificarticles, and news wire) to characterize the semantic shift as one ofthe basic criteria of jokes and humor in general.
In the second experiment we applied the automatic approach toextract setups’ and punchlines’ plot concepts aided by wordembeddings of its top three semantically closest words. The idea ofthis approach inspired by the hypothesis that the closestcontextualized vector representations of such words exerted a strongimpact on the setup’s and punchline’s main context, thus, it allowsobtaining embeddings for setup and punchline made on the top ofthe closest words in semantic space. Though a comparative analysisof the cosine similarity measurements of the first and secondexperiments showed non-significant quantitative differences formost of the corpus examples in the interval (-0.033; 0.3764), theinitial distribution of the cosine similarity measurements changedfor the third of the jokes as well as their characterization about frameopposition and the level of their compatibility with the text. Thesecond experiment is also considered as a successful one, becausethe main concept of a joke is indeed extracted by this automaticapproach according to the results of comparative analysis. However,the averaged vectors of the top of the closest words to the parts ofjokes in semantic space should not be considered as their analoguesof full context embeddings.
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The future work includes reconsideration of the automaticapproach for scripts extraction, as well as investigation of details ofabove-mentioned objective criteria. The list of formal characteristicsof jokes should be expanded with the reliance on both semantictheory and other theoretical methodologies.
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