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Responses to Dichotomously Scored Items in
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Abstract
The article is devoted to comparing methods of automatic checking of dichotomously scored items in the
financial literacy test. Such approaches to natural language processing as "bag-of-words", n-grams (within
word boundaries), n-grams (across the whole response), and the fastText pre-trained embeddings were
analyzed. The logistic regression was used to classify students’ answers. The analysis was conducted on
the data of ninth-graders from one of the Russian regions. As a result, it was concluded that the "bag
of words" is not suitable for automated evaluation of responses, and it is better to utilize the n-grams
method with vectorization over the whole student’s response.
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1. Introduction

Financial literacy is considered an essential skill that helps achieve economic and financial
stability and development in a country [1]. The standard definition of financial literacy is as
follows: it is "the knowledge and understanding of financial concepts and risks, and the skills,
motivation, and confidence to apply such knowledge and understanding to make effective
decisions across a range of financial contexts, to improve the financial well-being of individuals
and society, and to enable participation in economic life" [1, p. 128].

The growth of the citizens’ welfare is formed through their dynamic financial behavior based
on the use of savings and insurance instruments [2]. The formation of such behavior requires a
sufficiently high level of financial literacy, which serves as a basis for the interaction of citizens
with various financial institutions, their conscious use of products of the banking and insurance
sector, the formation of a pension provision strategy [3].

Lack of financial literacy does not allow citizens to effectively plan their budget, make
decisions in the field of personal or family finances, focused on the long term. The lack of basic
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knowledge and skills prevents individuals from consciously choosing and evaluating products
and services, increasing the risk of becoming a victim of fraud by potentially unscrupulous
financial market participants.

One of the conditions for solving the problem of knowledge and skills deficit is the formation
of essential competencies in the field of financial literacy among school-age children. Special
attention is paid to them because people form habits and behaviors at a young age, learning
from parents and others around them, which indicates the importance of early interventions
to help shape beneficial actions and attitudes [1]. The school makes a significant contribution
to developing children’s basic competencies in financial literacy. Already in primary school,
children can begin to get acquainted with the basic concepts that reveal the sources of their
family’s budget and ways to use it effectively. As the child grows older, both the system of these
concepts and the complexity of the tasks they face in managing personal and family finances
expand.

For understanding students’ level of financial literacy, the latter should be measured appro-
priately. One of the key requirements for educational measurement is its objectivity. The latter
is usually twofold: as specific objectivity, which means that comparisons between individuals
should be independent of instruments used [4, 5] and as independence of test results from
raters/assessors. The second objectivity applies only to tests with open-ended questions. While
specific objectivity is generally ensured by using appropriate probabilistic models (e.g., Rasch
models), the other one is achieved by implementing and carrying out a variety of procedures:
training and "blinding" of raters, studying the consistency of raters’ scores, engaging a third
party to assess an examinee’s answer in case of raters’ discrepancies. All those things are
associated with material and time costs.

Quickly, cheaply, and quite objectively, it is possible to measure some characteristics of a
person using a multiple-choice test. However, such tests cannot constantly assess the full range
of competencies, the complexity of thinking, and reasoning ability [6]. This is why large-scale
international educational studies (e.g., PISA, TIMSS, PIRLS) use open-ended questions in their
measurement tools.

In financial literacy tests, the problem of objectivity doubles because this area of assessment
is not tied to a school subject, so raters from different disciplines can check students’ answers:
mathematics, civics, economics, geography, etc. Evaluation of responses by various subject
experts can distort student results, even with careful preparation and training of raters. Moreover,
automated assessment of freely constructed responses reduces the cost of school monitoring
and helps decrease teachers’ workloads.

Given the above, an attempt was made to find an algorithm that would best classify students’
answers into correct (1 point) and incorrect (0 points).

2. Method

2.1. Participants

Four thousand nine hundred and seventy-eight students of ninth grade from 58 schools of one
of the Russian regions participated in the study. The sample was gender-balanced, and the



respondents’ modal age was 15 years. Thirty-seven percent of the sample were from rural
schools.

2.2. Instrument

The financial literacy test was constructed based on the PISA framework for financial literacy [1].
The primary element of the instrument is a testlet built on a specific story (situation) of social
life. Testlets are a form of item development based on common stimuli (texts, diagrams, tables,
etc.). The items were constructed on the following principles:

• comprehensiveness (items contain different formats of information presentation and aimed
at different areas of financial literacy assessment following the PISA research approaches);

• the presence of a problem (items include questions that involve solving a particular financial
problem, including taking into account alternative financial possibilities);

• contextuality (items are based on real-life situations);
• personal involvement (the issues offered in the items are relevant to students);
• levels of difficulty (items were developed taking into account mastery of social practices

of using financial products and services by students and forms of their cognitive activity);
• competence (items allow assessing the following range of competencies: identify financial

information, analyze information in a financial context, evaluate financial issues, and
apply financial knowledge and understanding).

The whole test pool consisted of 9 testlets comprised of 6 ordinary dichotomous or polytomous
items (questions). The testlets were assigned to 4 test variants. The test design is presented in
Figure 1. The test was administered based on the incomplete test design when students did not
perform all items but interacted only with some of them (in our case, 18 items which are 33% of
the whole test). The respondents’ results were equated based on the common items approach
using probabilistic (item response theory, IRT) models. The last testlet in three test variants
served as a link.

The test demonstrated appropriate reliability (Rasch reliability = .71). Twenty-one questions
were open-ended.

Figure 1: The incomplete test design

2.3. Data collection

The test took 40 minutes. Students performed the test in class settings. For several days after the
testing procedure, there was a check of open-ended questions by raters from among students’
teachers.



The raters were trained to score the students’ answers. The training explained the approaches
of the international PISA study, which formed the basis of the evaluation system for the proposed
financial literacy assessment tool. Items were predominantly checked by two raters, which
allowed the study of discrepancies between their scores.

After expert work, a data set with the actual students’ answers and scores was formed. For
purposes of clarity, we selected only dichotomously scored items (0 = wrong answer, 1 = correct
answer). We used 11 145 student responses to 17 open-ended dichotomously scored questions
for machine learning algorithms. Most of the respondents’ answers (69%) received 1 point.

2.4. Data analysis plan

This paper compared the following approaches to working with natural language (text) in order
to predict students’ results: "bag of words", the n-grams method (creating n-grams within word
boundaries and across the whole response), and pre-trained embeddings. "Bag of words" is an
approach to text tokenization that transforms texts into unitary sparse vectors, making of words
features that are appropriate for further analysis. The n-grams approach is also a tokenization
technique that extracts an n-length sequence of characters or words and converts them into
machine-reading vectors. For instance, if we want to excerpt two words or symbols, it would
be a bigram. Researchers show that in Russian texts, it makes sense to use n-grams consisting
of letters rather than words [7]. The n-grams might be extracted within word boundaries or
even across the answer. Another popular approach is pre-trained word embeddings. They are
vectorized representations of words capturing semantic and syntactic information. Words closer
in meaning are expected to have more relative vector coordinates. Pre-trained word embeddings
are retrieved from predefined fixed-sized text corpora. In contrast to the other two approaches,
the pre-trained embeddings are the words with known vector coordinates.

Logistic regression was used to classify students’ answers. Logistic regression is a method of
binary classification based on information from predictors. This method was chosen over the
others because it can be better understood by all agents of the educational process: stakeholders,
principles, teachers, parents, and even students. Moreover, the results of the implementation of
this method are more interpretable due to its low complexity. So, the dependent variable is the
student’s score. The features obtained from the above-mentioned natural language processing
techniques are independent variables.

Metrics of classification quality were the area under the error curve (ROC AUC), as the
classification design is not balanced, and recall because it is most relevant in the case of student
assessment. In addition, we included the log loss metric since it is a more selective loss function
amongst others [8]. Text preprocessing only had the conversion of students’ responses to
lowercase letters.

The learning procedure took place using the Python programming language (version 3) [9]
with the scikit-learn package (version 0.24.2) [10]. The random split of the sample into a training
and a test part was in the proportion of 70% to 30%. The values of quality metrics were calculated
either on the training sample, using three cross-validation samples, or on the test one. Of all
possible configurations of the n-grams method, the best quality was demonstrated by extracting
2 to 6 characters when vectorizing within word boundaries and from 2 to 8 characters when
vectorizing throughout a student’s response. These are the configurations of the n-grams



method shown in the tables below. Also, we included pre-trained embeddings taken from the
"fastText" library. This choice is made since "fastText" is one of the Russian language’s most
efficient vector word representations [11].

3. Results

Table 1 presents the results of cross-validation on the training sample. Each metric is a mean
value of three cross-validation samples. It can be noted that the n-grams method gives better
results, expressed in a more accurate classification of students’ answers than the "bag-of-words"
method. However, the latter demonstrates the lowest log loss value. At the same time, the
technique of pre-trained embeddings is not inferior to n-grams. The study of classification
quality on the test sample will be conducted for all methods, except for the "bag of words".

Table 1
Results of cross-validation of classification quality metrics on the training sample

Approach ROC AUC Recall Log-loss
Bag-of-words .719 .866 .321
N-grams (within word boundaries) .756 .941 .438
N-grams (across the whole response) .759 .940 .451
Pre-trained embeddings (fastText) .756 .941 .507

Table 2 shows the results of cross-validation on the test sample. Each metric is a mean value
of three cross-validation samples. It is noticeable that both n-gram methods give close results,
with a slight advantage of the n-gram method for the whole answer based on ROC AUC and
recall metrics. Nevertheless, according to the area under the error curve, the best classification
of students’ responses is given by the pre-trained embeddings of the fastText library. At the
same time, it has the worst log loss value among the metrics.

Table 2
Results of cross-validation of classification quality metrics on the test sample

Approach ROC AUC Recall Log-loss
N-grams (within word boundaries) .719 .969 .440
N-grams (across the whole response) .720 .974 .451
Pre-trained embeddings (fastText) .756 .941 .504

4. Discussion

According to the study results, we may conclude that both the n-grams method and the fastText
library embeddings for the Russian language can automatically assess students’ answers in
the financial literacy test. However, preference should be given to the n-grams method with
vectorization over the whole student’s response because this method has the best recall index;
that is, this method more accurately gives the score of 1 to those schoolers who were also given



a score of 1 by the raters. Moreover, it is usually preferable to train models on the targeted data
that a researcher possesses rather than implement pre-trained algorithms.

The proposed research cannot be considered definitive. Although the algorithms presented
in this study are simple, understandable to all participants of the testing process, further work
in this area can be devoted to studying the application of neural networks and other pre-trained
embeddings for the automated scoring of students’ answers. Also, it might be noted that the
current study is dedicated to analyzing dichotomous data. Different algorithms might be found
for polytomous items. Another limitation relates to the fact that for fair results, we need reliable
and valid data. Before implementing machine learning algorithms, we must be sure that the
rater’s scores are not biased. In addition, it should be kept in mind that studied algorithms might
not be transferred to other areas of assessment such as reading, mathematics, or science literacy.
It depends on the degree to which students’ answers have more or less standardization. For
instance, items in mathematics literacy require more standardized and numerical responses than
in reading literacy. Financial literacy items do not need many numerical operations, therefore, its
algorithms might be more applicable to reading literacy than to mathematics one. Comparisons
of algorithms across domains should be performed in the subsequent research.
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