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Abstract. The COVID-19 pandemics remains one of the largest global 
challenges. Necessity of effective systemic aids for the minimization of losses 
leads to the requirement of adequate models allowing to predict the impact of 
different factors on the spread of the disease. Agent-based simulation models 
provide a suitable solution with the possibility to accurately account for such 
factors as age structure of a population, characteristics of isolation, self-
isolation strategies and testing strategies, presence of super-spreaders etc. In 
this paper we report on the results of simulating the spread of COVID-19 in 
several representative regions of Russia using an agent-based model with a 
general pool combined with the simulation of population testing strategy. The 
model accounts for the following key epidemiologic characteristics: 
population age distribution, reproducibility rate, distributions of infectivity 
period, a period of clinical manifestation, and age-dependent probability of 
critical disease. It is demonstrated that the daily epidemiologic curves can be 
predicted well for different territories with the same model parameters, 
except for the initial number of infected agents and region-dependent testing 
as well as isolation strategies, which are considered to be tuning parameters 
of the model. The developed approach can be further expanded to other 
regions of different countries, while the determined model parameters could 
be used as starting values for such simulations. © 2023 Journal of Biomedical 
Photonics & Engineering. 
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1 Introduction 

Prediction of further development of the COVID-19 

pandemic and timely introduction of preventive measures 

require reliable tools for epidemic spread simulations. 

Several classes of models have been currently employed 

for forecasting the spread of infections. Even the simplest 

logistic model based on the first order ordinary 

differential equation has provided surprisingly 

reasonable accuracy in describing the first wave of 

COVID-19 in different countries [1–4]. Moreover, 
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employment of its predecessor, the Gompertz model, 

provides even better agreement of the predicted values 

with the official statistical data [5]. Regression models 

are known to provide us with rapid estimations of the 

spread of infections [6, 7]. Non-adaptive models allow 

obtaining the prognosis for any chosen period of time, 

however, they ignore local perturbations of 

epidemiologic characteristics, therefore they are not 

suitable for short-term prognosis. On the contrary, 

adaptive models are predominantly employed for short-

term prognosis only. Autoregressive moving average 

models are applicable for short-term prognosis [8], while 

autoregressive integrated moving average model is 

applicable both for short-term and long-term 

prognosis [9]. Dynamic Bayesian networks are employed 

only for short-term prognosis and predominantly in the 

form of Markov models [10]. Neural networks and other 

machine learning based methods can be applied only for 

short-term prognosis. Furthermore, only feedforward 

neural networks and backpropagation algorithm can 

address the prognosis of infections spread [11]. 

Dynamic systems based on differential equations, 

which belong to a class of compartmental models, are 

employed for long-term prognosis. The pioneering work 

by Kermack and McKendrick [12] proposed SIR model, 

in which the population is divided into three groups – 

susceptible (S), infected (I), recovered (R) – and their 

interaction is described with non-linear differential 

equations. Modern compartmental models employ larger 

number of groups, accounting for exposed (E), 

hospitalized (H), critical (C), dead (D), and those in 

quarantine (Q) or isolation (J). Compartmental models 

are widely employed for the modeling of the spread of 

coronavirus infections (SARS, MERS, COVID-19). For 

example, SEIR (susceptible, exposed, infective, 

recovered) model has been applied for modeling of 

COVID-19 spread in African countries [13], Iran [14], 

Indonesia [15], Spain and Italy [16], India [17, 18]. The 

early COVID-19 spread and the efficacy of governmental 

measures are discussed in paper [19] also with regard to 

a SEIR model. Modified SEIR models may also account 

for vaccination process [18, 20]. Compartmental models 

are easy to construct, however, they do not capture 

random factors of the infections spreading nor individual 

characteristics of population members. 

Individually-oriented models include so-called agent-

based models, which can be applied both for short-term 

and long-term prognosis of the spread of infection. Every 

member of a population (referred to as an agent) is 

described by certain constant and variable characteristics, 

and the rules of interactions between the agents are 

determined. Agent-based models were proved to be 

effective in the description of the propagation of 

infections, such as Ebola virus disease [21] and 

influenza [22], regarding different sizes of population.  

Agent-based models were also applied for the 

modeling of COVID-19 spread, for example, the 

modeling of the development and the regress of the 

infection in the various cities such as Helsinki [23], New 

York [24], and Singapore [25]. Certain agent-based 

models were based on previously developed models for 

the prediction of influenza pandemics, for example, the 

NotreDame-FRED model [26], the model of Ferguson’s 

research group from Imperial College London [27], and 

the model for simulation of the COVID-19 pandemic in 

Australia [28]. 

A number of studies utilized agent-based models for 

assessing the impact of universal face mask wearing [29], 

digital contact tracking [30–32] and social 

distancing [32–34] as well as analyzing various 

intervention scenarios [24, 27, 32]. Other agent-based 

models were developed for modeling COVID-19 

transmission in small communities such as a 

university [35], a supermarket [36], and a small 

town [37].  

It is worth noting, that the validation strategy for a 

COVID-19 spread model should be based on the 

agreement with the official statistical data on daily new 

cases and daily deaths. These “measurement results” may 

have certain errors connected with the imperfection of the 

employed “measurement instrument”, namely, a testing 

system. Building a model of a testing system is a 

particularly important task, since the simulated 

“measurement results” taken in consideration are actually 

the combined results of both the model of the disease 

spread and the model of testing system. Improper model 

of the testing system may result in incorrect results of the 

entire model, although the disease spread part can be 

valid. Moreover, this is the feedback system, since the 

test positive result affect the isolation strategy and, hence, 

further disease spread. 

The aim of this paper is the development of an agent-

based model capable of simulating the progress of the 

COVID-19 burst in different regions of the Russian 

Federation. Another important issue to be resolved in this 

study is the determination of the key model parameters 

that can provide the agreement of the simulated dynamics 

and actual statistics on daily new infection cases and 

deaths associated with COVID-19. The developed 

approach includes a testing strategy model based on 

official data concerning daily tests performed. 

2 Materials and Methods 

2.1 Agent-Based COVID-19 Spread Model 

 

2.1.1 Single Agent States 

The agent-based model operates on a set of elements 𝔑 

where each element an 𝜖 𝔑 is characterized by Boolean 

variables representing binary states n
j, where n is the 

element number, and j is the binary state. The elements 

are traditionally called agents and each of them 

represents a person in the considered population. The 

number of elements in 𝔑 usually attributed as cardinality 

N = |𝔑| is chosen in accordance with the population of 

the considered region. The agent-based model employed 

in this paper is a general pool model, which is 

schematically shown in Fig. 1. In the general pool model, 

 



M. Kirillin et al.: Simulation of the First and the Second Waves of COVID-19 Spreading in... doi: 10.18287/JBPE23.09.010302 

J of Biomedical Photonics & Eng 9(1) 2023   13 Feb 2023 © J-BPE 010302-3 

 

Fig. 1 Basic schematic of the employed agent-based model with a general pool. 

 

Fig. 2 Schematic of a general disease scenario. 

all the agents that leave their homesteads on a particular 

day, interact with other agents, and have the equal 

probability to be infected. The latter is determined by the 

number of infected agents, that are not isolated and also 

go out to the “pool”. 

Each agent has basic properties (age hn) and the 

following Boolean states: “infected” (n
1), “contagious” 

(n
2), “symptomatic” (n

3), “in critical state” (n
4), 

“dead” (n
5), “recovered” (n

6), “isolated” (n
7), 

“positive test” (n
8) that are set as ‘false’ (0) at the 

initialization of the simulation and are further governed 

by the Monte Carlo principle depending on a scenario. 

The basic properties of each agent are predefined 

randomly in accordance with the official statistical data 

on the population age structure.  

If for an agent n the state “infected” becomes ‘true’ 

(n
1 = 1) on day i = tn

1, a specific random scenario for 

each infected person is generated based on the predefined 

probability density distributions fi(t).  

The schematic of a general disease scenario is shown 

in Fig. 2. The probabilities of symptoms manifestation pm 

and critical period pc(hn) are defined separately, and the 

latter depends on an individual’s age hn. Any agent with 

the status “in critical state” (n
4 = 1) has a chance to die 

on any day of critical period with the given death 

probability pd. The following scenario time points (tn
k) 

are determined in accordance with predefined probability 

density distributions fk() based on available statistical 

data on disease progression: day when person becomes 

contagious (tn
2), symptoms manifestation day (tn

3), 

critical state day (tn
4), critical state overcome day (tn

5), 

and recovery start day (tn
6), 

tn
k = tn

1 + Fk
–1(ξ𝑛), k = 2, 3; (1) 

tn
k = tn

k–1 + Fk
–1(ξ𝑛), k = 4, 5;  (2) 

𝑡𝑛
6 = { 

 𝑡𝑛
1 + 𝑡𝑑| 𝜉𝑛 >  𝑝𝑐(ℎ𝑛) 

𝑡𝑛
1 + 𝑡𝑑 + 𝑡𝑛

5 − 𝑡𝑛
4 | 𝜉𝑛  <  𝑝𝑐(ℎ𝑛)

, (3) 

where 𝑡𝑑is the typical disease duration, ξ𝑛 , ξ̃n are random 

numbers uniformly distributed on the interval [0, 1], Fk(t) 

is the cumulative distribution function of corresponding 

parameter:  

𝐹𝑘(𝑡) = ∫ 𝑓𝑘(τ)𝑑τ
𝑡

𝑡𝑛
1 , (4) 

and Fk
–1(𝜉𝑛) represents the inverse function. In turn, these 

parameters determine the corresponding time points of 

the status change: 
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n
2 = 1 | i = tn

2,  (5) 

n
3 = 1 | i = tn

3, ξ𝑛   < pm,  (6) 

𝛼𝑛
4 = { 

 1 | 𝑖 = 𝑡𝑛
4, ξ𝑛 <  𝑝𝑚, ξ̃𝑛 <  𝑝𝑐(ℎ𝑛) 

 0 | 𝑖 = 𝑡𝑛
5, ξ𝑛 <  𝑝𝑚  ξ̃𝑛  <  𝑝𝑐(ℎ𝑛)

 (7) 

where ξ𝑛 , ξ̃n are random numbers uniformly distributed 

on the interval [0, 1], in here a single call for each random 

number value is supposed. 

2.1.2 Implementation of the General Pool 

Concept 

In each day the set of daily recovered agents is 

determined among those agents who reached the 

recovery start day in accordance with the rule: 

ℜ̅: 𝑎𝑛 | i ≥ tn
6, n

5 = 0, ξ𝑛 < pr}, (8) 

n
6 = 1, n

2 = 0, n
3 = 0, n

7 = 0, 

n
8 = 0 | 𝑎𝑛 ∈  ℜ̅. 

(9) 

The daily death probability pd during the critical 

period is predefined but can vary with time reflecting the 

current situation with medical care: an overflow of the 

region hospitalization capacity may decrease in the 

quality of provided treatment therefore resulting in an 

increase in the probability of a death. The set of daily 

deaths �̅� is determined in accordance with the following 

rule: 

�̅� : 𝑎𝑛| n
4 = 1, ξ𝑛 < pd}, (10) 

n
5 = 1,  | 𝑎𝑛 ∈  �̅�. (11) 

where pr is the daily recovery probability constructed in 

a similar way to the death probability. In contrast to 

SIR-like models [12–20], where the total numbers of 

susceptible, infected and recovered persons are governed 

by differential equations, in the agent-based model, we 

consider the evolutions of the sets of susceptible agents 

(𝔖), infected agents (ℑ), recovered agents (ℜ), and dead 

agents (𝔇) together with the set of contagious agents (ℭ) 

that can transmit infection to other agents (ℭ ⊆ ℑ) as 

follows: 

𝔇: {an | n
5 = 1}, (12) 

𝔖: {an | n
1 = 0}\ 𝔇, (13) 

ℑ: {an | n
1 = 1}\ 𝔇, (14) 

ℜ: {an | n
6 = 1}\ 𝔇, (15) 

ℭ: {an | n
2 = 1}\ 𝔇. (16) 

The isolation of agents in the developed model rests 

on two mechanisms: the first is the self-isolation, which 

means that the agent does not go out to the general pool 

on a particular day basing either on official governmental 

recommendations, or on early onset of a disease; the 

second mechanism implies forcing an agent to stay at 

home or hospitalization in the case of COVID-positive 

test result. As so, depending on the introduced anti-

epidemic measures accounted in the simulation, agents 

also may get a binary status “isolated” (n
7 = 1) if a 

positive COVID-19 test happens or due to self-isolation, 

if they fulfill the restrictive measures on a current day. 

Isolated agents do not interact with the general pool and 

cannot transmit infection. The developed simulation 

model accounts for the efficiency of the following 

restrictive measures with the employment of what is 

known as self-isolation index. This is an empirical value 

similar to one firstly introduced by Yandex (Russia) 

during the COVID-19 outbreak, which represents a 

cumulative parameter reflecting population social 

activity based on both traffic information and activities in 

different internet services. In the simulations, the self-

isolation index (Is) varies between 0 and 5. Day-scale 

time resolution allows us to account for the self-isolation 

index variations associated with vacations, New Year 

holidays etc. We introduce, and the quarantine quality κ 

which is assumed to be proportional to Is and is, described 

by the empirical law: 

0.5 0.7
κ .

5

SI
  (17) 

This linear relation was constructed empirically in 

order to fit the official data. The set 𝔈 of isolated agents 

that obey restrictive rules and do not interact with the 

general pool on a current day is determined based on 

current κ  value. Day-scale temporal resolution allows to 

account for self-isolation index variations associated with 

vacations, New Year holidays etc.  

𝔈: ({an | n
3 = 0 , n < κ } ∪  

{an | n
3 = 1, n < pe} ∪  

{an | n
4 = 1} ∪ {an | n

8 = 1}) \ 𝔇, 

(18) 

n
7 = 1 |  𝑎𝑛 ∈  𝔈. (19) 

The disease transmission rate is governed by the 

parameter r that is defined as an average number of 

agents infected by a spreader in the population during one 

week given that no restrictions or isolation aids are 

imposed. Given that the probabilities to be infected from 

different agents are independent, the daily infection 

probability 𝑝𝑖𝑠  for a given susceptible agent interacting 

with the general pool in a particular day i is calculated as: 

𝑝𝑖𝑠 = (𝑟 |ℭ ∩ (𝔑\𝔈)|)/(7𝑁). (20) 
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The probability of being infected 𝑝𝑖𝑠  is equal for all 

agents who visit the pool in the current day (those who 

are not isolated or self-isolated, the probability is 

determined in accordance with the current self-isolation 

index). Hence, the set of agents infected on a particular 

day i is determined as: 

ℑ̅: {an | an ∈  𝔖\𝔈, n < pis}, (21) 

n
1 = 1 | an ∈  ℑ̅, (22) 

where n is a random number uniformly distributed on 

the interval [0, 1]. 

2.1.3 Connection with SIRD-Like Models 

The proposed approach can be directly related to the 

typical SIRD-like models. The variables considered in 

SIRD-like models could be derived as the cardinalities of 

the considered agent sets:  

S = |𝔖|,  (23) 

I = |ℑ|,  (24) 

R = |ℜ|,  (25) 

D = |𝔇|,  (26) 

which dynamics can be evaluated from basic equations 

resembling the discrete form of the classical SIRD 

model:  

Ii = Ii–1 +Ii –Ri –Di, (27) 

Si = Si–1 – Ii + 1, (28) 

Ri = Ri–1 +Ri, (29) 

Di = Di–1 +Di, (30) 

where i denotes current day number, while

Ii = |ℑ̅|,  (31)

Ri = |ℜ̅|,  (32) 

Di = |�̅�|,  (33) 

are the daily numbers of infected, recovered and dead 

agents, respectively. 

2.1.4 Testing System Model 

An important part of the simulation is the testing system, 

since the daily statistics on the number of incident cases 

and deaths of numerical simulations have to be compared 

to the real data. Obviously, these data depend on the 

region-specific testing strategies, which may 

significantly vary between different regions. In addition, 

they could serve as tuning parameters of the entire model. 

In the simulations the tested group �̅� is determined each 

day and consists of three parts: agents with symptoms 𝔐, 

agents infected by the infected agents 𝔘 revealed on the 

previous day, and random agents ℨ  from the rest of 

population:  

�̅� = 𝔐 ∪ 𝔘 ∪ ℨ,  (34) 

𝔐:  𝑅𝑝(|𝔐|, {𝑎𝑛| α𝑛
3 = 1}) (35) 

𝔘:  𝑅𝑝(|𝔘|, {𝑎𝑛| α𝑛
2 = 1}) (36) 

ℨ: 𝑅𝑝(|ℨ|, (𝔖 ∪ ℑ ∪  ℜ)\{𝑎𝑛| α𝑛
4 = 1}) (37) 

where 𝑅𝑝(𝑗, 𝔄)is a random permutation of j elements 

from set 𝔄. The numbers of agents in each of subgroups 

𝔐, 𝔘, ℨ are defined in accordance with the following 

rules: 

|𝔐| = d |{an |n
3 = 1, n

8 = 0}|, (38) 

|𝔘| = Ncont |�̅� 𝑖−1|, (39) 

|ℨ| = 𝑁𝑖
𝑡𝑒𝑠𝑡 − |𝔐| − |𝔘|, (40) 

where parameter d characterizes the fraction of the tested 

agents among all symptomatic agents that have no 

positive test results, and Ncont describes the average 

number of infected agents tested as contacts of the agents 

with positive tests �̅� 𝑖−1  revealed on the previous day 

i–1. These parameters may vary depending on testing 

capacity and psychological status of population. The total 

number of tests 𝑁𝑖
𝑡𝑒𝑠𝑡  taken at day i is a predefined 

parameter, which can be obtained from the official 

statistics data. The parameters d and Ncont are empirical 

and are chosen to satisfy the condition: 

|𝔐| + |𝔘| <  𝑁𝑖
𝑡𝑒𝑠𝑡. (41) 

The set of daily detected cases �̅� is determined based 

on the predefined test accuracy ac: 

�̅�: {an | an ∈  �̅�, n < ac }, (42) 

n
8 = 1 | an ∈  �̅�. (43) 

It is also assumed in the model that all the agents with 

positive test results are subject to isolation until their 

recovery: 

n
7 = 1 | an ∈  �̅�. (44) 

The number of daily detected infected agents is the 

number of elements in �̅�: 

Qi= |�̅�|. (45) 
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The dynamicsIi(i), Di(i), Qi(i) are the major 

dependencies derived in simulations: Di(i), Qi(i) 

could be compared to the official statistical data, while 

Ii(i) reveals the real progression of the epidemic.  

2.2 Model Parameters Used in the Simulations 

The probability distributions for different parameters of 

a disease scenario (Fig. 3) are based on the available 

statistical data on COVID-19 [38–41] and determine the 

probabilities and durations of each period of the disease: 

period before being contagious, incubation period, 

disease development period, critical period, and the 

probability of critical state occurrence depending on the 

agent’s age. The simulations reported in this study 

consider only the first two waves of the pandemic (period 

from February 26th, 2020 to April 06th, 2021), at which 

the effect of vaccination omitted in the described model 

could be considered to be negligible. Moreover, it is 

assumed that the abovementioned parameters do not vary 

with time, since both these waves are caused by the 

COVID strains with similar contamination abilities, 

except death occurrence probability during the critical 

stage, since it also depends on the availability and quality 

of medical care. 

These distributions were already used in our previous 

study [42] aiming at predicting the progression of the first 

pandemic wave. In this study, the simulations of the 

epidemic progress were performed for Moscow 

(N = 11.4⋅106), Nizhny Novgorod region (N = 3.3⋅106) 

and Novosibirsk region (N = 2.7⋅106). 
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Fig. 3 Probability density distributions of the disease scenario parameters: period from infection to the contagious status 

 = tn
2–tn

1 (a), incubation period  = tn
3–tn

1 (b), period from the disease manifestation to the critical state  = tn
4–tn

3 (c), 

critical state period  = tn
5–tn

4 (d), and the age-dependent probability of critical state occurrence pc(hn) (e) employed in 

simulations. 
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Table 1 Values of main parameters employed in 

simulations. 

Parameter Abbreviation Value 

Probability of symptoms 

manifestation 
pm 0.3 

Daily death probability in 

critical state 
pd 0.04 

Average weekly number 

of agents infested by a 

spreader 

r 4.6 

Probability of isolation 

decision for agents with 

symptoms manifestation 

pe 0.5 

 

The reproducibility rate value was determined in the 

course of fitting the official statistics for the first wave 

only [42], resulting in the value of r = 4.6 for all the 

considered regions. The number of initial infected agents 

for all regions was the same as previously reported in 

Ref. [42].  

It was assumed that both the first and the second wave 

were caused by the COVID strains with similar 

contamination abilities, so this parameter was kept 

constant in all the simulations. The same assumption 

concerns the probability of symptoms manifestation pm 

which was predefined 0.3, which corresponds to 70% of 

silent (symptomless) cases typically reported in the 

beginning of the pandemic. Death probability pd was 

considered to be time-independent for all the regions, but 

its value was different for different regions, which can be 

associated with difference of treatment quality. It is 

assumed that the statistics of new deaths strongly 

correlates with the statistics of new cases, and the pd 

coefficient was determined by finding the best fits time 

series after the fit of the series for daily new cases for 

each region. 

In order to fit the increase of COVID-19 associated 

lethal cases in Moscow in the period from 10 February 

2021 to 06 April 2021 we increase the pd value for 

Moscow within this period. This may originate from 

deficiency of bed capacity or increased fatality ratio due 

to virus mutations. The values of the key probabilistic 

parameters employed in simulations are summarized in 

Table 1. 

In our simulations the testing model is based on the 

available data of daily tests for the entire country 

(Fig. 4a), since the availability of the data for specific 

regions is much lower. Consequently, the number of 

daily tests for each region is either taken from official 

statistics [43] or determined from the daily number of 

cases for the entire Russian Federation (Fig. 4a) [44] in 

proportion to the particular region population. Fig. 4b 

shows the relevance of such an evaluation for available 

data for the Nizhny Novgorod region and compares 

estimated numbers with actual data obtained for the 

period 10.10.2020 – 10.04.2021. The fraction of tested 

agents with symptoms d was assumed to be equal to zero 

for first 25 days of simulation (26 February 2020 –

23 March 2020) indicating the time required to develop a 

testing system, and then shifts to a non-zero value and 

increases with the number of day i according to the 

following law: 

𝑑(𝑖) = {
0, 𝑖 ≤ 25

𝑑0 + (𝑑𝑓 − 𝑑0)
𝑖3

𝑖3+𝑖𝑑
3 , 𝑖 > 25

   , (46) 

where d0 is initial value for i > 25, df is asymptotic value 

being reached for 𝑖 ≫ 𝑖𝑑 , 𝑖𝑑  is an empirically chosen 

parameter.  

The parameter Ncont determining the average number 

of infected persons tested in the frames of the testing 

contacts of the agents �̅� 𝑖−1 who got the positive test on 

the previous day i – 1, was assumed to be either constant 

through the entire simulation period, or to have a step-

wise decrease in the end of the second wave, since the 

first wave period was characterized by the maximal 

efforts to reveal all the cases.  

It is worth mentioning that the tests accuracy ac was 

rather low in the beginning of the pandemic, and, in this 

respect, the test sensitivity is assumed to increase with 

time in the beginning of the pandemic. Similar to the 

dynamics of d, it was assumed that ac is described by the 

following law: 
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Fig. 4 Daily number of tests in Russian Federation (RUS) in the period 20 February 2020 – 20 April 2021 (a) and daily 

number of tests in Nizhny Novgorod region (NN) versus evaluation in the period 10 October 2020 – 10 April 2021 (b). 

Ratio PNN/PRUS is the ratio of populations of Nizhny Novgorod region and Russian Federation. 
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Fig. 5 Empirically chosen simulation parameters (a, b, c) and comparison of simulated scenarios (MC) and official 

statistical data (Official) for daily numbers of newly revealed COVID-19 (d, e, f) and COVID-19–associated deaths 

(g, h, i) in Moscow (a, d, g), Nizhny Novgorod region (b, e, h) and Novosibirsk region (c, f, i) in the period of 26 February 

2020 – 06 April 2021. 

𝑎𝑐(𝑖) = {
0, 𝑖 ≤ 25

𝑎𝑐,0 + (𝑎𝑐,𝑓 − 𝑎𝑐,0)
𝑖3

𝑖3+𝑖𝑇
3 , 𝑖 > 25

   , (47) 

where i is the number of simulation day starting from 

26 February 2020, initial ac,0 and asymptotic ac,f values 

are chosen empirically, as well as iT. The specificity of 

the tests is assumed to equal 100%, and no false positive 

test results are considered in simulations. 

To provide a best-fit scenario, we manipulated with 

parameters of the model, namely, primarily the 

self-isolation index Is and testing strategy parameters d, 

Ncont and ac. Each scenario was constructed by simulation 

of 10 random scenarios with the same parameters and 

further averaging five scenarios that gave the minimal 

deviation from the official data. Due to the stochastic 

origin of the developed model, similar starting 

parameters may result in totally different scenarios of an 

epidemic progress.  

3 Results 

This study includes the analysis for three regions: 

Moscow, Nizhny Novgorod region, and Novosibirsk 

region. Fig. 5 shows the best fit scenarios obtained for 

these regions. The dependencies of the key time-

dependent parameters for the considered regions are 

shown in Figs. 5a–c. At the first step the parameters for 

the Moscow region (Fig. 5a) were determined. The 

variation of the self-isolation index is the most significant 

among other parameters and its dynamics is regulated by 

the dates of municipal and governmental decrees and 

social processes: introduction of the quarantine 

regime (1), release of the restrictions (2) followed by 

further cancellation of restrictive measures (3), 

restoration of restrictive measures after the second wave 

start (4), a winter-time isolation increase related to New 

Year holidays (5), and its release (6). The parameters of 

the testing system are quite hard to be accurately 

extracted from the official data, so they were empirically 

fitted based on general conclusions. The test accuracy ac 

was assumed to be quite low (ac,0 = 0.4) in the beginning 

of the testing period and rose up to 90% (ac,f = 0.9) during 

two months of the testing period (4). In Moscow the rise 

of the test accuracy (Fig. 5a) is assumed to be faster, since 

the newly developed tests arrive first of all to the capital, 

which is followed by their distribution to other regions. 

Similar trend is chosen for the percentage d of the 
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symptomatic agents with symptoms manifestation that 

are being tested (3). It is assumed, that in the very 

beginning of the pandemic only few of them are tested, 

however, with its progression the testing strategy changes 

both due to governmental requirements and people’s 

awareness. The latter decrease in the d parameter for 

Moscow (Fig. 5a) simulates smaller attention to early 

symptom manifestation. 

Figs. 5d–f show the simulated dynamics of the new 

daily COVID-19 counts, while Figs. 5g–i present the 

simulated dynamics of the daily COVID-19 associated 

lethal cases for Moscow, Nizhny Novgorod region and 

Novosibirsk region, respectively. Official statistical data 

for daily counts and daily deaths that was fitted by 

manipulating the simulation parameters (Figs. 5a–c) are 

given in each plot for the reference in Figs. 5d–i; scatter 

data show the official statistical data, while solid lines 

show the simulated dynamics. The new daily counts 

dynamics Qi show good agreement with the official 

statistics, especially for Moscow and Novosibirsk region, 

while an insignificant discrepancy is observed for the 

beginning of the first wave for Nizhny Novgorod region. 

Agreement of the simulation results with the official 

statistics data (Figs. 5d–f) demonstrate the relevance of the 

developed model. Although the deviations may occur in 

particular days, the general trend is reproduced quite 

accurately for all three considered regions (Figs. 5d–f) 

with the same parameter r governing disease properties 

and associated with the reproducibility rate. An important 

advantage of the employed approach is the ability to 

predict the real number of new cases, including those that 

were not tested and thus did not contribute to the official 

statistics. In Figs. 5d–f solid green lines demonstrate 

calculated dynamics of daily detected cases, while red 

solid lines show the dynamics of the evaluated total new 

COVID-19 cases. The simulations show a 1.5–2 fold 

difference between the evaluated numbers of the officially 

confirmed new daily counts and the evaluated number of 

total daily cases. 

It is important to note that in general the daily deaths 

time series Di follow the trend of the daily new cases Qi 

with the delay equal to the average period between first 

manifestation and death, as can be seen from official 

statistics data. Since in accordance with official statistics 

the death rate does not exceed 5% [45, 46], the number of 

daily new COVID-19-associated deaths was simulated by 

varying the parameter pd only.  

The observed trend is reproduced in all the considered 

regions except the second wave for Moscow, where the 

daily death statistics (Fig. 5g) shows a plateau, which is not 

observed in the simulated daily new cases graph (Fig. 5d). 

In this connection, a discrepancy occurs between the 

model predictions and official statistics (Fig. 5g), although 

for other considered regions (Figs. 5h, i) the agreement is 

much better. It is also worth mentioning that the time shift 

between the dependencies Qi and Di is smaller for 

Moscow as compared to Novosibirsk and Nizhny 

Novgorod, which is most probably due to delay in the 

representation of COVID-19 associated death cases in 

official statistics in the regions with respect to Moscow, 

since the difference in disease progression in different 

regions is not expected. This discrepancy could be 

compensated by introducing a corresponding delay to the 

model, however, it was avoided to maximally keep the 

basic parameters of the model for different regions. 

Despite the similarity of the key model parameters for 

the first wave of the pandemic in the chosen regions, for 

the second wave different trends were revealed to govern 

the wave progression in different sites: for Moscow an 

increased death probability was introduced in the end of 

the second wave (Fig. 5a), while for Nizhny Novgorod 

region the number of tested contacts Ncont was 

decreased (Fig. 5c). In Moscow city the summer relaxation 

period followed by the beginning of the second wave was 

related to a higher decrease in isolation index as compared 

to other regions. In Supplementary materials we present a 

collection of the simulation results which do not show the 

good fit to the official data, however allow to see the effect 

of particular parameters on the model predictions. 
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Fig. 6 Comparison of simulated scenarios (MC) and real 

statistical data (Official) for daily numbers of newly 

revealed COVID-19 cases for different percentage of 

tested agents (different dynamics of fraction of tested 

agents with symptoms d) with symptoms manifestation 

(a) and different number of tested agents, which were in 

contact with an agent with positive COVID-19 test (b) in 

the period of 26 February 2020 – 06 April 2021. 
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Fig. 7 Comparison of simulated scenarios and real 

statistical data (Official) for daily numbers of newly 

revealed COVID-19 (a) and COVID-19-associated 

deaths (b) for different self-isolation index Is in Nizhny 

Novgorod region in the period of 26 February 2020 – 

06 April 2021. 

In order to analyze the impact of testing strategy 

parameters on the epidemic process we performed 

simulations for Nizhny Novgorod region varying 

parameters d and Ncont. We limit ourselves by only one 

region in this part of the study, since we expect that the 

general trends will be similar for different regions owing 

to similarity of the model parameters, since the considered 

variations are higher than those between different regions. 

The results for the daily revealed cases Qi for different 

values of the parameters d and Ncont are shown in Figs. 6a 

and 6b, respectively. 

In simulations presented in Fig. 6a, the evolution of 

the fraction of agents with symptoms manifestation d that 

are tested is described by Eq. 3, similar to previous 

simulations with a fixed value of d0 = 0.35, while df value 

is varied between 0.7 and 1.0. The increase in df value 

leads to higher detection rate and, hence, a faster isolation 

of the infected agents and a corresponding decrease in the 

number of the revealed and total COVID-19 cases. Note 

that even the total testing of all the agents with symptoms 

manifestation (df = 1) does not provide full elimination of 

the pandemic progression owing to both high percentage 

of symptomless disease progression and limited accuracy 

of the tests.  

Fig. 6b shows simulated dynamics of Qi for 

different number of tested infected agents Ncont that were 

previously contacting with the revealed cases. Similar to 

variations in d, the increase in Ncont leads to decrease in 

daily detected COVID-19 cases and vice versa. A 

pronounced rise in Qi for Ncont = 2 (red line) with a 

further sharp decrease indicate the herd immunity 

development, when most agents were infected and then 

recovered or died. The decrease of Qi to zero for 

Ncont = 3 and Ncont = 4 indicates the situation when all the 

infected agents were revealed and isolated thus 

preventing further development of the pandemic. 

Fig. 7 demonstrates the effect of the basic level of the 

self-isolation index Is on the dynamics of daily revealed 

and lethal COVID-19 associated cases Qi and Di 

calculated for Nizhny Novgorod region. The results are 

shown for basic self-isolation index dynamics 𝐼𝑠
base (as 

shown in Fig. 5c) and its variations (± 0.1 and ± 0.3 from 

base values for all days during considered period). 
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Fig. 8 Comparison of simulated scenarios and real 

statistical data (Official) for daily numbers of newly 

revealed COVID-19 (a) and lethal COVID-19 associated 

(b) cases in Nizhny Novgorod region for different 

probability of symptoms manifestation pm in the period 

of 26 February 2020 – 06 April 2021. 

The simulated dynamics show clear evidence that the 

increase of the self-isolation index leads to the decrease 
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in social activity and, hence, slows down the epidemic 

process and vice versa. Note that similar to the case of 

Ncont = 2, the decrease of Is
base for the value of 0.3 induces 

a sharp increase in the number of daily revealed cases 

followed by a sharp drop indicating the formation of  herd 

immunity, while similarly to the case of Ncont = 4 

(Fig. 6b), a suppression of epidemic progression is 

observed for the increase of the isolation level 

(𝐼𝑠
base + 0.3). 

Another important parameter of the model is the 

probability of symptoms manifestation pm. Fig. 8 shows 

the results of simulations for Nizhny Novgorod region 

with basic parameters (Fig. 5c) and different 

manifestation probability pm. 

As it can be seen form Fig. 8a, the increase in the 

percentage of symptoms manifestation leads to a larger 

number of potentially tested agents and, therefore, to the 

timely isolation of infected agents. With the significant 

decrease of symptoms manifestation probability, the 

pandemic scenario is represented by a quick spread of 

infection and the development of herd immunity (Fig. 8a, 

red curve), accompanied by huge number of lethal cases 

(Fig. 8b, red curve). 
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Fig. 9 Empirically chosen alternative simulation parameters (a, b) and comparison of corresponding simulated scenarios 

(MC) and official statistical data (Official) for daily numbers of newly revealed COVID-19 (c, d) and COVID-19 –

associated deaths (e, f) in Moscow in the period of 26 February 2020 – 06 April 2021. 
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Fig. 10 Empirically chosen alternative simulation parameters (a, b) and comparison of corresponding simulated scenarios 

(MC) and official statistical data (Official) for daily numbers of newly revealed COVID-19 (c, d) and COVID-19–

associated deaths (e, f) in Novosibirsk region in the period of 26 February 2020 – 06 April 2021. 

Since the considered simulation of pandemic 

progression is a multiparameter problem, several 

solutions could be found to fit the given official statistics 

data. Abovementioned results were obtained for realistic 

parameters, e.g. relatively smaller self-isolation index Is 

during the second wave of COVID-19 in comparison to 

the first one. Nonetheless, different solutions were found 

for Moscow (Fig. 9) and Novosibirsk region (Fig. 10) 

fitting official statistics well, and suggesting comparable 

isolation index during the first and the second waves of 

the pandemic (Figs. 9a, b and 10a, b) or even higher 

isolation index during the second wave (Fig. 9d, e and 

10d, e). However, these scenarios implied a significant 

variation of pd and d parameters during the second wave 

(Figs. 9c and 9f). 

As can be seen from Figs. 9 and 10, the major difference 

of these scenarios from those shown in Fig. 5 lies in the total 

number of daily COVID-19 cases, which is significantly 
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higher than routinely revealed COVID-19 cases 

(demonstrating from 2 to 9-fold difference). This situation 

indicates that although the proposed model provides good 

agreement with the reported official statistics, additional 

information regulating model parameters is to be employed 

for more accurate simulation and prediction of further 

pandemic progression.  

4 Conclusion 

In this paper we presented an agent-based model of 

COVID-19 epidemic spread with the employment of 

Monte Carlo simulation principles. The model is able to 

account for the age-dependent disease development, 

restrictive measures as well as testing system. The results 

are encouraging and were validated on the statistical data 

for daily new cases and deaths which were reported 

during the first and the second waves of COVID-19 

pandemics from three representative regions of Russia, 

such as the Moscow city, Nizhny Novgorod region, and 

Novosibirsk region. The results of simulations show the 

possibilities of developed model for the simulation of 

disease spread with regard to analysis of restrictive 

measurements and different testing strategies.  

It is worth noting that different combinations of 

simulations parameters could provide similar results in 

the dynamics of newly revealed cases and deaths, 

although the dynamics of total cases in such scenarios 

may differ significantly. This indicates, that some 

parameters of the model should be defined independently 

based on available information on social activity/testing 

strategy, etc., which could increase the accuracy of the 

prognosis provided by the model. 

The reported results demonstrate the abilities of the 

developed model in simulating the progression of the 

epidemics, however, owing to a multiparametric nature 

of the considered problem, the choice of the parameters 

remains an important issue in performing simulations. 

The approach used in this study is based on employing 

available parameters, such as statistics on population, 

percentage of symptomless cases, number of daily tests 

etc., and finding the empirical values for other parameters 

that govern social activity issues, that cannot be extracted 

directly. It is worth noting that the parameters found for 

particular regions could be used as starting sets for 

another regions providing fast solution.  

As it was mentioned in the model description, the 

general pool concept could be connected with the 

classical compartmental model, however, consideration 

of individual agents gives more flexibility to the model 

allowing to avoid considering numerous small 

compartments that would be required in case of 

application of a compartmental model in similar settings 

and detalization. 
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