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ABSTRACT
Recent Transformer-based approaches to NLG like GPT-2 can gener-
ate syntactically coherent original texts. However, these generated
texts have serious flaws. One of them is a global discourse incoher-
ence. We present an approach to estimate the quality of discourse
structure. Empirical results confirm that the discourse structure of
currently generated texts is inaccurate. We propose the research di-
rections to plan it and fill in the text in its leaves using the pipeline
consisting of two GPT-based generation models. The suggested
approach is universal and can be applied to different languages.
ACM Reference Format:
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1 INTRODUCTION
Natural Language Generation (NLG) task is one of the most chal-
lenging and important tasks in NLP. There are various types of
NLG tasks: text summarization, machine translation, knowledge
aggregation, etc. We consider tasks where the main goal is to con-
struct a text that cannot be distinguished from a human-written
text, by a human or a recognition system.

The most successful and universal models for solving NLP tasks
are models based on the idea of transformers. Hence GPT [11]
and its larger modifications, e.g. GPT-2 [12], successfully perform
text generation tasks. However, they still have drawbacks. First
of all, fragments in some generated texts do not cohere well with
each other, despite the correct syntactic structure. Ko and Li [7]
demonstrated that even the words that indicate discourse relations
(such as “but” and “because”) can be generated improperly, and
proposed an auxiliary model to correct them. More problems arise
at a higher level, associated with the consistency between sentences.
In some cases, the model generates a completely incorrect discourse
structure triggered by an inability to plan it. Thus, even the order
of the discourse relations should be corrected.

We conducted experiments for GPT-2 and distinguished two
types of its mistakes. Firstly, it does not generate well an overall
discourse structure (RST-based, [8]). Accordingly, contradictions
can be found in it. We fine-tuned GPT-2 on lower-cased movie
reviews. Here are examples of mistakes in the generated texts.
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Figure 1: A part of the discourse tree for the generated text: “...
[named john]6 [who survives a major accident]7 [and is saved
by a state of the art experimental operation]8 [that turns him
into a robotic machine-like agent]9 [who has tools and con-
traptions of all sorts]10 [built into his body at his use]11 [when
he says]12...”. Arrows are drown from Nucleus to Satellites.

Let us consider the example demonstrated in Figure 1. The sen-
tence has too many “Elaboration” and “Joint” rhetorical relations,
which are default ones. Moreover, thought structure is not reflected
in this discourse tree as it looks like a chain. Generally, genuine
discourse trees are more balanced.

Apart from that, the “final” summary is in the middle of the text
in some cases. It is not followed by the “end of sequence” token
and continues by Elaboration. As a result, the text is duplicated and
contradictions may arise.

In this paper, we present an automatic approach to estimate the
quality of discourse structure and experimentally confirm that the
discourse structure can be generated improperly in some cases.

Our main goal is to develop the model that can generate EDUs
connected by discourse relations in the correct order and use the
correct words to express it. To this end, we propose a pipeline
consisting of two GPT-2-based generation models.

2 RELATEDWORK
Puduppully et al. [10] considered the task of generating summaries
for games. The output texts are long but obey a certain structure.
The authors’ model learns content plans from training data.

Most data-to-text datasets do not naturally contain content plans.
These plans can be derived following an information extraction
approach, by mapping the text in the summaries onto entities in
the structured data, their values, relations and types. Similarly,
Ciampaglia et al. [4] showed that we can leverage any collection of
factual human knowledge for automatic fact checking.

At the same time, some neural methods can be used to plan
content and structure without any knowledge bases. For instance,
Peng et al. [9] proposed a method to generate text endings based on
a pre-planned intent which is predicted due to an additional neural
model.

Also, some researchers suggested planning the entire discourse
structure or its approximation. Biran and McKeown [1] proposed
neural text generation based on the selected discourse relations
which can be chosen using n-grams. Ji et al. [6] suggested a similar
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approach but predicted discourse relations using RNN. Harrison
et al. [5] investigated an approach that allows generating text de-
pending on the need of the “Contrast” relation. One of the main
goals was that the model itself should be able to determine which
items are suitable for contradistinction and which values are ac-
ceptable for them. Text generation benefits from this planning, but
the approaches do not use modern methods, and the discourse is
only partially planned.

Bosselut et al. [2] suggested an RL-based approach with rewards
associated with the correctness of the discourse structure. However,
due to the complexity of discourse evaluation, the authors trained
the model only to generate the correct order of sentences.

Post-processing can also be used to correct discourse by anal-
ogy with correcting entity values. Ko and Li [7] considered the
word-level discourse correction for GPT-2. The proposed approach
predicts the masked discourse connective given the rest of the sen-
tence. Thus, it improves consistency within sentences. The quality
was verified due to the human-annotated relations. Firstly, it should
be highlighted that this approach does not consider long discourse
dependencies. Moreover, human annotations may be costly.

Our ideas allow to partially solve the problems mentioned above.

3 DISCOURSE EVALUATION
We suggest the discourse structure evaluation using a recursive
neural network [3] denoted as RSTRecNN. This model was initially
suggested for discourse-based text classification.

To evaluate discourse, RSTRecNN can be trained with an objec-
tive to distinguish real texts and texts generated by a generation
model based on the prompts from the real texts. The classifier will
pay more attention to the order of EDUs and the discourse relations
between them than to the meanings of the words since the semantic
embeddings will be close.

We conducted an experiment with lower-cased IMDB movie
reviews from a Kaggle competition 1. The base GPT-2 model was
fine-tuned on 42,000 texts, and 1250 texts were used as real texts
with generation prompts. The RSTRecNN model achieved the accu-
racy of 0.82 for this balanced dataset. Thus, the discourse structure
for real and fake texts differs considerably.

This approach can also be used to compare generation models.
A better model should generate texts with the lower accuracy of
RSTRecNN since it should be more difficult for the classifier to
distinguish generated texts using the discourse structure.

4 DISCOURSE PLANNING
Our major idea is to plan further discourse substructure based on
the current context and generate the text in its leaves. To this end,
we propose the generation pipeline: discourse structure planner
and relation’s text generator.

The first generator is proposed to plan further discourse substruc-
ture based on the current context. Its main advantage is planning
the relations between future leaves. It takes the context and a pre-
viously generated structure as its input and generates a sequence
of tokens that uniquely define the following raw discourse subtree
(without the text in leaves). We consider treeASstring converting for
the discourse subtrees of pre-defined depth and fine-tune GPT-2 on
1https://www.kaggle.com/lakshmi25npathi/imdb-dataset-of-50k-movie-reviews

texts of the form “context ⟨SEP⟩ structure”. We propose the “Global”
relation to connect nodes that are connected at a higher level in a
complete discourse tree, and “Empty” relation that adds a dummy
node with empty text.

The second generator fills in the text in leaves of the discourse
subtree produced by the structure generator. It supplements the
structure step by step in a traversal (DFS) order from Nucleus to
Satellites. At each step, the model objective is to generate a text
span associated with some leaf. Conditioning the input of the gen-
erator to the current generated leaves (text spans) occurs by adding
them to the current structure. At the same time, the generator uses
⟨MASK⟩ tokens to hide spans that are still not generated in the
current structure.

Our approach is universal and is not just English language-
specific, and we plan to apply it to other languages. Apart from that,
we will experiment with dialogue discourse structure to improve
the discourse coherence of the generated conversations.
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