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An inevitable property of quantum technologies is that quan-
tum devices interact with their environment1. This interaction 
gives rise to dephasing and dissipation, but—if understood—

it can be exploited, for example, in environment-assisted quantum 
transport2–4 or even quantum information processing5,6. Because of 
the exponential growth of the Hilbert space dimension, as well as 
the large number of environmental degrees of freedom, the direct 
solution of Schrödinger’s equation for the system and environment 
is usually infeasible. As such, one requires practical methods that 
allow the simulation of the system dynamics and accounting for 
effects of the environment1,7–9.

Among such approaches, those most frequently used rely on 
the Born and Markov approximations, which enable one to derive 
time-local equations of motion for the reduced system density 
matrix1,10. The Born approximation implies that the environment 
does not substantially change with time—that is, system–environ-
ment correlations are weak and transient. Although valid for weakly 
coupled open quantum systems, other environments lead to strong 
system–environment correlations11. The Markov approximation 
depends on the memory time of the environment being short com-
pared with the time evolution of the system. This fails if the spec-
tral density is highly structured or if there is a long memory time12. 
Given these widespread limitations, approaches beyond the Born–
Markov approximation are clearly necessary.

Numerically convergent methods, where tuning the convergence 
parameters allows one to systematically trade off precision against 
computation time, do exist for some non-Markovian problems, for 
example, those where the environments have Gaussian correlations, 
such as non-interacting bosonic modes. Such methods include hier-
archical equations of motion13,14, chain mapping through orthogo-
nal polynomials15–17 or the Feynman–Vernon real-time path integral 
formalism18. In particular, the iterative form of the path integral19–21 
and its reformulation with matrix product operators (MPOs)22 have 
been successfully used, for example, to simulate phonon effects on 

spectra23,24, to devise robust and high-fidelity protocols for the emis-
sion of non-classical light25–27 and to model concrete experiments 
on optically driven quantum dots (QDs)28–30. Such approaches have 
been extended to systems with multiple environments31, multilevel 
systems21 and special types of non-Gaussian bath such as quadratic 
coupling to bosons or fermions32. Some methods for general envi-
ronments do exist, such as correlation expansion33, but it is compli-
cated to derive these equations at higher expansion order. Likewise, 
although a stochastic formulation of the equations of motion is 
formally possible for baths with arbitrary statistics34, the prerequi-
site of operating on higher-order multitime correlation functions 
poses challenges for practical applications, except for special cases35. 
As such, a challenge remains: to provide general and efficient 
numerically convergent methods that can also model non-Gaussian 
non-Markovian environments.

Here we provide such a method, which can be used to simulate 
open quantum systems coupled to arbitrary environments (Fig. 1a). 
We demonstrate its practical application with a variety of forms of 
environments: bosonic, fermionic and spins. Because the derivation 
is general, the same code can be used to simulate the dynamics of a 
large variety of different physical systems. At the core of our auto-
mated compression of environments (ACE) method is the explicit 
microscopic construction of the process tensor (PT)36,37—an object 
originally conceived as a way to conceptualize correlations for a 
general non-Markovian environment—and a route to efficiently 
compress this object using MPO techniques38,39. Specifically, we pro-
vide a general and efficient algorithm to directly construct an MPO 
representation of the PT, corresponding to an automated projection 
of the environment onto its most relevant degrees of freedom.

Results
ACE. The working principle of ACE is to efficiently represent 
the environment by concentrating on its most relevant degrees of  
freedom (Fig. 1a). These are automatically selected using MPO  
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compression techniques and may differ from one time step to another. 
This procedure guarantees fully capturing the non-Markovian infor-
mation flow from past time steps to later time steps via the environ-
ment (Fig. 1b). We now summarize the ACE method introduced in 
this paper; further details are provided in Methods. Our goal is to 
obtain the reduced system density matrix ρνμ(t) at time t, account-
ing for coupling to a given environment. We discretize the time axis 
on a grid with equal time steps Δt where the l-th time step starts 
at tl = lΔt (Fig. 1b–d); then, for a single time step, the time evolu-
tion operator U(Δt) = e− i

h̄ HΔt of the total system can be factorized 
using the Trotter expansion U(Δt) = e− i

h̄ HEΔte− i
h̄ HSΔt +O(Δt2), 

where the total Hamiltonian H = HS + HE is decomposed into the 
system Hamiltonian HS and environment Hamiltonian HE including 
the system–environment coupling. Here, ℏ is Planck’s constant and 
O(Δt2) denotes an error of second order in Δt. Inserting a complete 
set of basis states for the system and the environment and tracing 
out the environment, the reduced system density matrix at time tn 
can be written as

ραn =
∑

αn−1…α0
α̃n…α̃1

I
(αn α̃n)…(α1 α̃1)

( n
∏

l=1
M

α̃lαl−1

)

ρα0 , (1)

where we have defined α = (ν, μ) to combine two Hilbert space 
indices into a single Liouville space index. A visual representation 
of equation (1) is depicted in Fig. 1c. Here M describes the free 
propagation of the system. This can be time dependent, and can 
additionally include effects of Markovian baths. The effects of the 
general non-Markovian non-Gaussian environment are captured in 
quantity I , which is the PT here. This object slightly differs from 
the original definition of the PT37, where we have separated out the 
initial state and free-system evolution. When I  is non-zero only for 
diagonal couplings αl = α̃l, this object becomes equivalent to the 
Feynman–Vernon influence functional18. The PT can, thus, be con-
sidered as a generalization of this influence functional to the case of 
non-diagonal couplings. From the explicit expression for the PT, we 
find that it automatically has the form of an MPO:

I
(αn,α̃n)(αn−1 ,α̃n−1)…(α1 ,α̃1) =

∑

dn−1…d1
Q

(αn,α̃n)
1dn−1

Q
(αn−1 ,α̃n−1)
dn−1dn−2

…Q
(α1 ,α̃1)
d11 . (2)

Here the dimension of the inner indices dl is very large, correspond-
ing to a complete basis of environment states in Liouville space. This 
large dimension precludes the direct application of equations (1) 
and (2) for typical environments. However, the MPO form of the PT 
means that it is, in principle, amenable to standard MPO compres-
sion, based on singular-value decomposition (SVD), as described in 
Methods38,39. Such compression physically corresponds to reducing 
the environment to its most relevant degrees of freedom, which—as 
theoretical consideration of PTs suggest40—may be few in number.

The key challenge is, thus, to find an efficient way to calculate 
the compressed form of the PT MPO, without first constructing the 
uncompressed PT. This can be achieved through the ACE approach, 
for any problem with an environment that can be decomposed into 
NE different non-interacting degrees of freedom:

H = HS +

NE
∑

k=1
Hk

E. (3)

The label k can describe both the different degrees of freedom 
within a bath (for example, different spins or photon modes defined 
by their wave vector q), but can also enumerate multiple environ-
ments coupled to the same system. In all these cases, the PT can 
be iteratively constructed by successively adding the contribution of 
the degree of freedom of each bath. The process of combining the 
influence of the Kth degree of freedom, B[K], with an existing PT 
MPO Q(K − 1) is shown in Fig. 1e. If the resulting MPOs are com-
pressed after each step (Fig. 1e, red semicircles), the inner dimen-
sion remains manageable and exact diagonalization can be used for 
the SVD. This is described in more detail in Methods.

Once the compressed PT in the MPO representation is obtained, 
it can be substituted into equation (1). The calculation of the reduced 
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Fig. 1 | Depiction of the ACE approach. a, Identification of an efficient representation is fully automatic and does not rely on any a priori approximations 
or assumptions. b, Time evolution of the system plus its compressed environment proceeds in discrete time steps. The information flow is indicated by 
coloured arrows. c, Formally, the general propagation of a quantum system can be expressed with a PT I . d, Propagation with a PT in its MPO form: this 
corresponds to the schematic of the situation shown in b. e, Combination of the influence of environment mode K with the PT containing the influences of 
modes 1, 2,…, K − 1. The red semicircles indicate the effects of MPO compression (schematic in a and b).
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system density matrix then amounts to the contraction of a network 
of the form shown in Fig. 1d. If the PT MPO has a sufficiently small 
inner dimension, this contraction is straightforward. Because this 
algorithm can be applied, in principle, to arbitrary environments 
simply by specifying the respective environment Hamiltonians Hk

E, 
ACE allows the investigations of a huge variety of different open 
quantum systems. We next show how this method works in practice 
for a few paradigmatic example problems.

Resonant-level model. As the first test of ACE, we consider the 
archetypal problem of electron transport between a single localized 
electron state and other nearby environment states, described by the 
resonant-level model. The kth environment state is described by

Hk
E = h̄ωkc†kck + h̄gk(c†kcS + c†Sck), (4)

where c†S(cS) and c†k(ck) create (destroy) a fermion in the localized 
system state and the kth environment state, respectively; ℏωk is the 
energy of the kth environment state with respect to the system state; 
and gk is the coupling constant, which we assume to be indepen-
dent of k, and gk = g. The free-system Hamiltonian is HS = 0. The 
Hamiltonian in equation (4) shows a distinct behaviour depending 
on the number of environment modes: coherent oscillations for few 
modes and irreversible decay for a broad continuum of modes. In 
the following, we show that ACE can automatically capture both 
these limits and interpolate between them.

For a few environment modes, the dynamics is described by 
coherent oscillations at the eigenfrequencies of the coupled system 
and environment. Here we consider the situation depicted in Fig. 2a,  
inset, where a single initially empty site is connected to two sites 
at the same energy ωk = 0, which are initially occupied. In this sce-
nario, the time-dependent many-body state of the total system is

|Ψ(t)⟩ =
[

cos(
√

2gt) c
†
1 + c†2
√

2
− i sin(

√

2gt)c†S
]

c†1 − c†2
√

2
|0⟩ . (5)

In Fig. 2a, we compare the occupation nS = sin2(
√

2gt) with 
the results of the ACE simulations for convergence parameters 
Δt = 0.01g and ϵ = 10−7 (Methods). We see that the results match 
perfectly. Since the oscillations are undamped, the memory time 
of the environment is infinite. Furthermore, when nS = 1

2, equa-
tion (5) describes a state with the maximum entanglement between 
the system and the environment. This demonstrates that ACE can 

account for infinite memory times as well as strong system–envi-
ronment correlations.

Different behaviours occur for a quasi-continuum of environ-
ment states, for example, metallic leads coupled to a QD41 (Fig. 2b, 
top-left inset). The oscillatory contributions of the different modes 
interfere destructively, suppressing oscillations. When the con-
tinuum is broad enough, there is a short memory time and weak 
system–bath correlations; therefore, the situation is well described 
by Markovian master equations. These predict charge transfer to 
the localized state at a rate γ = 2πℏg2D, where D = (NE − 1)/(ℏωBW) 
is the density of states and ℏωBW is the bandwidth. Figure 2b shows 
the corresponding dynamics for different numbers of environment 
modes NE with a fixed density of states D = 1/(ℏγ). As the number 
of environment modes (and therefore the bandwidth) increases, the 
simulations approach the Markovian analytical result (1 – exp(–γt)). 
For intermediate NE = 10, the finite bandwidth introduces a finite 
memory time of ~1/ωBW. To check the validity of the ACE results in 
this more complicated cross-over regime, we also plot the analytical 
short-time Taylor expansion nS ≈ γωBWt2/(2π) for the case of NE = 10.

Figure 2b, inset, shows the maximum inner dimension dmax of 
the PT MPO as a function of the number of modes NE. We see this 
scales linearly with the number of modes, indicating a very efficient 
reduction, compared with the exponential scaling of the dimension 
of the full-environment Liouville space of up to 4100 ≈ 1.6 × 1060 for 
NE = 100. A more detailed analysis of numerical convergence is given 
in Supplementary Section 2. This simple example demonstrates that 
ACE is able to reproduce analytical results in all the regimes: from 
infinite memories to Markovian environments and from strong to 
weak system–environment correlations.

Simultaneous coupling of QDs to phonons and electromagnetic- 
field modes. Our second example involves a system simultaneously 
coupled to two structured baths, as exemplified by a semiconductor 
QD, coupled both to acoustic phonons and an electromagnetic envi-
ronment. The acoustic phonon modes couple via a pure-dephasing 
interaction:

Hq
ph = h̄ωqb†qbq + h̄γq

(

b†q + bq
)

|e⟩ ⟨e| , (6)

where b†q (bq) creates (annihilates) a phonon with wave vector q. 
Throughout this article, |g〉 and |e〉 denote the ground and excited 
states of the QD, respectively. If this were the only interaction, its 
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linear and diagonal structures would mean it could be treated within 
the iterative quasi-adiabatic path integral (iQUAPI) method19,21,23. 
Below, we will compare the results of ACE with those of iQUAPI.

In addition to the bath of phonons, QDs also couple to the 
continuum of electromagnetic modes, which are responsible for 
radiative decay. Here the interaction with photon mode k takes the 
following Jaynes–Cummings form:

Hk
JC = h̄ωka†kak + h̄gk

(

a†k |g⟩ ⟨e|+ ak |e⟩ ⟨g|
)

, (7)

where a†k (ak) is the bosonic creation (annihilation) operator for a 
photon in mode k.

There are several ways of including both baths in the simulations: 
first, for unstructured (that is, Markovian) photon environments, 
the Born–Markov approximation holds; therefore, we can account 
for the radiative decay as the Lindblad term κL [|g⟩ ⟨e| , ρ], where

L [|g⟩ ⟨e| , ρ]

≡ |g⟩ ⟨e| ρ |e⟩ ⟨g| − 1
2 (|e⟩ ⟨e| ρ + ρ |e⟩ ⟨e|) .

(8)

In both ACE and iQUAPI42, such Markovian dissipation can be 
included into the free-system Liouville propagator M. Due to the 
flexibility of ACE, we can also microscopically describe the radiative 
decay by including both phonon and electromagnetic environments 
in the PT. This has the advantage that it automatically captures pos-
sible non-additive effects of the simultaneous coupling to multiple 
baths43–46, as well as allows one to extend to structured electromag-
netic environments.

In Fig. 3a, we show how the occupation of a QD responds to 
off-resonant excitation by a Gaussian laser pulse. This drive corre-
sponds to the following time-dependent Hamiltonian in the rotat-
ing frame of the laser:

HS = −h̄δ |e⟩ ⟨e|+ h̄
2Ω(t) (|e⟩ ⟨g|+ |g⟩ ⟨e|) , (9)

where δ is the laser detuning and Ω(t) is a Gaussian envelope cen-
tred at t0 = 7 ps with pulse duration τFWHM = 5 ps. The QD simultane-

ously interacts with the phonon and photon baths, which are treated 
within different theoretical approaches. In this figure, we assume 
a flat electromagnetic environment; therefore, all the approaches 
should work equally well. The simulation parameters describe a 
GaAs QD47 and are summarized in Methods.

In the absence of QD–phonon interactions, the exciton is only 
transiently occupied during the pulse, as absorption is suppressed 
by the detuning of the laser from the exciton energy. Including pho-
nons within ACE but disregarding radiative decay entirely results in 
a non-zero stationary-exciton occupation, as the detuning may be 
bridged by phonon emission. Including both phonons and photons, 
one sees absorption followed by radiative decay. Identical results are 
found for this case for ACE (microscopically treating the electro-
magnetic environment) as well as for iQUAPI with photon decay 
κL [|g⟩ ⟨e| , ρ]. As such, we both further confirm the capabilities of 
ACE, and see that—as may be anticipated—for an unstructured 
photon environment, no cross-action between the coupling to pho-
ton and phonon baths can be identified.

As already noted, ACE is also able to treat situations with 
non-additive environments, as is relevant for structured photonic 
environments like waveguides or microcavities48,49. Figure 3b shows 
the decay of an initially occupied exciton state (with HS = 0) where, 
in addition to the non-Markovian phonon bath, we use a pho-
ton bath with a finite bandwidth ℏωBW. For large bandwidths, no 
cross-interaction between the couplings to the two baths is found 
(and therefore the results again match iQUAPI with Lindbladian 
photon loss). For small bandwidths ωBW = 0.4 ps−1, the photon 
environment yields a memory time τ ≈ 1/ωBW of the same order of 
magnitude as the phonon environment. As a result, the two baths 
couple non-additively, as evident from the fact that the coupling to 
phonons substantially influences the decay of excitations into the 
electromagnetic modes.

Spin dynamics. Our third example concerns the spin dynamics 
in the presence of a spin environment50,51. Besides demonstrating 
the applicability of ACE to non-Gaussian spin environments, this 
example also identifies the limits on efficient environment compres-
sion. We consider a central spin coupled to a bath of environment 
spins by a Heisenberg interaction

Hk
E =

Jk
h̄2

S · sk, (10)

where S and sk are the spin-12 operators of the central spin and kth 
environment spin, respectively (Fig. 4, inset). In the following, we 
choose the coupling constants Jk = J/N, where N is the number of 
environment spins and J defines the energy scale of the coupling. 
We set HS = 0 and initially prepare the system spin in the state with 
maximum 〈Sx〉. We then explore how the initial degree of polariza-
tion of the environment affects the system dynamics, as well as the 
ability to efficiently compress the environment.

First, we focus on the situation where the environment spins are 
completely polarized along the z axis. The respective dynamics of 
〈Sx〉 is depicted in Fig. 4a for N = 10, 100 and 1,000 and for conver-
gence parameters Δt = 0.01ℏ/J and ϵ = 10−10. The Heisenberg cou-
pling leads to a coherent precession of the system and environment 
spins about each other. In the limit N → ∞, there is no back-action 
on the environment; therefore, the environment remains in its ini-
tial state. The dynamics is then equivalent to a precession about a 
constant effective magnetic field, for which 〈Sx〉 = (ℏ/2)cos(tJ/2ℏ). 
We see the ACE simulations for N = 1,000 approach this limit. It 
is noteworthy that for all N, the inner dimension of the PT MPO 
remains 4, corresponding to the Liouville space dimension of 
a single spin 12. This is because all the environment spins behave  
identically; therefore, the environment can be replaced by a single 
effective spin.
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We next explore the limitations of compression of the environ-
ment by considering randomized initial conditions for the environ-
ment spins. In Fig. 4b,c, we present the ACE simulations with N = 10 
and N = 100 environment spins for different values of the MPO 
truncation threshold ϵ. In Fig. 4b, the bath is partially polarized: we 
randomly select pure spin states from an isotropic distribution and 
filter these with the rejection probability 1− exp

[

b
(

szk/h̄−

1
2
)]

. 
Here b = (gsμBB)/(kBT) is a Boltzmann factor with gyromagnetic ratio 
gs, Bohr magneton μB, magnetic field B, and Boltzmann constant kB, 
taken as b = 20 (Fig. 4b). In Fig. 4c, we instead use a uniform dis-
tribution (that is, b = 0). In both cases, a dephasing of the central 
spin is visible. However, for the unpolarized case, the spin dynamics 
for different ϵ values start to diverge at long times. The slow con-
vergence with ϵ in this situation is a consequence of the intrinsic 
incompressibility of the environment degrees of freedom. That 
is, because each environment spin reacts differently to the system 
spin, the joint PT cannot be efficiently compressed. Furthermore, 
environment spins can become correlated via an effective interac-
tion mediated by the system; without an external magnetic field, 
the environment states are highly degenerate. Consequently, there is 
no clear physical constraint on the accessible-environment Hilbert 
space. In the partially polarized case, the environment can be com-
pressed more efficiently; therefore, the ACE simulations show bet-
ter convergence.

Anharmonic environments. Although a multitude of numerically 
convergent methods exist to describe Gaussian environments like 
a bath of harmonic oscillators, few are available that can address 
anharmonic modes, which render the environment non-Gaussian. 

These typically work by explicitly propagating the joint system and 
environment state using an appropriately chosen representation52. 
ACE implicitly identifies such a representation automatically in the 
form of compressed inner bonds of the PT.

Anharmonicities are found in practice, for example, in the vibra-
tional modes of molecules with a finite number of bound vibra-
tional states, commonly modelled by a Morse potential53

v(x) = Λ
2 (e−2x

− 2e−x) , (11)

where Λ controls the depth of the potential as well as the number of 
bound states. Here we use the Morse potential as a demonstration 
of simulating the environment modes with arbitrary potentials v(x).

As described in more detail in Supplementary Section 4, we 
first use a finite differences method to numerically find the eigen-
states of a single uncoupled environment mode, before introducing 
coupling to the system. For example, the bound eigenstates of the 
Morse potential for Λ = 5 are depicted in Fig. 5a. Keeping only the M 
lowest-energy eigenstates and choosing a system–environment cou-
pling proportional to the environment position operator, we find 
that for environment mode k,

Hk
E =

M−1
∑

j=0
h̄ωkẼjσk

jj + h̄gk
M−1
∑

i,j=0

√

2 ⟨i| x̃ |j⟩ σ
k
ij |e⟩ ⟨e| , (12)

where Ẽj and ⟨i| x̃ |j⟩ are scaled so that the spin-boson model 
Hamiltonian is recovered when v(x) is the harmonic oscillator 
potential.

ACE simulations are performed for HS =
h̄
2Ω (|e⟩ ⟨g|+ |g⟩ ⟨e|), 

describing a continuously driven system performing Rabi oscilla-
tions damped by the anharmonic environment. We choose a set of 
ωk and gk values that correspond to a Lorentzian spectral density 
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(Fig. 5b); Supplementary Section 4 describes the other parameters. 
The resulting excited-state occupations ne are shown in Fig. 5c.

As a validity check, we first apply the above method to a har-
monic potential, and exactly recover the dynamics of the spin-boson 
model. On moving to Morse potential environments, we find sub-
stantial differences, especially for small Λ. Much of the difference 
is due to the asymmetry of the Morse potential, leading to an aver-
age position ⟨i| x̃ |i⟩ that increases for higher-excited states (Fig. 5a, 
crosses). This enters in HE via the system–environment coupling 
and results in an energy shift of the |e〉 system state. To better 
identify the intrinsic effects of anharmonicity, Fig. 5d shows ACE 
results where this shift has been subtracted. For small Λ, the effects 
of anharmonicity of the Morse potential are evident, whereas for 
large Λ, the anharmonicity becomes negligible and the result of the 
Gaussian simulations is recovered.

Discussion
We have presented a numerically convergent, efficient and versa-
tile method, namely, ACE, which makes it possible to simulate the 
dynamics of N-level quantum systems coupled to arbitrary environ-
ments directly from the microscopic system–environment coupling 
Hamiltonian. We have illustrated the power of this method with 
examples of electron transport, the simultaneous interaction of a QD 
with phonon and photon modes, spin dynamics and anharmonic 
environments. In Supplementary Section 5, we provide an example 
exploring super-radiant decay, illustrating that ACE can handle 
Hilbert spaces with higher-dimensional systems. Supplementary 
Section 6 further contains an example of the simulations of dispersive 
system–environment couplings as well as time-dependent driving and 
non-Hamiltonian loss terms acting directly on the environment. We 
have shown that ACE reproduces the exact results in limiting cases, and 
can interpolate between infinite and short memory scenarios within 
the same algorithm. In particular, it fully accounts for non-Markovian 
effects, system–environment correlations and non-Gaussian baths.

A fundamental restriction of ACE is that the environment 
must decompose into a set of separate modes without interactions 
between these modes. However, most typical models of open-system 
environments satisfy this requirement. Moreover, a recent study54 
adapting a method described elsewhere55 has shown that one can 
extend tensor network methods to models where bath modes have 
nearest-neighbour interactions. Some environments have particular 
features that enable more specialized methods to be used, and these 
can be more efficient than the general method (ACE). For example, 
Gaussian baths with a broad continuum of modes have short mem-
ory times at high temperatures, and then iQUAPI19 is extremely 
efficient. In contrast, for environments consisting of only a few dis-
crete modes, ACE outperforms methods based on Gaussian path 
integrals (Supplementary Section 3). For spectral densities with sev-
eral peaks on top of a broad background, the construction of a PT 
for Gaussian environments36 can be readily combined with ACE to 
enable a hybrid approach within the common PT framework.

However, the unique feature of ACE is its generality. It can be 
used in situations where no specialized methods are available, and 
no additional derivations or modifications of the algorithm are 
required when a different system or environment is considered. As 
it fully accounts for all the environment influences, ACE can serve 
as a benchmark for approximate methods that may provide a more 
tangible interpretation of physical processes, or serve as a ‘turnkey 
solution’ to simulate concrete experiments. These features make 
ACE a valuable general-purpose tool for open quantum systems.
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Methods
Derivation of PT. We consider an arbitrary open quantum system specified 
by the Hamiltonian H = HS + HE, where HS is the free-system Hamiltonian 
without coupling to the environment. For simplicity of notation, we assume 
a time-independent Hamiltonian in the following, but generalization to the 
time-dependent case is straightforward. The time evolution of the system density 
operator ρ̂S can be obtained from the time evolution operator U(t) of the total 
system, including the environment, by tracing out the environment to give

ρ̂S(t) = TrE
[
U(t) (ρ̂S(0) ⊗ ρ̂E(0))U

†
(t)

]
. (13)

We discretize the time evolution operator U(t) =
∏n

l=1 U(Δt) on 
a time grid tl = lΔt, where l = 1…n, and apply a Trotter decomposition 
U(Δt) = e−

i
h̄ HEΔt e−

i
h̄ HSΔt + O(Δt2). Next, we introduce a complete basis for the 

system (ν or μ) as well as for the full environment (ξ or η). We then introduce the 
matrix elements

Aνl ν̃l
ξlξl−1

= ⟨νl , ξl| e
−

i
h̄ HEΔt ∣∣ν̃l , ξl−1

〉
, (14)

Mν̃lνl−1 = ⟨ν̃l| e−
i
h̄ HSΔt ∣∣νl−1

〉
. (15)

By using calligraphic symbols, their counterparts in Liouville space can be 
expressed as

A
(νl ,μl),(ν̃l ,μ̃l)

(ξl ,ηl),(ξl−1 ,ηl−1)
:= Aνl ν̃l

ξlξl−1
Aμl μ̃l∗

ηlηl−1
, (16)

M
ν̃lνl−1
μ̃l μl−1

:= Mν̃lνl−1Mμ̃l μl−1∗. (17)

The reduced system density matrix at time step tn = nΔt can then be expressed as

ρνn μn
=

∑

νn−1…ν0
ν̃n…̃ν1

∑

μn−1…μ0
μ̃n…̃μ1

I(νn ν̃n)…(ν1 ν̃1)
(μn μ̃n)…(μ1 μ̃1)

( n∏

l=1
M

ν̃lνl−1
μ̃l μl−1

)

ρν0 μ0
, (18)

where

I(νn ν̃n)…(ν1 ν̃1)
(μn μ̃n)…(μ1 μ̃1)

=
∑

ξn…ξ0
ηn…η0

δξnηn

( n∏

l=1
A

(νl ,μl),(ν̃l ,μ̃l)

(ξl ,ηl),(ξl−1 ,ηl−1)

)

ρE
ξ0η0

. (19)

Here ρν0 μ0
 and ρE

ξ0η0
 are the initial system and environment states, respectively. 

The implicit assumption of a factorization of the initial state into the system 
and environment parts, that is, uncorrelated initial states, does not restrict the 
generality, because the initial states with finite system–environment correlations 
can always be rewritten as sums of the product states using the Schmidt 
decomposition.

By combining pairs of Hilbert space indices into Liouville space indices, 
namely, αl = (νl, μl), α̃l = (ν̃l , μ̃l) and dl = (ξl, ηl), equation (18) becomes equation 
(1) and equation (19) takes the form of equation (2). The matrices Q can be 
obtained by comparing with equation (19) as

Q
(αl ,α̃l)
dldl−1

=






δd0 ,1
∑

d′0

A
α1 ,α̃l
d1 ,d′0

ρE
d′0

l = 1,

A
αl ,α̃l
dl ,dl−1

1 < l < n,

δdn,1
∑

d′n

Id′n
A

αn ,α̃n
d′n ,dn−1

l = n.

(20)

where Id′n=(ξn ,ηn) = δξn ,ηn.

Network summation. The network structure determining the reduced system 
density matrix (Fig. 1d) can be most easily evaluated by propagating the quantity 
Rαldl defined recursively via

Rα01 = ρα0
= ρν0 μ0

, (21a)

Rαldl =
∑

α̃lαl−1

∑

dl−1

Q
(αl ,α̃l)
dldl−1

M
α̃lαl−1Rαl−1dl−1

. (21b)

Comparing equations (1) and (2), it can be seen that the density matrix at the last 
time step is given by ραn

= Rαn1.
When the environment time evolution operator is unitary, the reduced density 

matrix ραl
 at intermediate time steps tl can be easily obtained from Rαldl as

ραl
=

∑

dl

qdlRαldl (22)

using the closures qdl defined by the recursion (Supplementary Section 1 provides a 
detailed derivation)

qdn=1 = 1, (23)

qdl−1
=

∑

dl

qdl
∑

αl

IαlQ
(αl0)
dldl−1

. (24)

Thus, in practice, one needs to calculate only a single PT MPO with n time steps, 
where nΔt = tfinal is the final time of interest, and yields the density matrix at all 
intermediate time steps lΔt at marginal numerical extra cost.

PT combination rule. To combine the influences of multiple environments or 
of independent environments into a single PT, we consider a system coupled to 
multiple environmental degrees of freedom (which we henceforth call modes) via

HE =

NE∑

k=1
Hk

E. (25)

We define the partial sum of the Hamiltonians from modes 1, 2, …K as

HE[K] =
K∑

k=1
Hk

E (26)

and Q(αl ,α̃l)
dldl−1

[K] denotes the lth MPO matrix of the PT including the influences of 
the modes 1, 2, …K. Then, by means of the symmetric Trotter decomposition

e−
i
h̄ HE[K]Δt = e−

i
h̄ (HE[K−1]+HK

E)Δt

= e−
i
h̄ H

K
E

Δt
2 e−

i
h̄ HE[K−1]Δte−

i
h̄ H

K
E

Δt
2 + O(Δt3),

(27)

the influence of mode K can be combined with the PT already containing the 
influences of the first K − 1 modes by

Q
(αl ,α̃l)

(d′l ,dl)(d′l−1 ,dl−1)
[K]

≈
∑

γ l ,̃γ l ,̃dl
B

(αl ,γ l)
dl d̃l

(K) Q
(γ l ,̃γ l)
d′l d′l−1

[K − 1] B
(γ̃ l ,α̃l)

d̃ldl−1
(K),

(28)

where

B
((νl ,μl),(ν̃l ,μ̃l))

(ξl ,ηl),(ξl−1 ,ηl−1)
(K)

= ⟨νl , ξl| e
−

i
h̄ H

K
E

Δt
2
∣
∣ν̃l , ξl−1

〉 〈
μ̃l , ηl−1

∣
∣ e

i
h̄ H

K
E

Δt
2 |μl , ηl⟩ .

(29)

This step is visualized in Fig. 1e.
In practice, we start with the trivial PT MPO with matrices 

Q
(αl ,α̃l)
dldl−1

[0] = δdl ,1δdl−1 ,1δαl ,α̃l
 and add the influence of all the environment modes 

by recursively applying equation (28) until K = NE. After each combination step, 
the PT MPO is compressed using the SVD-based compression as described in the 
next section.

MPO compression. To reduce the inner dimension of the MPO representing the 
PT, we perform SVD sweeps across the MPO chain. Any matrix A ∈ C

n×m can be 
factorized into a product

A = UΣV†, (30)

where U ∈ C
n×k and V ∈ C

m×k are matrices with orthogonal column vectors and 
Σ is a diagonal matrix containing the k = min(n, m) real and non-negative singular 
values σi in descending order. Here we start with the first MPO matrix and define

Ad1 ,(α1 ,α̃1) = Q
(α1 ,α̃1)
d11 . (31)

We calculate the SVD of matrix A. To reduce the inner dimension, we truncate the 
matrices U, Σ and V, keeping only the keff ≤ k singular values with σi > ϵσ1, where σ1 
is the largest singular value of A and ϵ is a predefined threshold. Then, we replace 
Q

(α1 ,α̃1)
d11  by 

(
V†)

keff(α1 ,α̃1)
 and multiply the next matrix Q(α2 ,α̃2)

d2d1  from the right by 
Ud1keff σkeff  and perform the SVD of

Ad2 ,(α2 ,α̃2 ,keff) =
∑

d1

Q
(α2 ,α̃2)
d2d1 Ud1keff σkeff . (32)

The reduction is continued until the end of the MPO is reached. Then, another 
line sweep is performed in the opposite direction. Note that sweeps along the 
whole chain are required between each PT combination step, because information 
necessary to effectively compress the MPO, such as the initial environment state, 
needs to be propagated from the ends throughout the MPO.
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In the overall process, the inner dimensions di are reduced to the respective 
effective ranks keff, where the latter are controlled by threshold ϵ.

Parameters for QD, QD–phonon and QD–photon Hamiltonians. The effects of 
the dot–phonon coupling are completely defined by the phonon spectral density

J(ω) =
∑

q
γ
2
qδ(ω − ωq). (33)

Using established parameters47 for a GaAs QD with electron radius ae = 3.0 nm and 
hole radius ah = ae/1.15,

J(ω) =
ω3

4π2ρh̄c5s

(
Dee−ω2a2e /(4c

2
s ) − Dhe−ω2a2h/(4c

2
s )
)2

(34)

with mass density ρ = 5,370 kg m–3; speed of sound cs = 5,110 m s–1; and electron  
and hole deformation potential constants De = 7.0 eV and Dh = −3.5 eV, respectively. 
We discretize the phonon continuum using steps of equal width so that ωq = qdω 
with dω = ωmax/NE, NE = 100 and ωmax = 5 meV/ℏ and we obtain the couplings γq 
from the phonon density of states using γq =

√
J(ωq)dω. The phonon modes  

are initially assumed to be in thermal equilibrium with temperature T = 4 K. 
We have checked that for these parameters, it is enough to consider up to two 
excitations per mode.

We use a radiative decay rate of κ = 0.1 ps−1. When the electromagnetic 
environment is microscopically treated, we assume a constant density of states with 
bandwidth ωBW = 10 ps−1, discretized using NE = 100 equally spaced modes. The 
coupling constants gk are taken to be constant, and the value is chosen such that 
Fermi’s golden rule reproduces the radiative decay rate κ. The PTs for the phonon 
and photon environments are separately calculated and combined using equation 
(28) without performing a final SVD sweep. For both baths, we use time steps 
Δt = 0.1 ps and an MPO compression threshold ϵ = 5 × 10−8.

The Gaussian excitation pulse is detuned by ℏδ = 1.5 meV above the QD 
resonance and the envelope is described by

Ω(t) =
A

√

2πσ
exp

(

−
(t − t0)2

2σ2

)

, (35)

where we use the pulse area A = 3π, pulse centre t0 = 7 ps, σ = τFWHM/
(
2
√

2 ln 2
)

 
and τFWHM = 5 ps.

Numerical implementation. We have implemented ACE in a C++98 code 
using the Eigen library to calculate the matrix exponentials and SVDs. All the 
calculations have been performed on a conventional laptop computer with Intel 

Core i5-8265U processor and 16 GB random-access memory. The computation 
times for the presented examples are listed in Supplementary Section 3.

Data availability
The data presented in the figures including the parameter files to generate them are 
available online in the ‘examples’ subdirectory of the Zenodo repository at https://
doi.org/10.5281/zenodo.5214128.

Code availability
The C++ computer code including documentation is available online at https://
doi.org/10.5281/zenodo.5214128.
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