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Abstract. We present a novel dataset of sports broadcasts with 8,781
games. The dataset contains 700 thousand comments and 93 thousand
related news documents in Russian. We run an extensive series of exper-
iments of modern extractive and abstractive approaches. The results
demonstrate that BERT-based models show modest performance, reach-
ing up to 0.26 ROUGE-1F-measure. In addition, human evaluation shows
that neural approaches could generate feasible although inaccurate news
basing on broadcast text.
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1 Introduction

Nowadays, sports content is viral. Some events are trendy, watched by billions
of people. Every day, thousands of events take place in the world that interest
millions of people. The audience of online sports resources is quite broad. Even if
a person watched a match, he is interested in reading the news, as there is more
information in the news. Therefore, there is a great need for human resources
to write this news or several for each sporting event. Media companies have
become interested in cutting costs and increasing the quality of news [5]. Some
well-known publications such as the Associated Press, Forbes, The New York
Times, Los Angeles Times make automatic (or “man-machine marriage” form)
generating news in simple topics (routine news stories) and will also introduce
research to improve the quality of such news [5].

In this paper, we present the first attempt to apply state-of-the-art summa-
rization models for automatic generation of sports news in Russian using textual
comments. Our dataset is provided by a popular website sports.ru. The dataset
consists of text comments which describe a game at a particular point in time.
We explore several state-of-the-art models for summarization [10,13]. We note
that recent research often evaluates models on general domain CNN/Daily Mail
dataset [8], while the performance on domain-specific datasets, i.e. sport-related,
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is not well studied. Our dataset differs greatly from the one used for training state-
of-the-art approaches. Existing English CNN/DM/XSumm datasets [9,17,21]
consist of public news and articles as input documents. The output summaries for
them can contain either small summaries in one sentence (first sentence or news
headline), summaries written by the same person after reading the input news or
summaries which are obtained by the heuristic algorithmic way [16]. Our dataset
contains broadcasts at the input and news as output sequences, written by differ-
ent people in a different context.

In this work, we focus on the generation of news instead of the short summary
with a game’s results. Sports news describes the score of the match game, extend
it with the details of the game including injuries, interview of coaches after the
event, the overall picture or situation (e.g., “Dynamo with 14 points takes sixth
place in the ranks.”). Our contribution is two-fold: (i) we present a new dataset
of sports broadcasts and also (ii) we provide the results of current summarization
approaches to the news generation task, concluded with a human evaluation of
the produced news documents.

2 Related Work

We would like to mention some works that use reinforcement training to solve
abstract summarization problems. Paulus et al. proposed to solve the problem
of summary generation in two stages: in the first, the model is trained with a
teacher, and in the second, its quality is improved through reinforcement learn-
ing [20]. Celikyilmaz and co-authors presented a model of co-education without
a teacher for two peer agents [3].

For the Russian language, there are recent works on abstract summarization,
which mainly appeared in the last year. First of all, this is the work of Gavrilov
et al. [4], which presented a corpus of news documents, suitable for the task of
generating headings in Russian. Also, in this work, was presented the Universal
Transformer model as applied to the task of generating headers; this model
showed the best result for Russian and English. Some other works [7,24,25] was
based on presented a corpus of news, which use various modifications of models
based on the encoder-decoder principle.

Next, we will consider works that are directly related to news generation as
a summary of the text. Here we want to highlight a study by the news agency
Associated Press [5]. Andreas Graefe, in this study, talks in detail about the
problems, prospects, limitations, and the current state in the direction of auto-
matic generating news. In the direction of generating the results of sports events,
there is little research. The first is a relatively old study based on the content
selection approach performed on a task-independent ontology [1,2].

3 Dataset

For the experiments, we used data provided by http://sports.ru. The data pro-
vided in the form of two text entities, these are the comments from a commentator

http://sports.ru
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who describes an event and the news. In the provided set, there are 8781 sporting
events, and each event contained several comments and news; the news was pub-
lished both before and after the sporting event. A description of each entity, exam-
ples, statistical characteristics, and preprocessing steps are described below.1

3.1 Broadcast

The provided data consists of a set of comments for each sporting event. Figure 1
shows examples of the comments. The comments contain various types of
information:

– Greetings.
E.g. “ ” (“Hello”), “ ” (“good
day to the football fans”);

– General information about the competition/tournament/series of games.
E.g. “ ” (“rise to the middle of the table”),
“ ” (“the fifth time in
history [it] will play in the group tournament”);

– Information about what is happening in the game/competition.
E.g. “ ” (“[he] strucks into the near corner”,
“ ” (“a head hit above the goal”);

– Results/historical facts/plans/wishes for the players. Ex:
“ ” (“[score in the game is] 0:3 after forty minutes”),
“ ” (“[they] didn’t score a goal this season”).

Also, each comment of a game contains additional meta-information: (i) the
match identifier, (ii) the names of the competing teams (e.g. Real Madrid,
Dynamo, Montenegro), (iii) the name of the league (Stanley Cup, Wimbledon.
Men. Wimbledon, England, June), (iv) the start time of the game, (v) an event

Fig. 1. Examples of comments for a same sport game.

1 The owner of the dataset approved its publication, so it will be released shortly after
the paper is published.
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type (e.g. yellow card, goal), (vi) the minute in the sports game when the event
occurred, and (vii) comment time.

We sorted by time and merged all the comments for one game into one large
text and called it a broadcast. Before merging we cleaned the text from non-text
info (like HTML tags). There are 722,067 comments in the dataset, of which we
constructed 8,781 broadcasts. In the current study, we used only text information
from the commentary. We would like to emphasize that some comments and news
contain advertising or non-relevant information. In our experiments, we use some
filtering described in Sect. 6.

3.2 News

News is a text message that briefly describes the events and results of a sports
game. Unlike a brief summary, news can be published before and after the match.
The news that took part in the experiments contains the following information:

– Comments and interviews of a player or a coach. E.g.
“ ” (“the guys took the
game very seriously, I am satisfied”), “ ” (“we lost
because...”);

– Events occurring during the game. E.g.
“ ” (“side referee removes
midfielder”), “ ”
(“«Arsenal» midfielder Santi Cazorla scores three goals”);

– General information about the competition/tournament/series of games. E.g.
“ ” (“national teams of
Slovakia and Paraguay reached the 1/8 finals”),
“ ” (“[they] com-
plete the mission for the tournament to reach the quarter-finals.”);

– Game results. E.g. “ ” (“thus the score was 1:
1”), “ ” (“the score in the series: 0–1”);

Fig. 2. A sample news document for a sport game.
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Each news document contains additional meta information: (i) title, (ii) time,
(iii) sport game identifier. The data set contains 92,997 news documents. Figure 2
shows a sample news document.

4 Metrics

In our research, we used the ROUGE metric, which compares the quality of the
human and automatic summary [12]. We have chosen this metric because it shows
good statistical results compared to human judgment on the DUC datasets [19].
In ROUGE, a reference is a summary written by people, while the hypothesis
(candidate) is an automatic summary. When calculating ROUGE, we can use
several reference summaries; this feature makes more versatile comparisons (than
comparing with only one reference summary). This metric bases on algorithms
that use n-gram overlapping: the ratio of the number of overlap n-gram (between
reference and candidate) to the total number of the n-gram in the reference.

ROUGE-N =

∑
S∈{ReferenceSummaries}

∑
gramn∈SCountmatch (gramn)

∑
S∈{ReferenceSummaries}

∑
gramn∈SCount (gramn)

, (1)

where n stands for the length of the n-gram, gramn, and Countmatch(gramn)
is the maximum number of n-grams co-occurring in a candidate summary and a
set of reference summaries. We used a particular case of ROUGE-N: ROUGE-1,
and ROUGE-2. We also use ROUGE-L, a specific case of the longest common
sub-sequence in a reference and a hypothesis. The ROUGE metric could be
considered a Recall, so we could extend it to Precision and F-measure in common
manner. We denote them ROUGE-N-R, −P, and −F respectively.

5 Models

5.1 Oracle

This model generates an extractive summary that has the most value ROUGE
between broadcast and news. We used the greedy search algorithm: we found
the value of custom rouge (ROUGE-1-F + ROUGE-2-F) between each sentence
from the broadcast and all the sentences in the news and selected the top 40
sentences. This algorithm stopped working in one of two cases: (1) the number
of sentences is greater than the requested upper threshold (40 sentences) or (2)
adding the next sentences does not increase ROUGE.

In this series of experiments, we decided to reduce the incoming sequence
(broadcast) by applying the extractive approach techniques. We decided to apply
the Oracle model, which selects sentences (in our case, 40 top sentences) from
the broadcast, which have the maximum news relevance (gold reference). We
used “bert-base-multilingual-uncased” model as encoder with max_pos = 512.
In this experiment, we trained two models that get a short output (the result of
the Oracle model) as an input: (i) OracleA - a model trained with parameters
as in section with parameters as model BertSumAbs and (ii) OracleEA - model
trained with parameters as model BertSumExtAbs.
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5.2 Neural Models

An approach that we utilize in our research proposed [13] is called PreSumm.
Yang Liu and Mirella Lapata in [13] proposed to encode the whole document,
keeping its sense, to generate a compact conclusion. The abstract summarization
is reduced to the neural machine translation problem: an encoder contains a
trained model (BERT), and a decoder contains a randomly initialized BERT.
If training two models - one pre-trained and other randomly initialized - at the
same time with the same parameters, then one model can be overfitting, and
the second can underfitting, or vice versa. The authors use different training
parameters (learning rates and warmups).

BertSumAbs is a model for abstractive summarization. This model uses the
NMT approach, pre-trained BERT as an encoder, and the randomly initialized
transformer in the decoder. We used the abstract BertSumAbs model with bert-
base-multilingual-uncased2 as an encoder and randomly initialized BERT in the
decoder. We also trained model RuBertSumAbs based on RuBERT model for
encoder.

BertSumExtAbs is also using the NMT approach, but unlike BertSumAbs it
uses the pre-trained BertSumExt on the extractive summarization task as an
encoder. In this experiment, we used the double fine-tune stages for encoder:
firstly, we are fine-tuning the model to the extractive summarization task, then
we fine-tuning that model on the abstractive task [13]. For the first fine-tune
stage, we used BERT “bert-base-multilingual-uncased”, learning rate is 2 · 10−3,
dropout is 0.1, max_pos is 512, and 10000 warmup steps. Next, the trained
model was used as an encoder for the abstractive summarization task with the
same parameters as for BertSumAbs model. Inspecting the preliminary experi-
ments, we realized that max_pos - truncates our incoming sequences; the model
trains only 512 of the first broadcast tokens. According to the distribution of
token lengths, this is quite small sequences to getting all vital information from
the broadcast.

So we introduce BertSumExtAbs1024 model. For it we used training parame-
ters from previous experiments, with max_pos increased to 1024 and “bert-base-
multilingual-uncased” as an encoder model. This model showed better results,
compared with previous models with max_pos = 512. The model trained 30,000
steps showed the best results. We hypothesize that we need to select sequences
of higher dimensions or reduce the size of the input sequences while preserving
the essential meanings and ideas of the entire broadcast.

We found out that generated news incorporated text that does not apply to
the sports events; this text in common cases located at the end of the news. In
this experiment, we eliminate sentences with such text. We call this model Bert-
SumAbsClean. We deleted sentences that contained one of the specific words
(“ ”/“ ”/“ ”) in broadcasts (source sequence) as
well as in the news (target sequence). In broadcasts, a sentence with these words
advertises online broadcasts on this site. In the news, sentences that contained

2 https://github.com/google-research/bert/blob/master/multilingual.md.

https://github.com/google-research/bert/blob/master/multilingual.md
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these words referred either to another page or to a visualization (images/table);
this information did not help to generate news and increase input sequences.
Often such sentences have advertised mobile applications.

There are several works [16,26] showing good results on relatively large
amounts of data, and weak results on the small ones. Our dataset contained
nearly 8000 data samples, so we decided to increase our data corpus using aug-
mentation. For this experiment, we decided to increase the amount of our data
ten times using synthetically generated data based on existing data samples.

Our models for augmentation are based on the work [27]. The idea is to
replace words in a broadcast on the words from another model. There are two
models: thesaurus and static embedding. Both models receive a word at the
input and return a list of words size of 10. Each word in the set is similar to the
incoming word: with higher word similarity the higher position in the returned
list is correlated. Next, we use a geometric distribution to select two parameters
for the model (for each generated sample): the number of words to be replaced
in the broadcast and the index of word in the returned list for each word, that
should be replaced.

Next we describe two models sing augmentation techniques. For the first
model, called AugAbsTh, we used a similarity graph model of words from a
Russian language thesaurus project called Russian Distributional Thesaurus3
[18]. The word similarity graph is a distribution thesaurus for the most frequent
words of the Russian language, obtained on the embedding of words, which was
built on the body of texts of Russian books (12.9 billion words). For the second
model, called AugAbsW2V, we used word2vec [15] for vectorizing words and the
cosine of the angle between the vectors, as a metric for word similarity. As a
pre-trained model, we used a model trained on the Russian National Corpus
[11]. Since there were several news items related to one broadcast in our dataset,
we did not augment the news. We have set random news that was written after
a sports game; for broadcasts with less than ten news, we repeated the news.
Thus, we got two datasets with sizes of about 80,000 broadcasts each.

5.3 Extractive Models

In our experiments, we apply two models to the implementation of the TextRank
algorithm, the first based on the PageRank4 algorithm, the other on the Gensim
TextRank.5 These approaches differ in the similarity function of two sentences.
The PageRank-based model uses cosine distance between vectors of sentences
(below we describe the algorithm of getting vector of the sentence); the Gensim
model based on the BM25 algorithm. For the PageRank model, we preprocessed
the broadcast text. We split the text into sentences using NLTK [14], then split
it to words, and lemmatize each word using pymystem3 [22]. To vectorize the
words, we used two different pre-trained models: the word2vec model, trained on

3 https://nlpub.mipt.ru/Russian_Distributional_Thesaurus.
4 http://bit.ly/diploma_pagerank.
5 https://radimrehurek.com/gensim/index.html.

https://nlpub.mipt.ru/Russian_Distributional_Thesaurus
http://bit.ly/diploma_pagerank
https://radimrehurek.com/gensim/index.html
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the Russian National Corpus [11] (PageRank W2V ), and the FastText model,
trained on a news corpus [23] (PageRank FT ). To vectorize a sentence, we aver-
age all the word vectors. Then, we calculated the cosine distance between all
sentences, build a similarity matrix, converted it to a graph, and applied the
PageRank algorithm. The PageRank parameters remained by default from the
library. After that, we selected sentences with a maximum page ranking and
formed a summary from them. For the TextRank model, we used raw broadcast
text and parameter ratio = 0.2, which adjust the percentage size of the summary
compared to the source text (20% of the sentences from the source text will be
in summary).

We also used another extractive approach called the LexRank algorithm. We
use our implementation of LexRank algorithm6 since the existing implementa-
tion has memory issues. We chose the top 10 sentences, the rest of the parameters
used were set by default.7

6 Experiments

For our experiments, we selected the news document with minimum length and
the ones written after the match. The results of the experiments are presented
in Table 1.

All algorithms from the TextRank experiments showed very similar results:
ROUGE-1-F is the same in all its variants. ROUGE-2 showed the worst results
among all ROUGE metrics. TextRank works better than PageRank W2V and
PageRank FT : ROUGE-1-F less than 0.1. We could conjecture that is due to
different people describe sports commentary and news in different formats, styles
and situations: the commentator describes the emotionally sporting game online,
with details; the author of the news, calmly and dryly reports the results or
takes an interview from the game player or coach. Therefore, these texts, when
comparing, use different words, word forms, expressions. This property leads to
an insignificant ROUGE metric based on the overlapping of common words.

The experiment with the LexRank approach showed the same result as the
TextRank for ROUGE-1-F, higher by 0.01 in ROUGE-L-F and lower by 0.02 in
ROUGE-2-F. This algorithm is very similar to TextRank; therefore their results
are pretty close to each other.

We cut off long broadcasts and news for neural models: the maximum length
of the broadcast was 2500, and the length of the news 200. To train the model,
we used the NVIDIA Tesla P100 video card and split our dataset into shards,
with a size of 50 examples. Next, we will describe different experiments with
different approaches, parameters.

The best ROUGE results show the model that has been trained in 50,000
steps. We noticed that the model tended to overfit after 50,000 iterations. The
ROUGE value in this experiment was the highest compared to all extractive

6 https://github.com/DenisOgr/lexrank/pull/1/files.
7 https://pypi.org/project/lexrank/.

https://github.com/DenisOgr/lexrank/pull/1/files
https://pypi.org/project/lexrank/
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experiments: ROUGE-1-F is greater than 0.13, ROUGE-2-F is 0.07, ROUGE-L-
F is 0.13; we made this comparison using the value of the models that showed
the highest result, except for the Oracle model.

RuBertSumAbs model showed lower ROUGE results compared to the Bert-
SumAbs model: ROUGE-1F is lower by 0.04, ROUGE-2-F, and ROUGE-L F
are less by 0.01 and 0.05, respectively. We assume that the reason for this is
the encoder model: “bert-base-multilingual-uncased” generates contextual vec-
tors better than “RuBERT”.

The model BertSumExtAbs1024 did not show significant improvements, com-
pared to the best models, where we used max_pos = 512. The values of ROUGE-
1-P and ROUGE-L-P are higher by 0.01. We want to note that this model was
trained for 30,000 steps, and this is 20,000 steps lower than BertSumAbs. We
have seen that increasing the input sequence from 512 to 1024 did not produce
significant improvements, according to the ROUGE metric. We assume that this
property of ROUGE metric: the overlap words between summary and “gold” news
do not increase while increasing the input sequence in PreSumm approaches.

The Oracle models from this experiment showed approximately the same
results (among themselves): ROUGE-1-F, ROUGE-2-F are the same, and
ROUGE-L-F is 0.01 more for OracleEA than for OracleA. Therefore, we will
make a comparison of other models with the best model for ROUGE in this
experiment. Also, these models were trained on different numbers of steps: Ora-
cleA at 30,000 and OracleEA at 40,000, respectively.

As for BertSumAbsClean we have noticed that metric ROUGE decreased
compared to previous experiments, and we got the best model by ROUGE, the
trained model only 20000 steps (this is the lowest number of training steps in our
experiments). Comparing to the oracle models ROUGE-1-F and ROUGE-L-F
metrics are less than 0.02, and ROUGE-2-F is less than 0.004. We hypothesize
that deleted sentences were increasing our ROUGE: “gold” and generated news
had advertisements and “referred” sentences, and they increase the ROUGE.

Both the augmented models indicated significant improve performance of
our task and was training on 100000 steps. However, the AugAbsTh model
showed a higher ROUGE score than the AugAbsW2V : the scores of ROUGE-1-
F, ROUGE-2-F, and ROUGE-L-F are higher by 0.04. This indicates that using
synonyms to generate words in our task is more robust and significantly better
than using word2vec embeddings. AugAbsTh model has outperformed the best
previous model BertSumExtAbs1024 as well as the oracle models. The score of
ROUGE-1-F and ROUGE-2-F are higher by 0.05 and ROUGE-L-F scores higher
by 0.07 compared to BertSumExtAbs1024. Comparing with the OracleA model,
AugAbsTh has ROUGE-1-F score higher on 0.01, ROUGE-2-F on 0.03, and
ROUGE-L on 0.04 accordingly. This suggests that increasing the data corpus
using real or “similar to real” data will increase the performance of the models.
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Table 1. ROUGE scores from all models.

Method/Metric ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

Oracle 0.2 0.22 0.21 0.02 0.02 0.02 0.18 0.20 0.19
OracleA 0.23 0.30 0.25 0.09 0.13 0.10 0.22 0.28 0.22
OracleEA 0.23 0.29 0.25 0.09 0.12 0.10 0.21 0.27 0.21
PageRank W2V 0.06 0.15 0.08 0.00 0.00 0.00 0.06 0.15 0.06
PageRank FT 0.06 0.13 0.08 0.00 0.00 0.00 0.06 0.13 0.06
TextRank 0.05 0.17 0.08 0.00 0.01 0.00 0.05 0.16 0.06
LexRank 0.07 0.10 0.08 0.00 0.00 0.00 0.07 0.09 0.06
BertSumAbs 0.19 0.25 0.21 0.07 0.10 0.07 0.17 0.23 0.18
RuBertSumAbs 0.14 0.26 0.17 0.04 0.10 0.06 0.13 0.24 0.13
BertSumExtAbs 0.18 0.25 0.2 0.06 0.10 0.07 0.17 0.23 0.17
BertSumExtAbs1024 0.20 0.25 0.21 0.07 0.10 0.08 0.18 0.23 0.18
BertSumAbsClean 0.18 0.24 0.19 0.07 0.07 0.06 0.18 0.18 0.16
AugAbsTh 0.26 0.30 0.26 0.12 0.14 0.13 0.23 0.28 0.25
AugAbsW2V 0.23 0.26 0.22 0.08 0.10 0.09 0.19 0.25 0.21

7 Human Evaluation

The effectiveness of ROUGE was previously evaluated [6,12] through statistical
correlations with human judgment on the DUC datasets [19]. To judge the news,
we asked five annotators to rate the news by four dimensions: relevance (selection
of valuable content from the source), consistency (factual alignment between
the summary and the source), fluency (quality of individual sentences), and
coherence (collective quality of all sentences). We chose five random news from
different models (with the different number of training steps). We chose only
abstractive models since these models have shown better performance compared
to the extractive ones. The summary score for each dimension is obtained by
averaging the individual scores. The comparison results are displayed in Table 2.

Table 2. Human evaluation results.

Model/Metric Relevance Consistency Fluency Coherence

OracleA 0.46 0.60 0.78 0.78
BertSumExtAbs1024, 10k steps 0.36 0.58 0.56 0.46
BertSumExtAbs1024, 30k steps 0.26 0.34 0.70 0.54
BertSumAbs 0.28 0.50 0.56 0.58
BertSumAbsClean 0.28 0.56 0.72 0.70

Analyzing the data from Table 2, we want to emphasize that the values of
Fluency and Coherence are generally higher than the values of Relevance and
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Consistency. This suggests that the models from our experiments generate pretty
high-quality and linked sentences, but worse select events from the broadcast.
The highest scores of Fluency and Coherence have OracleA and BertSumAb-
sClean models. News generated by BertSumAbs and OracleA models have the
highest scores of Relevance. Concluding this experiment, we did not observe
any visual relationships between human judgment and the ROUGE metric. We
also want to notice that we received some comments from annotators regarding
the quality of the news. Most of the comments were aimed at the fact that the
quality of the sentences is pretty good, but the news does not review important
events or reviews non-existent events from the broadcast.

8 Conclusion

In this paper, we have investigated the task of generating news based on sports
commentary with state-of-the-art approaches for summarization. The main chal-
lenges of this novel dataset are: 1) the average size of one document differs greatly
from texts in existing general domain corpora [9,17,21], 2) domain of texts is
sport-related that includes diverse information about a match game, 3) news
are written in a language other than English. Unlike expectations, the state-
of-the-art neural models show modest performance for our task. We obtained
the maximum value 0.26 by ROUGE-1-F score using BERT as an encoder. We
found out that increasing data corpus using text argumentation based on the-
saurus gives a substantial improvement: we increase data per ten times, and the
ROUGE-1-F score has gone up on 0.05 in the absolute difference in comparison
with best no augmentation score.

The quantitative analysis opens up several future research directions. First,
we plan to increase the number of documents in our dataset by transforming the
comments of the sporting event from audio sources, which are more popular than
textual. Second, the effective application of transformers as an encoder suggests
continuing experiments with other types of transformers, like GPT-2 or different
BERT-based architectures. Finally, we could explore a custom evaluation metric
based on the main characteristics of a game: overall score or main events.

We hope that this work will foster the research in text generation in Russian
and for narrow domain texts in general.
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