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#### Abstract

In this note we use the formalism of multi-KP hierarchies in order to give some general formulas for infinitesimal deformations of solutions of the Darboux-Egoroff system. As an application, we explain how Shramchenko's deformations of Frobenius manifold structures on Hurwitz spaces fit into the general formalism of Givental-van de Leur twisted loop group action on the space of semi-simple Frobenius manifolds.


## 1. Introduction

In [1], Dubrovin has associated a structure of Frobenius manifolds to an arbitrary Hurwitz space of meromorphic functions on Riemann surfaces of genus $g$ with simple finite critical values and a prescribed ramification indices over infinity. Shramchenko observed [11] that the structure of Frobenius manifold associated to a Hurwitz space can be included into a family of Frobenius manifold structures parametrized by a symmetric $g \times g$ matrix. There is a beautiful description of this deformation in terms of the values of holomorphic differentials at the critical points and their $B$-periods matrix.

Meanwhile, Givental in [2,3] and, independently, van de Leur in [8] have constructed an action of the twisted loop group of $G L_{n}$ on the space of semi-simple Frobenius manifolds. Moreover, Givental has shown that this group acts transitively on the space semi-simple Frobenius manifolds. This two constructions of the group action were identified in [4] via an identification of the formulas of Y.-P. Lee for the infinitesimal Givental action [7] with the tangent van de Leur action computed in [4] in terms of twisted wave functions of multi-component KP hierarchies.

In this paper, we extend in some way the formulas for the tangent van de Leur action computed in [4]. Namely, we express infinitesimal Lie algebra action on the space of solutions of the Darboux-Egoroff system in terms of the twisted wave functions of multi-component KP.

[^0]In principle, these formulas are of independent interest. In particular, they allow us to fit Shramchenko's deformations into a general Givental-van de Leur scheme. In particular, it is interesting to trace a correspondence between geometric ingredients of Shramchenko's deformation and particular wave functions of the multi-component KP hierarchy that is associated to an arbitrary solution of the DarbouxEgoroff system in van de Leur's approach .
1.1. Organization of the paper. In section 2, we recall the constructions of Hurwitz Frobenius manifolds and their deromations. In section 3, we recall the van de Leur approach to Frobenius manifols and use it in order to derive explicit formulas for the Givental-van de Leur infinitesimal deformations of solutions of the Darboux-Egoroff equations. In section 4 we discuss the simplest possible example of such infinitesimal deformations that can be integrated explicitely and show that it is exactly the way one could obtain Shramchenko's deformations of Hurwitz Frobenius manifolds.
1.2. Acknowledgements. The authors are grateful to J. van de Leur and H. Posthuma for useful remarks and discussions and to an anonymous referee for a number of suggestions that helped us to improve the exposition.

## 2. Frobenius structures associated to Hurwitz spaces

2.1. Darboux-Egoroff equations. In this paper we consider only semi-simple Frobenius manifolds. There is a way to encode the structure of a semi-simple Frobenius manifold in canonical coordinates as a solution of a system of PDEs that is called Darboux-Egoroff equations [1].

Let $n \geq 1$. We consider functions $\gamma_{i j}=\gamma_{j i}, i, j=1, \ldots, n, i \neq j$, in variables $u_{1}, \ldots, u_{n}$. The Darboux-Egoroff equations read:

$$
\begin{align*}
\frac{\partial \gamma_{i j}}{\partial u_{k}} & =\gamma_{i k} \gamma_{k j}, & & i \neq j \neq k \neq i  \tag{1}\\
\sum_{k=1}^{n} \frac{\partial \gamma_{i j}}{\partial u_{k}} & =0 & & i \neq j
\end{align*}
$$

Is it convenient to collect $\gamma_{i j}$ into a symmetric matrix with the diagonal terms that can be either equal to 0 or just arbitrary. We introduce a special notation for that. Let $M$ be a symmetric matrix. By n.d. $M$ we denote the same matrix with non-specified diagonal terms.

Remark 2.1. A Frobenius manifold in the sense of [1] must be equipped with an Euler vector field. We omit this requirement, since it is not well compatible with the deformation technique that we use this paper.
2.2. Hurwitz spaces. We fix some integer numbers $d_{1}, \ldots, d_{m}>0$ and $g \geq 0$. Let $\mathcal{H}$ be the space of the equivalence classes of the tuples of data $\left(C_{g},\left\{a_{i}, b_{i}\right\}_{i=1}^{g}, f: C_{g} \rightarrow \mathbb{C} P^{1}\right)$, where $C_{g}$ is a Riemann surface of genus $g,\left\{a_{i}, b_{i}\right\}_{i=1}^{g}$ is a choice of the canonical basis of cycles on $C_{g}$, and $f: C_{g} \rightarrow \mathbb{C P}{ }^{1}$ is a meromorphic function of degree $d:=\sum_{i=1}^{m} d_{i}$ with exactly $m$ poles of multiplicity $d_{1}, \ldots, d_{m}$ and $n:=2 g+d+m-2$ simple critical points $x_{1}, \ldots, x_{n} \in C_{g}$. In addition, we choose local parameters $z, \ldots, z_{n}$ at the points $x_{1}, \ldots, x_{n} \in C_{g}$ such that $f=z_{i}^{2}$ in a neighbourhood of $x_{i}$. Two tuples of this data are equivalent if there is a biholomorphic map between two source curves that preserves the rest of the data.

The critical values of meromorphic functions $u_{i}:=f\left(x_{i}\right), i=1, \ldots, n$, are local coordinates on the space $\mathcal{H}$.

We recall the Kokotov-Korotkin construction [5] of a solution of the Darboux-Egoroff equations. Let $W(P, Q)$ be the canonical meromorphic bidifferential on a Riemann surface $C_{g}$. That is, $W(P, Q)$ is specified by the following properties: it is symmetric, it has a quadratic pole on the diagonal $P=Q$ with biresidue 1 , and its $a$-periods with respect to both variables vanish. Then the functions

$$
\begin{equation*}
\gamma_{i j}:=\frac{1}{2} W\left(x_{i}, x_{j}\right):=\left.\frac{1}{2} \frac{W(P, Q)}{d z_{i}(P) d z_{j}(Q)}\right|_{P=x_{i}, Q=x_{j}} \tag{2}
\end{equation*}
$$

in variables $u_{1}, \ldots, u_{n}$ satisfy the Darboux-Egoroff equations.
2.3. Shramchenko's deformations. Let $\omega_{i}, i=1, \ldots, g$, be the basis of holomorphic differentials on $C_{g}$ normalized by $\int_{a_{i}} \omega_{j}=\delta_{i j}$. Denote by $\omega$ the matrix of the values of $\omega_{i}$ at critical points:

$$
\begin{equation*}
\omega_{i j}:=\omega_{i}\left(x_{j}\right):=\left.\frac{\omega_{i}(P)}{d z_{j}(P)}\right|_{P=x_{j}} \tag{3}
\end{equation*}
$$

Denote by $B$ the matrix of $b$-periods of these differentials divided by $\pi \sqrt{-1}, B_{i j}:=\frac{1}{\pi \sqrt{-1}} \int_{b_{i}} \omega_{j}$. Let $M$ be an arbitrary $g \times g$ symmetric matrix such that $B+M$ is non-degenerate. Shramchenko's deformations of Hurwitz Frobenius manifolds [11] are given by the formula

$$
\begin{equation*}
\text { n.d. } \gamma(M):=\text { n.d. }\left(\gamma-\omega^{t}(B+M)^{-1} \omega\right) . \tag{4}
\end{equation*}
$$

Here n.d. $\gamma$ is given by equation (2). Shramchenko proved that $\gamma_{i j}(M)$ are solutions of the Darboux-Egoroff equations in the variables $u_{1}, \ldots, u_{n}$ in the domain $\operatorname{det}(B+M) \neq 0$. Observe that n.d. $\gamma(M)$ tends to n.d. $\gamma$ when $(B+M)^{-1}$ tends to zero.

The proof that n.d. $\gamma(M)$ is a solution of the Darboux-Egoroff equations is based on Rauch variational formula and its corollaries:

$$
\begin{align*}
\frac{\partial W(P, Q)}{\partial u_{j}} & =\frac{1}{2} W\left(P, x_{j}\right) W\left(Q, x_{j}\right)  \tag{5}\\
\frac{\partial \omega_{i}(P)}{\partial u_{j}} & =\frac{1}{2} \omega_{i}\left(x_{j}\right) W\left(P, x_{j}\right)  \tag{6}\\
\frac{\partial B_{k l}}{\partial u_{j}} & =\omega_{k}\left(x_{j}\right) \omega_{l}\left(x_{j}\right) \tag{7}
\end{align*}
$$

where evaluation of differentials at particular points is defined in (2) and (3).

## 3. Van de Leur's formalism for Frobenius manifolds

In this section we explain van de Leur's construction of a Frobenius structure associated to a point in the isotropic semi-infinite Grassmannian.
3.1. Basic definitions. Let $V=\left\langle e_{1}, \ldots, e_{n}\right\rangle$ be an $n$-dimensional vector space over $\mathbb{C}$. Let $z$ be a formal variable. We denote by $\mathcal{V}$ the vector space $\Lambda^{\infty / 2}\left(V \otimes \mathbb{C}\left[z^{-1}, z\right]\right)$ spanned by the semi-infinite wegde products

$$
\omega=\left(e_{i_{1}} z^{d_{1}}\right) \wedge\left(e_{i_{2}} z^{d_{2}}\right) \wedge\left(e_{i_{3}} z^{d_{3}}\right) \wedge \ldots
$$

such that the tail of $\omega$ coinsides with the tail of vacuum vector

$$
|0\rangle:=\left(e_{1} z^{0}\right) \wedge \cdots \wedge\left(e_{n} z^{0}\right) \wedge\left(e_{1} z^{1}\right) \wedge \cdots \wedge\left(e_{n} z^{1}\right) \wedge \ldots
$$

By tail of $\omega$ we call another basis vector in $\mathcal{V}$ that is obtained from $\omega$ by removing the first few factors in the wedge product.

Consider a matrix series $A(z) \in \operatorname{End}(V) \otimes \mathbb{C}\left[\left[z^{-1}, z\right]\right]$ such that $A^{t}(-z) A(z)=\operatorname{Id} \cdot z^{0}$ (it is better to imagine it as a finite product of invertible matrix series in $\operatorname{End}(V) \otimes \mathbb{C}[[z]]$ and $\operatorname{End}(V) \otimes \mathbb{C}\left[\left[z^{-1}\right]\right]$ with the unit constant term satisfying the same symplectic condition).

Let $\alpha_{i}$ be a local Lie algebra element whose action on $V \otimes \mathbb{C}\left[z^{-1}, z\right]$ is defined by

$$
\alpha_{i}\left(e_{j} z^{d}\right):= \begin{cases}e_{j} z^{d+1} & \text { if } i=j, \\ 0 & \text { otherwise }\end{cases}
$$

and is expanded to $\mathcal{V}$ by the Leibnitz rule.
All basic objects that we are going to consider are some matrix elements of the operator

$$
\mathcal{A}:=\exp \left(\sum_{i=1}^{n} \alpha_{i} u_{i}\right) A(z)
$$

where $u_{1}, \ldots, u_{n}$ are formal variables.

We denote by $\gamma_{i j}=\gamma_{i j}(A), i, j=1, \ldots, n, i \neq j$, the following matrix elements of $\mathcal{A}$ :

$$
\gamma_{i j}:= \pm \frac{\left.\langle\mid 0\rangle|\mathcal{A}|\left(e_{i} z^{-1}\right) \wedge \partial_{\left(e_{j} z^{0}\right)}|0\rangle\right\rangle}{\langle\mid 0\rangle|\mathcal{A}||0\rangle\rangle}
$$

(the vector $\left(e_{i} z^{-1}\right) \wedge \partial_{\left(e_{j} z^{0}\right)}|0\rangle$ is obtained, up to a sign, from the vacuum vector $|0\rangle$ by the replacement of $\left(e_{j} z^{0}\right)$ by $\left(e_{i} z^{-1}\right)$ ).

We denote by $\left(\Psi_{d}\right)_{i j}=\left(\Psi_{d}\right)_{i j}(A), i, j=1, \ldots, n$, the following matrix elements of $\mathcal{A}$ :

$$
\left(\Psi_{d}\right)_{i j}:=\frac{\left.\left\langle\left(e_{j} z^{-1}\right) \wedge \mid 0\right\rangle|\mathcal{A}|\left(e_{i} z^{-1-d}\right) \wedge|0\rangle\right\rangle}{\langle\mid 0\rangle|\mathcal{A}||0\rangle\rangle}
$$

These matrices are can be arranged into a generating series $\Psi(z):=$ $\sum_{d=0}^{\infty} z^{d} \Psi_{d}$ that would be a wave function of multi-KP hierarchy multiplied by $A(z)$ from the right. The property $A^{t}(-z) A(z)=\mathrm{Id} \cdot z^{0}$ imply that $\Psi^{t}(-z) \Psi(z)=\operatorname{Id} \cdot z^{0}$.

Van de Leur has shown in [8] that a formal locally semi-simple Frobenius structure can expressed in terms of the matrices $\gamma$ and $\Psi_{d}, d \geq 0$. In particular, $\gamma_{i j}$ is a solution of the Darboux-Egoroff system; $u_{1}, \ldots, u_{n}$ are canonical coordinates; $\Psi_{0}^{t} \Psi_{1} \mathbf{1}$ is a column of flat coordinates (here $\mathbf{1}$ is the column of units); and $(1 / 2) \cdot \mathbf{1}^{t} \Psi_{0}^{t}\left(-\Psi_{3} \Psi_{0}^{t}+\Psi_{2} \Psi_{1}^{t}\right) \Psi_{0} \mathbf{1}$ is the prepotential of a Frobenius manifold.
3.2. Infinitesimal deformations. From the previous section we see that the right multiplication of a matrix $A(z)$ by a matrix $B(z)$ defines the action on the functions $\gamma(A), \Psi_{d}(A)$ of the groups of matrices $B(z) \in \operatorname{Hom}(V, V) \otimes \mathbb{C}[[z]], B^{t}(-z) B(z)=\operatorname{Id} \cdot z^{0}$, and $B\left(z^{-1}\right) \in$ $\operatorname{Hom}(V, V) \otimes \mathbb{C}\left[\left[z^{-1}\right]\right], B^{t}\left(-z^{-1}\right) B\left(z^{-1}\right)=\mathrm{Id} \cdot z^{0}$, both with the unit constant term. This group action is crucially important, see, e.g., [4, Introduction] for a list of particular applications and references.

We discuss the corresponding Lie algebra action. Let $k \geq 0$ and $\ell>0$. Let matrices $r$ and $s$ be symmetric for odd $\ell$ and skewsymmetric for even $\ell$. It is proven in [4] that

$$
\begin{align*}
& \left.\frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \Psi_{k}\left(A \exp \epsilon\left(r z^{-\ell}\right)\right)=  \tag{8}\\
& \Psi_{\ell+k}(A) r-\sum_{p=1}^{\ell} \sum_{q=0}^{\ell-p}(-1)^{\ell-p-q} \Psi_{q}(A) r \Psi_{\ell-p-q}^{t}(A) \Psi_{p+k}(A) ; \\
& \left.\frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \Psi_{k}\left(A \exp \epsilon\left(s z^{\ell}\right)\right)= \begin{cases}\Psi_{k-\ell}(A) s, & \ell \leq k ; \\
0, & \ell>k\end{cases} \tag{9}
\end{align*}
$$

This allows to compute the action of this Lie algebra on the prepotential of Frobenius manifolds in flat coordinates, since both the prepotential and the flat coordinates are expressed in terms of $\Psi_{d}, d \geq 0$.

In order to deal with Hurwitz Frobenius manifolds, we need some formulas for the Lie algebra action on n.d. $\gamma(A)$.

Theorem 3.1. Let $\ell \geq 0$. Let matrices $r$ and $s$ be symmetric for odd $\ell$ and skewsymmetric for even $\ell$. We have:

$$
\begin{align*}
& \left.\frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \text { n.d. } \gamma\left(A \exp \epsilon\left(r z^{-\ell}\right)\right)=\text { n.d. } \sum_{i+j=\ell-1}(-1)^{j-1} \Psi_{i}(A) r \Psi_{j}^{t}(A)  \tag{10}\\
& \left.\frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \text { n.d. } \gamma\left(A \exp \epsilon\left(s z^{\ell}\right)\right)=0 . \tag{11}
\end{align*}
$$

Proof. This theorem is an easy consequence of formulas (8) and (9). Indeed, there is a relation between $\Psi_{d}, d \geq 0$ and n.d. $\gamma$ that is proven in [8]. For any $d \geq 0, k=1, \ldots, n$, we have:

$$
\begin{equation*}
\frac{\partial}{\partial u_{k}} \Psi_{d}=E_{k k} \Psi_{d-1}+\left[\text { n.d. } \gamma, E_{k k}\right] \Psi_{d} \tag{12}
\end{equation*}
$$

Here and below we assume that $\Psi_{-1}=0$ and we use $\gamma$ with arbitrary diagonal terms since they disappear in the commutator with $E_{k k}$. By $E_{k k}$ we denote the matrix unit, that is $\left(E_{k k}\right)_{i j}:=\delta_{i k} \delta_{j k}$. This formula gives an expression for all elements of n.d. $\gamma$ in terms of $\Psi_{0}$ and its derivatives.

From (12) it follows that

$$
\begin{aligned}
\left.\frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \frac{\partial}{\partial u_{k}} \Psi_{0}\left(A \exp \epsilon\left(r z^{-\ell}\right)\right) & =\left[\left.\frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \gamma\left(A \exp \epsilon\left(r z^{-\ell}\right)\right), E_{k k}\right] \Psi_{0}(A) \\
& +\left.\left[\gamma(A), E_{k k}\right] \frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \Psi_{0}\left(A \exp \epsilon\left(r z^{-\ell}\right)\right) .
\end{aligned}
$$

Hence, using (8), we obtain the following equation:

$$
\begin{aligned}
& \frac{\partial}{\partial u_{k}}\left(\Psi_{\ell} r+\sum_{q=0}^{\ell-1}(-1)^{\ell-q} \Psi_{q} r \Psi_{\ell-q}^{t} \Psi_{0}\right)= \\
& {\left[\delta \gamma, E_{k k}\right] \Psi_{0}+\left[\gamma, E_{k k}\right]\left(\Psi_{\ell} r+\sum_{q=0}^{\ell-1}(-1)^{\ell-q} \Psi_{q} r \Psi_{\ell-q}^{t} \Psi_{0}\right)}
\end{aligned}
$$

where we denote $\left.\frac{\partial}{\partial \epsilon}\right|_{\epsilon=0} \gamma\left(A \exp \epsilon\left(r z^{-\ell}\right)\right)$ by $\delta \gamma$. Using equation (12) and $\Psi^{t}(-z) \Psi(z)=\operatorname{Id} \cdot z^{0}$, we see that

$$
\left[\delta \gamma, E_{k k}\right] \Psi_{0}=\left[E_{k k}, \sum_{i=0}^{\ell-1}(-1)^{i} \Psi_{\ell-1-i} r \Psi_{i}^{t}\right] \Psi_{0}
$$

Since $\Psi_{0}$ is invertible, $\Psi_{0} \Psi_{0}^{t}=\mathrm{Id}$, we obtain equation (10). Equation (11) can be proven in the same way, but in fact it is obvious from the definition of $\gamma$.

Example 3.2. The simplest non-trivial deformation would be by an element $r z^{-1}$, where $r$ is an arbitrary symmetric matrix. Denote by $\delta_{r} \gamma$ and $\delta_{r} \Psi_{d}$ the corresponding infinitesimal deformations. We have the following system of equations:

$$
\begin{align*}
\text { n.d. } \delta_{r} \gamma & =- \text { n.d. } \Psi_{0} r \Psi_{0}^{t}  \tag{13}\\
\delta_{r} \Psi_{0} & =\Psi_{1} r-\Psi_{0} r \Psi_{0}^{t} \Psi_{1} \\
\delta_{r} \Psi_{1} & =\Psi_{2} r-\Psi_{0} r \Psi_{0}^{t} \Psi_{2} \\
& \text { and so on. }
\end{align*}
$$

## 4. Special deformations

Shramchenko's deformations of Hurwitz Frobenius manifolds discussed in section 2.3 fits into a special case of example 3.2 that can be integrated explicitely.
4.1. The input. Consider a symmetric $n \times n$ matrix $n$.d. $\gamma$ whose elements are functions in $u_{1}, \ldots, u_{n}$. Let n.d. $\gamma$ be a solution of the Darboux-Egoroff equations (1). There are two matrix-valued functions with clear geometric meanings associated to the Frobenius structures corresponding to n.d. $\gamma$.

First, there is a solution of the commutativity equations [9], which is a symmetric $n \times n$ matrix $C=C\left(u_{1}, \ldots, u_{n}\right)$ such that $d C \wedge d C=0$. In terms of multi-KP tau-functions, $C=\Psi_{0}^{t} \Psi_{1}$.

Second, one can consider $\Psi_{0}$ itself. In geometric terms $\Psi_{0}$ is defined by the equation $d C=\Psi_{0}^{t} \cdot \operatorname{diag}\left(d u_{1}, \ldots, d u_{n}\right) \cdot \Psi_{0}$. That is, it is the matrix that relates the canonical and the flat coordinates for the underlying Frobenius structures, see [1, 8]. An alternative way to define $\Psi_{0}$ is the following. Consider the system of equations (it is equivalent to equation (12) with $d=0$ ):

$$
\begin{array}{rlr}
\frac{\partial\left(\Psi_{0}\right)_{i j}}{\partial u_{k}} & =\gamma_{i k}\left(\Psi_{0}\right)_{k j}, & i \neq k, \\
\sum_{k=1}^{n} \frac{\partial\left(\Psi_{0}\right)_{i j}}{\partial u_{k}} & =0 . \tag{15}
\end{array}
$$

Compatibility of this system of equations follows from the DarbouxEgoroff equations for n.d. $\gamma$. This system of equations implies that $\partial\left(\Psi_{0}^{t} \Psi_{0}\right) / \partial u_{k}=0, k=1, \ldots, n$, and $\Psi_{0}$ that we need is a particular solution of this system of equations such that $\Psi_{0}^{t} \Psi_{0}=\mathrm{id}$.
4.2. Special deformations. We consider a distribution of vector subspaces in the tangent bundle of the space of the solutions of the DarbouxEgoroff equations. It is given by the Givental-van de Leur tangent vectors of the type (13) described in example 3.2. It is easy to see that, roughly speaking, a deformation of a particular solution of the

Darboux-Egoroff equations is given by an ordinary differential equations of the infinite order.

However, there is a special class of infinitesimal deformations that can be reduced to a finite order ODEs. We fix a positive integer $g \leq$ $n / 2$. Let $D$ be a $g \times n$ constant matrix of rank $g$ such that $D D^{t}=0$. Let us consider the distribution in the tangent bundle of the moduli space of the solutions of the Darboux-Egoroff equations given by the Giventalvan de Leur tangent vectors of the type (13) described in example 3.2 with the matrix $r$ that can be represented as $r=D^{t} M D$, where $M$ is an arbitrary symmetric $g \times g$ matrix. In that case equation (13) can be reduced to an ODE of finite order.

Proposition 4.1. Equation (13) for the matrix $r=D^{t} M D$ implies the following system of ODEs for n.d. $\gamma, \omega:=D \Psi_{0}^{t}$, and $B:=D C D^{t}$ :

$$
\begin{align*}
\text { n.d. } \delta_{M} \gamma & =- \text { n.d. } \omega^{t} M \omega  \tag{16}\\
\delta_{M} \omega & =-B M \omega \\
\delta_{M} B & =-B M B .
\end{align*}
$$

Proof. Direct computation.
In order to use this proposition for a particular n.d. $\gamma$ without going back to the full multi-KP framework, we need an independent definitions of $\omega$ and $B$ in terms of $\gamma$ and $D$. We define $\omega$ as a $g \times n$-matrixvalued solutions of the equation

$$
\begin{equation*}
d \omega=\omega \cdot\left[\operatorname{diag}\left(d u_{1}, \ldots, d u_{n}\right), \text { n.d. } \gamma\right] \tag{17}
\end{equation*}
$$

with the constant term $\left.\omega\right|_{u=0}=\left.D \Psi_{0}^{t}\right|_{u=0}$. We define $B$ to be a $g \times g$ -matrix-valued solution of the equation

$$
\begin{equation*}
d B=\omega \cdot \operatorname{diag}\left(d u_{1}, \ldots, d u_{n}\right) \cdot \omega^{t} \tag{18}
\end{equation*}
$$

with the constant term $\left.B\right|_{u=0}=\left.D C D^{t}\right|_{u=0}$.
Equations (16) can be integrated explicitely in the case when $M$ is a constant matrix independent of n.d. $\gamma, \omega$, and $B$. Indeed, let us define n.d. $\gamma(\epsilon), \omega(\epsilon)$, and $B(\epsilon)$ by the following formulas:

$$
\begin{align*}
\text { n.d. } \gamma(\epsilon) & :=\text { n.d. } \gamma-\text { n.d. } \omega^{t} \epsilon M(1+\epsilon B M)^{-1} \omega ;  \tag{19}\\
\omega(\epsilon) & =(1+\epsilon B M)^{-1} \omega \\
B(\epsilon) & =(1+\epsilon B M)^{-1} B
\end{align*}
$$

(these formulas are defined in the domain where $(1+\epsilon B M)$ is invertible).

Proposition 4.2. The matrices n.d. $\gamma(\epsilon)$, $\omega(\epsilon)$, and $B(\epsilon)$ satisfy equations (17) and (18) for any $\epsilon \geq 0$. They integrate the constant vector
field determined by the matrix $M$, that is,

$$
\begin{aligned}
\text { n.d. } \frac{\partial \gamma(\epsilon)}{\partial \epsilon} & =- \text { n.d. } \omega(\epsilon)^{t} M \omega(\epsilon) ; & \text { n.d. }\left.\gamma(\epsilon)\right|_{\epsilon=0} & =\text { n.d. } \gamma ; \\
\frac{\partial \omega(\epsilon)}{\partial \epsilon} & =-B(\epsilon) M \omega(\epsilon) ; & \left.\omega(\epsilon)\right|_{\epsilon=0} & =\omega ; \\
\frac{\partial B(\epsilon)}{\partial \epsilon} & =-B(\epsilon) M B(\epsilon) ; & \left.B(\epsilon)\right|_{\epsilon=0} & =B ;
\end{aligned}
$$

Proof. Direct computation.
4.3. Shramchenko's formulas. In this context, Shramchenko's formulas are a version of formulas (19) for $\epsilon=1$, with some appropriate changes. Let us use n.d. $\gamma, \omega$ and $B$ defined in section 2.3. Equations (5)-(7) imply Darboux-Egoroff equations for n.d. $\gamma$ and equations (17)-(18). Therefore, we have a system suitable for deformation given by (16) (the initial conditions for $\omega$ and $B$ depend on the choice of a particular point of a formal expansion). Indeed, let us substitute $\epsilon=1$ in equation (19). We have:

$$
\text { n.d. }\left.\gamma(\epsilon)\right|_{\epsilon=1}=\text { n.d. }\left.\gamma(\epsilon)\right|_{\epsilon=0}-\text { n.d. } \omega^{t}\left(M^{-1}+B\right)^{-1} \omega \text {. }
$$

If we change the notations in order to replace $M^{-1}$ with $M$, we obtain exactly formula (4).

Remark 4.3. One could obtain the same solution of the DarbouxEgoroff equations from a special deformation of the following triple: n.d. $\tilde{\gamma}:=\gamma-\omega^{t} B \omega, \tilde{\omega}:=B^{-1} \omega$, and $\tilde{B}:=B^{-1}$. In that case some formulas would look a bit simpler.
Remark 4.4. Deformations of "real doubles" [10] of Hurwitz Frobenius manifolds fit into exactly the same scheme as we discuss in section 4.2 .

Moreover, in our argument there is still some freedom for the choice of the matrix $D$. For example, one can look for the deformations coresponding to a matrix $D$ represented as $D:=U D_{0}$, where $U$ is an arbitrary $g \times g$ matrix and $D_{0}$ is some fixed $g \times n$ matrix that satisfies $D_{0} D_{0}^{t}=0$. It would give us a family of special deformations parametrized by two matrices, and the deformations of Hurwitz Frobenius manifolds considered in [6, Remark 4] fit into this scheme after a change of parametrization.
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