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Abstract. In this paper we study various properties of the double ramification hierarchy, an inte-
grable hierarchy of hamiltonian PDEs introduced in [Bur15a] using intersection theory of the double
ramification cycle in the moduli space of stable curves. In particular, we prove a recursion formula
that recovers the full hierarchy starting from just one of the Hamiltonians, the one associated to the
first descendant of the unit of a cohomological field theory. Moreover, we introduce analogues of the
topological recursion relations and the divisor equation both for the hamiltonian densities and for the
string solution of the double ramification hierarchy. This machinery is very efficient and we apply it
to various computations for the trivial and Hodge cohomological field theories, and for the r-spin Wit-
ten’s classes. Moreover we prove the Miura equivalence between the double ramification hierarchy and
the Dubrovin-Zhang hierarchy for the Gromov-Witten theory of the complex projective line (extended
Toda hierarchy).
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1. Introduction

In a recent paper, [Bur15a], one of the authors, inspired by ideas from symplectic field the-
ory [EGH00], has introduced a new integrable hierarchy of PDEs associated to a given cohomological
field theory. The construction makes use of the intersection numbers of the given cohomological field
theory with the double ramification cycle, the top Chern class of the Hodge bundle and psi-classes on
the moduli space of stable Riemann surfacesMg,n. Since the top Chern class of the Hodge bundle van-
ishes outside of the moduli space of stable curves of compact type, one can use Hain’s formula [Hai13]
to express the double ramification cycle in computations and, in particular, the consequent polynomi-
ality of the double ramification cycle with respect to ramification numbers.

In [Bur15a] the author further conjectures, guided by the examples of the trivial and the Hodge co-
homological field theories (which give the KdV and the ILW hierarchies, respectively) that the double
ramification hierarchy is Miura equivalent to the Dubrovin-Zhang hierarchy associated to the same
cohomological field theory via the construction described, for instance, in [DZ05].

In this paper, after defining some natural hamiltonian densities for the double ramification hier-
archy, using results from [BSSZ12] we derive a series of equations for such densities. Some of these
equations are reminiscent of the topological recursion relations and the divisor equation in Gromov-
Witten theory [KM94, Get98], but also of their analogues from symplectic field theory [FR11, Ros12].
The dilaton recursion of Theorem 3.3, in pariticular, is sufficient to recover the full hierarchy of the
hamiltonian densities, starting just from one Hamiltonian (the one associated with the first descendant
of the unit of the cohomological field theory). We apply this technique to compute explicit formulae
for the double ramification hierarchy of the r-spin Witten’s classes for r = 3, 4 and, in particular,
we conjecture explicit formulae for the Miura transformations that should link such hierarchy to the
Dubrovin-Zhang hierarchy.

In the second part we focus instead on the string solution of the double ramification hierarchy
(see [Bur15a]) and prove that the divisor equation for the Hamiltonians implies the divisor equation
for the string solution. Our main application of this fact is a proof of the Miura equivalence described
above in the case of the Gromov-Witten theory of the complex projective line. Consider the Gromov-
Witten theory of CP1 and the corresponding cohomological field theory. We use uα as the variables
of the double ramification hierarchy for CP1 and wα as the variables of the ancestor Dubrovin-Zhang
hierarchy for CP1.

Theorem 1.1. The double ramification hierarchy for CP1 is related to the ancestor Dubrovin-Zhang
hierarchy for CP1 by the Miura transformation

uα(w) =
e
ε
2
∂x − e−

ε
2
∂x

ε∂x
wα.(1.1)
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2. The double ramification hierarchy

In this section we briefly recall the main definitions in [Bur15a]. The double ramification hierarchy is
a system of commuting Hamiltonians on an infinite dimensional phase space that can be heuristically
thought of as the loop space of a fixed vector space. The entry datum for this construction is a
cohomological field theory in the sense of Kontsevich and Manin [KM94]. Denote by cg,n : V ⊗n →
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Heven(Mg,n;C) the system of linear maps defining the cohomological field theory, V its underlying
N -dimensional vector space, η its metric tensor and e1 the unit of the cohomological field theory.

2.1. The formal loop space. The loop space of V will be defined somewhat formally by describ-
ing its ring of functions. Following [DZ05] (see also [Ros10]), let us consider formal variables uαp ,
α = 1, . . . , N , p = 0, 1, 2, . . ., associated to a basis e1, . . . , eN for V . Always just at a heuristic level,
the variable uα := uα0 can be thought of as the component uα(x) along eα of a formal loop u : S1 → V ,
where x the coordinate on S1, and the variables uαx := uα1 , u

α
xx := uα2 , . . . as its x-derivatives. We

then define the ring A of differential polynomials as the ring of polynomials f(u;ux, uxx, . . .) in the
variables uαi , i > 0, with coefficients in the ring of formal power series in the variables uα = uα0 . We can

differentiate a differential polynomial with respect to x by applying the operator ∂x :=
∑

i≥0 u
α
i+1

∂
∂uαi

(in general, we use the convention of sum over repeated greek indices, but not over repeated latin
indices). Finally, we consider the quotient Λ of the ring of differential polynomials first by constants
and then by the image of ∂x, and we call its elements local functionals. A local functional which is the
equivalence class of f = f(u;ux, uxx, . . .) will be denoted by f =

∫
fdx. Strictly speaking, in order to

obtain the ring of functions for our formal loop space, we must consider a completion of the symmet-
ric tensor algebra of the space of local functionals whose elements correspond to multiple integrals on
multiple copies of the variable x of differential polynomials of multiple copies of the variables uαi , but
we will not really use this in the paper.

Differential polynomials and local functionals can also be described using another set of formal
variables, corresponding heuristically to the Fourier components pαk , k ∈ Z, of the functions uα =
uα(x). Let us, hence, define a change of variables

uαj =
∑
k∈Z

(ik)jpαk e
ikx,

which allows us to express a differential polynomial f as a formal Fourier series in x where the coeffi-
cient of eikx is a power series in the variables pαj (where the sum of the subscripts in each monomial

in pαj equals k). Moreover, the local functional f corresponds to the constant term of the Fourier series
of f .

Let us describe a natural class of Poisson brackets on the space of local functionals. Given a matrix

of differential operators of the form Kµν =
∑

j≥0K
µν
j ∂jx, where the coefficients Kµν

j are differential
polynomials and the sum is finite, we define

{f, g}K :=

∫ (
δf

δuµ
Kµν δg

δuν

)
dx,

where we have used the variational derivative δf
δuµ :=

∑
i≥0(−∂x)i ∂f

∂uµi
. Imposing that such bracket

satisfies the anti-symmetry and the Jacobi identity will translate, of course, into conditions for the
coefficients Kµν

j . An operator that satisfies such conditions will be called hamiltonian. We will also
define a Poisson bracket between a differential polynomial and a local functional as

{f, g}K :=
∑
i≥0

∂f

∂uµi
∂ix

(
Kµν δg

δuν

)
dx.

A standard example of a hamiltonian operator is given by η∂x. The corresponding Poisson bracket,
heavily used in what follows, also has a nice expression in terms of the variables pαk :

{pαk , p
β
j }η∂x = iηαβkδk+j,0.

Finally, we will need to consider extensions of the spaces A and Λ of differential polynomials and
local functionals. First, let us introduce a grading deg uαi = i and a new variable ε with deg ε = −1.

Then Â[k] and Λ̂[k] are defined, respectively, as the subspaces of degree k of Â := A ⊗ C[[ε]] and

of Λ̂ := Λ⊗C[[ε]]. Their elements will still be called differential polynomials and local functionals. We

can also define Poisson brackets as above, starting from hamiltonian operators Kµν =
∑

i,j≥0K
µν
ij ε

i∂jx,
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where Kµν
ij are differential polynomials of degree i − j + 1. The corresponding Poisson bracket will

then have degree 1.

A hamiltonian system of PDEs is a system of the form

∂uα

∂τi
= Kαµ δhi

δuµ
, α = 1, . . . , N, i = 1, 2, . . . ,(2.1)

where hi ∈ Λ̂[0] are local functionals with the compatibility condition {hi, hj}K = 0 for i, j ≥ 1.

2.2. The double ramification hierarchy. Given a cohomological field theory

cg,n : V ⊗n → Heven(Mg,n;C),

we define hamiltonian densities of the double ramification hierarchy as the following generating series:

gα,d :=
∑

g≥0,n≥1
2g−1+n>0

(−ε2)g

n!
×

×
∑

a1,...,an∈Z

(∫
DRg(−

∑
ai,a1,...,an)

λgψ
d
1cg,n+1(eα ⊗ eα1 ⊗ . . .⊗ eαn)

)
pα1
a1 . . . p

αn
an e

ix
∑
ai ,

(2.2)

for α = 1, . . . , N and d = 0, 1, 2, . . .. Here DRg (a1, . . . , an) ∈ H2g(Mg,n;Q) is the double ramification
cycle, λg is the g-th Chern class of the Hodge bundle and ψi is the first Chern class of the tautological
bundle at the i-th marked point.

The above expression can be uniquely written as a differential polynomial in uµi in the following
way. In genus 0 we have

DRg(a1, . . . , an) = [M0,n].(2.3)

In higher genera g > 0 Hain’s formula [Hai13] together with the result of [MW13] imply that

DRg(a1, . . . , an)|Mct
g,n

=
1

g!

 n∑
j=1

a2jψ
†
j

2
−

∑
J⊂{1,...,n}
|J |≥2

 ∑
i,j∈J,i<j

aiaj

 δJ0 −
1

4

∑
J⊂{1,...,n}

g−1∑
h=1

a2Jδ
J
h


g

,

(2.4)

whereMct
g,n is the moduli space of curves of compact type, ψ†j denotes the ψ-class that is pulled back

from Mg,1, the integer aJ is the sum
∑

j∈J aj and the class δJh represents the divisor whose generic
point is a nodal curve made of one smooth component of genus h with the marked points labeled by
the list J and of another smooth component of genus g− h with the remaining marked points, joined
at a separating node. From formulae (2.3), (2.4) and the fact that λg vanishes on Mg,n \ Mct

g,n it
follows that the integral ∫

DRg(−
∑
ai,a1,...,an)

λgψ
d
1cg,n+1(eα ⊗ eα1 ⊗ . . .⊗ eαn)(2.5)

is a polynomial in a1, . . . , an homogeneous of degree 2g. Denote it by

Pα,d,g;α1,...,αn(a1, . . . , an) =
∑

b1,...,bn≥0
b1+...+bn=2g

P b1,...,bnα,d,g;α1,...,αn
ab11 . . . abnn .

Then we have

gα,d =
∑

g≥0,n≥1
2g−1+n>0

ε2g

n!

∑
b1,...,bn≥0

b1+...+bn=2g

P b1,...,bnα,d,g;α1,...,αn
uα1
b1
. . . uαnbn .

In particular, gα,d =
∫
gα,ddx, expressed in terms of the p-variables, coincides with the definition

given in [Bur15a]. The system of local functionals gα,d, for α = 1, . . . , N , d = 0, 1, 2, . . ., and the
corresponding system of hamiltonian PDEs with respect to the standard Poisson bracket {·, ·}η∂x is
called the double ramification hierarchy. The fact that the Hamiltonians gα,d mutually commute with
respect to the standard bracket is proved in [Bur15a]. Finally, we add by hand N more commuting
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hamiltonian densities gα,−1 := ηαµu
µ for α = 1, . . . , N . The corresponding local functionals gα,−1 are

Casimirs of the standard Poisson bracket.

3. Recursion relations for the hamiltonian densities

The results of this section are based on the following two splitting formulae from [BSSZ12] for the
intersection of a ψ-class with the double ramification cycle. Let I t J = {1, . . . , n} and let us denote
by DRg1(aI ,−k1, . . . ,−kp) � DRg2(aJ , k1, . . . , kp) the cycle in Mg1+g2+p−1,n obtained by gluing the
two double ramification cycles at the marked points labeled by k1, . . . , kp.

Theorem 3.1 ([BSSZ12]). Let a1, . . . , an be a list of integers with vanishing sum. Assume that as 6= 0.
Then we have

asψsDRg(a1, . . . , an) =

=
∑
I,J

∑
p≥1

∑
g1,g2

∑
k1,...,kp

ρ

2g − 2 + n

∏p
i=1 ki
p!

DRg1(aI ,−k1, . . . ,−kp) � DRg2(aJ , k1, . . . , kp).

Here the first sum is taken over all I t J = {1, . . . , n} such that
∑

i∈I ai > 0; the third sum is over all
non-negative genera g1, g2 satisfying g1 + g2 + p − 1 = g; the fourth sum is over p-uplets of positive
integers with total sum

∑
i∈I ai = −

∑
j∈J aj. The number ρ is defined by

ρ =

{
2g2 − 2 + |J |+ p, if s ∈ I;

−(2g1 − 2 + |I|+ p), if s ∈ J.

Theorem 3.2 ([BSSZ12]). Let a1, . . . , an be a list of integers with vanishing sum. Assume that as 6= 0
and al = 0. Then we have

asψsDRg(a1, . . . , an) =
∑
I,J

∑
p≥1

∑
g1,g2

∑
k1,...,kp

ε

∏p
i=1 ki
p!

DRg1(aI ,−k1, . . . ,−kp) � DRg2(aJ , k1, . . . , kp).

Here the first sum is taken over all I t J = {1, . . . , n} such that
∑

i∈I ai > 0; the third sum is over all
non-negative genera g1, g2 satisfying g1 + g2 + p − 1 = g; the fourth sum is over p-uplets of positive
integers with total sum

∑
i∈I ai = −

∑
j∈J aj. The number ε is defined by

ε =


1, if s ∈ I and l ∈ J ;

−1, if s ∈ J and l ∈ I;

0, otherwise.

3.1. Dilaton recursion. In this section we prove the most powerful of our recursion relations for the
hamiltonian densities (2.2). It allows to reconstruct the full hierarchy of densities, starting from g1,1.

Theorem 3.3. We have the following recursion:

(3.1) ∂x ((D − 1)gα,d+1) =
∑
k≥0

(
∂gα,d
∂uµk

ηµν∂k+1
x

δg1,1
δuν

)
, α = 1, . . . , N, d ≥ −1,

where D :=
∑

k≥0(k + 1)uαk
∂
∂uαk

.

Proof. Given the polynomiality of the integral (2.5), it is sufficient to focus on the case, where ai >
0, i = 1, . . . , n. Using Theorem 3.1 we obtain

(3.2) (2g − 2 + n+ 1)

(
n∑
i=1

ai

)
Pα,d+1,g;α1,...,αn(a1, . . . , an) =

=
∑

ItJ={1,...,n}
|J |≥1

∑
g1+g2=g

2g2−1+|J |>0

∑
k>0

(2g2 − 2 + |J |+ 1)k · Pα,d,g1;αI ,µ(aI , k)ηµνPg2;αJ ,ν(aJ ,−k),

where Pg;α1,...,αn(a1, . . . , an) =
∑

b1,...,bn≥0
b1+...+bn=2g

P b1,...,bng;α1,...,αna
b1
1 . . . abnn =

∫
DRg(a1,...,an)

λgcg,n(eα1⊗. . .⊗eαn).

Notice that the right-hand side of the above formula is nonzero, only if k =
∑

j∈J aj . Let us introduce
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an auxiliary functional

g =
∑

g≥0,n≥2
2g−2+n>0

(−ε2)g

n!

∑
a1,...,an∈Z∑

ai=0

Pg;α1,...,αn(a1, . . . , an)pα1
a1 . . . p

αn
an =

=

∫  ∑
g≥0,n≥2

2g−2+n>0

ε2g

n!

∑
b1,...,bn≥0

b1+...+bn=2g

P b1,...,bng;α1,...,αnu
α1
b1
. . . uαnbn

 dx.

Then equation (3.2) translates to

(3.3) ∂x ((D − 1)gα,d+1) =
∑
k≥0

(
∂gα,d
∂uµk

ηµν∂k+1
x

δ

δuν
((D − 2)g)

)
.

Using the formula for the push-forward of the class ψ1 along the map π : Mg,n+1 → Mg,n, which
forgets the first marked point, π∗ψ1 = 2g−2+n, it’s easy to prove the following version of the dilaton
equation (compare also with [FR11]):

(D − 2)g = g1,1,(3.4)

which, together with formula (3.3), proves the theorem for all d ≥ 0. For the case d = −1, equa-

tion (3.1) gives (D − 1)gα,0 =
δg1,1
δuα , which is again an immediate consequence of the dilaton equation

above and the definition of g. �

Remark 3.4. Notice how, in equation (3.1), the right-hand side can be written as

{gα,d, g1,1}η∂x =
∂gα,d
∂t11

,

where tαi is the time associated with the evolution along the hamiltonian flow generated by gα,i. Since
we know that {gα,d, g1,1}η∂x = 0, we are sure that the above expression is ∂x-exact and, hence, such is
the right-hand side of equation (3.1), so that it makes sense to write

(D − 1)gα,d+1 = ∂−1x
∂gα,d
∂t11

.

3.2. Topological recursion. In this section we prove an equation for the hamiltonian densities that
is reminiscent of the topological recursion relation in rational Gromov-Witten theory.

Theorem 3.5. We have

(3.5) ∂x
∂gα,d+1

∂uβ
=
∑
k≥0

(
∂gα,d
∂uµk

ηµν∂k+1
x

δgβ,0
δuν

)
, 1 ≤ α, β ≤ N, d ≥ −1.

Proof. The proof is completely analogous to the proof of Theorem 3.3, but uses the second splitting
formula, Theorem 3.2. We leave the details to the reader. �

Remark 3.6. As for Theorem 3.3, we can express Theorem 3.5 too in a more suggestive form

∂gα,d+1

∂uβ
= ∂−1x

∂gα,d

∂tβ0
.

As a special case, for β = 1, given that ∂t10 = ∂x, we get the following string-type equation:

∂gα,d+1

∂u1
= gα,d,

which was already proved in [Bur15a].
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3.3. Divisor equation. In this section we derive another type of recursion that is based on the divisor
equation in Gromov-Witten theory. We can recommend the papers [Get99] and [KM94] as a good
introduction to Gromov-Witten theory.

Let V be a smooth projective variety and suppose that Hodd(V ;C) = 0. Denote by E ⊂ H2(V ;Z)
the semigroup of effective classes and let N be the Novikov ring of V . Let e1, . . . , eN be a basis
in H∗(V ;C). We assume that the elements ei are homogeneous in the cohomology H∗(V ;C). Consider
the Gromov-Witten theory of V and the corresponding cohomological field theory. Recall that the
metric η = (ηαβ), ηαβ = (eα, eβ), is induced by the Poincaré pairing in the cohomology H∗(V ;C).
Denote by

cg,n,β(eα1 ⊗ eα2 ⊗ . . .⊗ eαn) ∈ Heven(Mg,n;C)

the classes of our cohomological field theory. Note that they depend now on a class β ∈ E. Let

cg,n(eα1 ⊗ . . .⊗ eαn) :=
∑
β∈E

qβcg,n,β(eα1 ⊗ . . .⊗ eαn) ∈ Heven(Mg,n;C)⊗N .

Denote by 〈τd1(eα1) . . . τdn(eαn)〉descg,β the Gromov-Witten invariants of V . For any indices 1 ≤ α1, α2, α3 ≤
N let

cα1α2α3 :=
∑
β∈E

qβ 〈τ0(eα1)τ0(eα2)τ0(eα3)〉desc0,β and cα3
α1α2

:= ηα3µcα1α2µ.

We want to consider the double ramification hierarchy associated to our cohomological field theory.
Note that our situation is slightly different from [Bur15a] because of the presence of the Novikov ring.
However, it is easy to see that all the constructions from [Bur15a] still work. One should only keep

in mind that now the Hamiltonians gα,d are elements of the space Λ̂[0] ⊗N and the coefficients of the

Hamiltonian operator K belong to the space Â ⊗ N .
There is a natural operator q ∂∂q : N → N ⊗E, q ∂∂q (qβ) := qβ⊗β. The differential polynomial gα,d is

an element of the space Â[0]⊗N , so q ∂∂qgα,d is an element of Â[0]⊗N ⊗E. Let eγ1 , . . . , eγr be a basis

in H2(V ;C). Using the pairing 〈·, ·〉 : H2(V ;C)×E → C, we define elements
〈
eγi , q

∂
∂qgα,d

〉
∈ Â[0]⊗N .

Theorem 3.7. For any i = 1, . . . , r and d ≥ −1, we have〈
eγi , q

∂

∂q
gα,d+1

〉
= ∂−1x

∂gα,d
∂tγi0

− cµαγigµ,d.(3.6)

Proof. We begin by recalling the divisor equation in Gromov-Witten theory. Suppose that 2g−2+n > 0
and let πn+1 : Mg,n+1 → Mg,n be the forgetful morphism that forgets the last marked point. The
divisor equation says that (see e.g. [KM94])

(πn+1)∗(cg,n+1,β(eα1 ⊗ . . .⊗ eαn ⊗ eγi)) = 〈eγi , β〉 cg,n,β(eα1 ⊗ . . .⊗ eαn).(3.7)

Let us formulate the following simple lemma.

Lemma 3.8. For any i = 1, . . . , r, we have

gγi,0 =

∫
1

2
cγiµνu

µuνdx+

〈
eγi , q

∂

∂q
g

〉
.(3.8)

Proof. The proof is a simple consequence of the divisor equation (3.7). �

Let us take the variational derivative δ
δuα of the both sides of equation (3.8). Since δg

δuα = gα,0, we
get exactly equation (3.6) for d = −1.

Suppose d ≥ 0. From the divisor equation (3.7) it follows that〈
eγi , q

∂

∂q
Pα,d+1,g;α1,...,αn(a1, . . . , an)

〉
=

∫
DRg(−

∑
aj ,a1,...,an,0)

π∗n+2(ψ
d+1
1 )λgcg,n+2(eα ⊗⊗nj=1eαj ⊗ eγi).

We now express π∗n+2(ψ
d+1
1 ) as

π∗n+2(ψ
d+1
1 ) = ψd+1

1 − δ{1,n+2}
0 · π∗n+2(ψ

d
1).
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By Theorem 3.5, the first summand gives∑
g≥0
n≥1

(−ε2)g

n!

∑
a1,...,an∈Z

(∫
DRg(−

∑
aj ,a1,...,an,0)

ψd+1
1 λgcg,n+2(eα ⊗

(
⊗nj=1eαj

)
⊗ eγi)

)
n∏
j=1

p
αj
aj e

ix
∑
aj =

=∂−1x
∂gα,d
∂tγi0

,

which coincides with the first term on the right-hand side of (3.6). For the second summand, we have
(see [BSSZ12])

δ
{1,n+2}
0 ·DRg

(
−
∑

aj , a1, . . . , an, 0
)

= DR0

(
−
∑

aj , 0,
∑

aj

)
� DRg

(
a1, . . . , an,−

∑
aj

)
,

from which we get∫
DRg(−

∑
aj ,a1,...,an,0)

δ
{1,n+2}
0 π∗n+2(ψ

d
1)λgcg,n+2(eα ⊗ (⊗nj=1eαj )⊗ eγi) =

= cµαγi

∫
DRg(−

∑
aj ,a1,...,an)

ψd1λgcg,n+1(eµ ⊗ (⊗nj=1eαj )) = cµαγiPµ,d,g;α1,...,αn(a1, . . . , an).

This corresponds to the second term on the right-hand side of equation (3.6). The theorem is proved.
�

4. Examples and applications

The recursion formulae we proved in the previous section are computationally very efficient and
allow us to produce a number of calculations in concrete examples. Beside the case of the complex
projective line, which we leave for the next section, we focus here on computing various relevant
quantities for one-dimensional cohomological field theories and for some of Witten’s r-spin theories,
which are ultimately sufficient to determine the full double ramification hierarchy in these cases.

4.1. KdV hierarchy. The simplest cohomological field theory, V = 〈e1〉, η1,1 = 1, cg,n(e⊗n1 ) = 1 for
all stable (g, n), corresponding to the Gromov-Witten theory of a point, gives as the double ramification
hierarchy the Korteweg-de Vries hierarchy: the equivalence conjecture between the Dubrovin-Zhang
hierarchy and the double ramification hierarchy holds in this case with the trivial Miura transforma-
tion, as proved in [Bur15a]. However, our recursion formulae give a specific choice of hamiltonian
densities gd which was previously unknown and is non-standard. In fact, such hamiltonian densities
do not satisfy the tau-symmetry property {hp−1, hq}∂x = {hq−1, hp}∂x . However, the standard tau-

symmetric hamiltonian densities hp for the Dubrovin-Zhang hierarchy can be recovered as hp =
δgp+1

δu .
We will see in the examples below that this is a quite general fact (see also remark 4.5).

Example 4.1. For the trivial cohomological field theory we have

g1 =

∫ (
u3

6
+
ε2

24
uu2

)
dx,

which determines the following hamiltonian densities for the double ramification hierarchy:

g−1 = u,

g0 =
u2

2
+
ε2

24
u2,

g1 =
u3

6
+
ε2

24
uu2 +

ε4

1152
u4,

g2 =
u4

24
+
ε2

48
u2u2 +

(
7 (u2)

2

5760
+

uu4
1152

)
ε4 +

ε6

82944
u6,

g3 =
u5

120
+

ε2

144
u3u2 +

(
7u (u2)

2

5760
+
u2u4
2304

)
ε4 +

(
(u3)

2

362880
+

u2u4
15360

+
uu6

82944

)
ε6 +

ε8

7962624
u8,
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and so on. These hamiltonian densities, as remarked above, integrate to the usual KdV local func-
tionals gp = hp for the Dubrovin-Zhang hierarchy. In particular, if

χ = λ
1
2 +

∞∑
m=1

χm

λm/2

is a solution to the Riccati equation
ε√
2
χ′ − χ2 = u− λ,

then

gp = − 2p+2

(2p+ 1)!!

∫
χ2p+3dx,

and the hamiltonian densities hk :=
δgk+1

δu = − 2k+3

(2k+3)!!
δ
δu

∫
χ2k+5dx, for k ≥ −1, are the tau-symmetric

densities of the Dubrovin-Zhang hierarchy, with h−1 = g−1 = u (see also [DZ05]). 4

4.2. Intermediate Long Wave hierarchy. In [Bur15a] one finds a proof of the Miura equivalence
between the Dubrovin-Zhang and the double ramification hierarchy for the case of the cohomological
field theory (depending on a parameter `) consisting of the full Hodge class cg,n(e⊗n1 ) = 1+ `λ1 + . . .+
`gλg, with V = 〈e1〉, η1,1 = 1.

Example 4.2. For the cohomological field theory given by the full Hodge class we have

g1 =

∫ u3
6

+
∑
g≥1

ε2g`g−1
|B2g|
2(2g)!

uu2g

 dx,

where B2g are Bernoulli numbers: B0 = 1, B2 = 1
6 , B4 = − 1

30 , . . .. This Hamiltonian, by our recursion,
determines the full double ramification hierarchy. In [Bur15b] this hierarchy was called the deformed
KdV hierarchy. The Miura transformation

u 7→ ũ = u+
∑
g≥1

22g−1 − 1

22g−1
|B2g|
(2g)!

ε2g`gu2g

transforms this hierarchy to the Dubrovin-Zhang hierarchy. In particular, the standard hamiltonian
operator ∂x is transformed to the hamiltonian operator

K = ∂x +
∑
g≥1

ε2g`g
(2g − 1)|B2g|

(2g)!
∂2g+1
x .

In [Bur15b] it is explained how the deformed KdV hierarchy is related to the hierarchy of the conserved
quantities of the Intermediate Long Wave (ILW) equation (see e.g. [SAK79]):

wτ + 2wwx + T (wxx) = 0, T (f) := p.v.

∫ +∞

−∞

1

2δ

(
sgn(x− ξ)− coth

π(x− ξ)
2δ

)
f(ξ)dξ.

The ILW equation can be transformed to the first equation of the deformed KdV hierarchy by setting

w =
√
`
ε u, τ = −1

2
ε√
`
t1, δ = ε

√
`

2 (indeed T (f) =
∑

n≥1 δ
2n−122n |B2n|

(2n)! ∂
2n−1
x f , see [Bur15b] for further

details). This means that our recursion formula gives a way, alternative to [SAK79], to determine the
symmetries of the ILW equation. 4

4.3. Higher spin / Gelfand-Dickey hierarchies. Recall that, for every r ≥ 2 and an (r − 1)-
dimensional vector space V with a basis e1, . . . , er−1, Witten’s r-spin classes

Wg(ea1+1, . . . , ean+1) = Wg(a1, . . . , an) ∈ Heven(Mg,n;Q)

are cohomology classes of degree

degWg(a1, . . . , an) = 2

(
(r − 2)(g − 1) +

∑n
i=1 ai

r

)
,

when ai ∈ {0, . . . , r−2} are such that the expression in the brackets on the right-hand side is an integer,
and vanish otherwise. They form a cohomological field theory and were introduced by Witten [Wi93]
in genus 0 and then extended to higher genus by Polishchuck and Vaintrob [PV01] (see also [Ch06]). As
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proved in [PPZ15], this cohomological field theory is completely determined, thanks to semisimplicity,
by the initial conditions:

W0(a1, a2, a3) =

{
1, if a1 + a2 + a3 = r − 2;

0, otherwise;

W0(1, 1, r − 2, r − 2) =
1

r
[point] ∈ H2(M0,4;Q).

In particular, the metric η takes the form ηαβ = δα+β,r.

Using our recursion formulae together with the selection rules from the degree formula for the r-spin
classes, it is possible to completely determine the Hamiltonian g1,1 and, hence, the full hierarchy. In
particular, from dimension counting and the definition (2.2), we obtain that g1,1 is a homogeneous
polynomial of degree 2r + 2 with respect to the following grading:

|ua+1
k | = r − a, a = 0, . . . , r − 2, k = 0, 1, . . . ; |ε| = 1.

This gives a finite number of summands involving intersection numbers only up to genus r for g1,1,
and up to genus r− 1 for g1,1, as the top genus term is ∂x-exact. At this point, one can start applying
the recursion of Theorem 3.3 starting from gα,−1 = ηαµu

µ and impose, at each step, that the new
Hamiltonians thus obtained still commute with all the others. In the cases r = 3, 4 this determines
all the coefficients of the Hamiltonian g1,1 up to a rescaling of the form ε 7→ θε, θ ∈ Q. This

ambiguity can be fixed by the following computation. For any cohomological field theory cg,n : V ⊗n →
Heven(Mg,n;C) we have

Coefε2u1xx

(
δg1,1
δu1

)
=Coefa2

∫
DR1(0,−a,a)

ψ1λ1c1,3(e
⊗3
1 ) = 2Coefa2

∫
DR1(−a,a)

λ1c1,2(e
⊗2
1 )

by (2.4)
=

=2

∫
M1,2

δ
{1,2}
0 λ1c1,2(e

⊗2
1 ) = 2

∫
M1,1

λ1c1,1(e1) =
1

12

∫
M1,1

δns0 c1,1(e1) =
dimV

12
.

Here δns0 represents the divisor whose generic point is a nodal curve with a non-separating node and

we also used that on M1,1 we have λ1 = ψ†1 = 1
24δ

ns
0 .

Example 4.3. For Witten’s 3-spin cohomological field theory we have

g1,1 =

∫ [(
1

2

(
u1
)2
u2 +

(
u2
)4

36

)
+

(
− 1

12

(
u11
)
2 − 1

24
u2
(
u21
)
2

)
ε2 +

1

432

(
u22
)
2ε4

]
dx,

which determines the following hamiltonian densities for the double ramification hierarchy:{
g1,−1 = u2,
g2,−1 = u1;

{
g1,0 = u1u2 + 1

12u
1
2ε

2,

g2,0 =
(u1)

2

2 +
(u2)

3

18 +
(

1
72

(
u21
)
2 + 1

36u
2u22
)
ε2 + 1

864u
2
4ε

4;
g1,1=

1
2(u1)

2
u2+

(u2)
4

36
+
(

1
72
u2(u21)2+

1
12
u1u12+

1
36(u2)

2
u22

)
ε2+

(
7(u22)2
2160

+
7u21u

2
3

2160
+ 1

432
u2u24

)
ε4+

u26ε
6

15552
,

g2,1=
(u1)

3

6
+ 1

18
u1(u2)

3
+
(

1
72
u1(u21)2+

1
72(u2)

2
u12+

1
36
u1u2u22

)
ε2+

(
1

432
u12u

2
2+

u21u
1
3

1080
+ 1

864
u2u14+

1
864

u1u24

)
ε4+

u16ε
6

31104
;



g1,2 =

(
1

6

(
u
1
)3

u
2
+

1

36
u
1
(
u
2
)4
)

+

(
1

72
u
1
u
2
(
u
2
1

)
2
+

1

24

(
u
1
)2

u
1
2 +

1

108

(
u
2
)3

u
1
2 +

1

36
u
1
(
u
2
)2

u
2
2

)
ε
2

+

(
7
(
u2
1

)
2u1

2

4320
+

1

180
u
2
u
1
2u

2
2 +

7u1
(
u2
2

)
2

2160
+

u2u2
1u

1
3

1080
+

7u1u2
1u

2
3

2160
+

1

864

(
u
2
)2

u
1
4 +

1

432
u
1
u
2
u
2
4

)
ε
4

+

(
u1
3u

2
3

7776
+

7u2
2u

1
4

25920
+

u1
2u

2
4

4032
+

u2
1u

1
5

12960
+

u2u1
6

15552
+

u1u2
6

15552

)
ε
6
+

u1
8ε

8

746496
,

g2,2 =

(
u1
)4

24
+

1

36

(
u
1
)2 (

u
2
)3

+

(
u2
)6

1620
+

(
1

144

(
u
1
)2 (

u
2
1

)
2
+

(
u2
)3 (

u2
1

)
2

1296
+

1

72
u
1
(
u
2
)2

u
1
2 +

1

72

(
u
1
)2

u
2
u
2
2 +

1

648

(
u
2
)4

u
2
2

)
ε
2

+

(
7
(
u2
1

)
4

51840
+

7u2
(
u1
2

)
2

4320
+

7u2
(
u2
1

)
2u2

2

12960
+

u1u1
2u

2
2

432
+

7
(
u2
)2 (

u2
2

)
2

6480
+

u1u2
1u

1
3

1080
+

7
(
u2
)2

u2
1u

2
3

12960
+

u1u2u1
4

864
+

(
u1
)2

u2
4

1728
+

(
u2
)3

u2
4

3888

)
ε
4

+

(
11
(
u2
2

)
3

116640
+

(
u1
3

)
2

34020
+

13u2
1u

2
2u

2
3

77760
+

41u2
(
u2
3

)
2

466560
+

11u1
2u

1
4

72576
+

17
(
u2
1

)
2u2

4

311040
+

u2u2
2u

2
4

4320
+

u2u2
1u

2
5

17280
+

u1u1
6

31104
+

(
u2
)2

u2
6

46656

)
ε
6

+

(
47
(
u2
4

)
2

5598720
+

61u2
3u

2
5

5598720
+

11u2
2u

2
6

1399680
+

11u2
1u

2
7

5598720
+

u2u2
8

1119744

)
ε
8
+

u2
10ε

10

67184640
;
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and so on (we have explicit formulae up to gα,7). We remark that, by taking the covariant derivative

with respect to u1 of the local functionals associated to the densities we computed here, hα,p :=
δgα,p+1

δu1
,

one finds precisely the tau-symmetric hamiltonian densities for the Gelfand-Dickey hierarchy [GD76]
associated with the A2 Coxeter group [Dub96] (the so-called Boussinesq hierarchy) which coincide with
the densities in the normal coordinates for the Dubrovin-Zhang hierarchy for the 3-spin classes. This
gives a strong evidence for the Miura equivalence of the Dubrovin-Zhang and the double ramification
hierarchy, with the trivial Miura tranformation, for the 3-spin classes. 4

Example 4.4. For Witten’s 4-spin cohomological field theory we have

g1,1 =

∫ [
u1
(
u2
)2

2
+

(
u1
)2
u3

2
+

(
u2
)2 (

u3
)2

8
+

(
u3
)5

320
+

(
−
(
u11
)
2

8
−
u3
(
u21
)
2

16
−
u3u11u

3
1

32
+

3

64

(
u2
)2
u32 +

1

192

(
u3
)3
u32

)
ε2

+

(
1

160

(
u22
)
2 +

3

640
u12u

3
2 +

5
(
u3
)2
u34

4096

)
ε4 −

(
u33
)
2ε6

8192

]
dx,

which determines the following hamiltonian densities for the double ramification hierarchy:


g1,−1 = u3,

g2,−1 = u2,

g3,−1 = u1;



g1,0 =

(
(u2)2

2
+ u1u3

)
+

(
1
96

(
u31
)
2 +

u1
2
8

+ 1
96
u3u32

)
ε2 +

3u3
4ε

4

2560
,

g2,0 =
(
u1u2 + 1

8
u2
(
u3
)2)

+
(

1
24
u21u

3
1 + 1

24
u3u22 + 1

32
u2u32

)
ε2 + 1

320
u24ε

4,

g3,0 =

((
u1
)2

2
+

1

8

(
u2
)2
u3 +

(
u3
)4

192

)
+

(
1

96

(
u21
)
2 +

1

128
u3
(
u31
)
2 +

1

96
u3u12 +

1

32
u2u22

+
1

128

(
u3
)2
u32

)
ε2 +

(
3
(
u32
)
2

2048
+

1

512
u31u

3
3 +

3u14
2560

+
u3u34
1024

)
ε4 +

u36ε
6

24576
;



g1,1 =

(
1

2
u1
(
u2
)2

+
1

2

(
u1
)2
u3 +

1

8

(
u2
)2 (

u3
)2

+

(
u3
)5

320

)
+

(
1

96
u3
(
u21
)
2 +

1

24
u2u21u

3
1 +

1

96
u1
(
u31
)
2 +

1

128

(
u3
)2 (

u31
)
2

+
1

8
u1u12 +

1

96

(
u3
)2
u12 +

7

96
u2u3u22 +

1

32

(
u2
)2
u32 +

1

96
u1u3u32 +

1

128

(
u3
)3
u32

)
ε2 +

(
3

512

(
u22
)
2 +

1

256

(
u31
)
2u32

+
1

320
u12u

3
2 +

9u3
(
u32
)
2

2048
+

1

480
u31u

1
3 +

3

640
u21u

2
3 +

23u3u31u
3
3

4608
+

19u3u14
7680

+
13u2u24
2560

+
3u1u34
2560

+
7
(
u3
)2
u34

4608

)
ε4

+

(
27
(
u33
)
2

57344
+

93u32u
3
4

114688
+

101u31u
3
5

286720
+

3u16
20480

+
11u3u36
81920

)
ε6 +

59u38ε
8

13107200
,

g2,1 =

(
1

2

(
u1
)2
u2 +

1

12

(
u2
)3
u3 +

1

8
u1u2

(
u3
)2

+
1

128
u2
(
u3
)4)

+

(
1

96
u2
(
u21
)
2 +

1

24
u1u21u

3
1 +

1

192

(
u3
)2
u21u

3
1 +

1

96
u2u3

(
u31
)
2

+
1

24
u2u3u12 +

1

32

(
u2
)2
u22 +

1

24
u1u3u22 +

1

192

(
u3
)3
u22 +

1

32
u1u2u32 +

11

768
u2
(
u3
)2
u32

)
ε2 +

(
1

480

(
u31
)
2u22 +

1

160
u12u

2
2

+
11u21u

3
1u

3
2

3840
+

23u3u22u
3
2

3840
+

29u2
(
u32
)
2

10240
+

1

480
u21u

1
3 +

1

320
u3u31u

2
3 +

13u3u21u
3
3

5760
+

1

320
u2u31u

3
3 +

1

320
u2u14 +

1

320
u1u24

+
29
(
u3
)2
u24

23040
+

1

480
u2u3u34

)
ε4 +

(
3u23u

3
3

4480
+

47u32u
2
4

71680
+

3u22u
3
4

5120
+
u31u

2
5

3584
+
u21u

3
5

5120
+
u3u26
7680

+
u2u36
10240

)
ε6 +

u28ε
8

204800
,

g3,1 =

((
u1
)3

6
+

(
u2
)4

96
+

1

8
u1
(
u2
)2
u3 +

1

96

(
u2
)2 (

u3
)3

+
1

192
u1
(
u3
)4)

+

(
1

96
u1
(
u21
)
2 +

1

96
u2u3u21u

3
1 +

1

768

(
u2
)2 (

u31
)
2

+
1

128
u1u3

(
u31
)
2 +

(
u3
)3 (

u31
)
2

4608
+

1

64

(
u2
)2
u12 +

1

96
u1u3u12 +

1

384

(
u3
)3
u12 +

1

32
u1u2u22 +

1

96
u2
(
u3
)2
u22 +

7

768

(
u2
)2
u3u32

+
1

128
u1
(
u3
)2
u32 +

(
u3
)4
u32

4608

)
ε2 +

((
u31
)
4

40960
+

7
(
u31
)
2u12

9216
+

11
(
u12
)
2

7680
+

23u21u
3
1u

2
2

11520
+

161u3
(
u22
)
2

92160
+

13
(
u21
)
2u32

23040

+
13u3

(
u31
)
2u32

20480
+

19u3u12u
3
2

9216
+

31u2u22u
3
2

7680
+

3u1
(
u32
)
2

2048
+

19
(
u3
)2 (

u32
)
2

40960
+
u3u31u

1
3

1152
+

17u3u21u
2
3

23040
+

7u2u31u
2
3

3840
+

7u2u21u
3
3

3840

+
1

512
u1u31u

3
3 +

7
(
u3
)2
u31u

3
3

15360
+

3u1u14
2560

+
5
(
u3
)2
u14

9216
+

49u2u3u24
30720

+
13
(
u2
)2
u34

20480
+
u1u3u34
1024

+
13
(
u3
)3
u34

122880

)
ε4 +

(
7
(
u32
)
3

61440

+
33
(
u23
)
2

286720
+
u31u

3
2u

3
3

2560
+
u13u

3
3

7680
+

21u3
(
u33
)
2

163840
+
u32u

1
4

5120
+

77u22u
2
4

245760
+

33
(
u31
)
2u34

327680
+

11u12u
3
4

81920
+

19u3u32u
3
4

81920
+

3u31u
1
5

35840
+

11u21u
2
5

122880

+
3u3u31u

3
5

32768
+

13u3u16
245760

+
19u2u26
245760

+
u1u36
24576

+
19
(
u3
)2
u36

983040

)
ε6 +

(
11
(
u34
)
2

655360
+

7u33u
3
5

262144
+

379u32u
3
6

23592960
+

61u31u
3
7

11796480
+

77u18
39321600

+
37u3u38
23592960

)
ε8 +

u310ε
10

20971520
;

and so on (we have explicit formulae up to gα,4). We want to remark that in this case, as opposed to

the 3-spin case, if one defines the tau-symmetric densities hα,p :=
δgα,p+1

δu1
, then the coordinates uα are

not normal in Dubrovin and Zhang’s sense anymore, i.e the starting hamiltonian densities hα,−1 take
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the non-standard form 
h1,−1 = u3,
h2,−1 = u2,
h3,−1 = u1 + 1

96u
3
2ε

2.

One can then perform a Miura transformation wα = ηαµhµ,−1 to pass to the appropriate normal coor-
dinates and in these coordinates the Poisson structure changes to the one associated to the hamiltonian
operator  1

48ε
2∂3x 0 ∂x
0 ∂x 0
∂x 0 0

 .

When expressed in these new coordinates, both the Poisson structure and the hamiltonian densi-
ties hα,p coincide with the ones for the Gelfand-Dickey [GD76] hierarchy associated with the A3

Coxeter group [Dub96], or the dispersive Poisson structure and the hamiltonian densities in the nor-
mal coordinates for the Dubrovin-Zhang hierarchy for the 4-spin classes. As above, this gives a strong
evidence for the Miura equivalence of the Dubrovin-Zhang and the double ramification hierarchy for
the 4-spin classes, with respect to the Miura transformation wα = ηαµhµ,−1. 4

Remark 4.5. The same technique of this section can actually be applied to any polynomial Frobenius
manifold (in particular, to all Frobenius manifolds associated to the Coxeter groups) and one obtains
similar conjectures about an explicit form of a Miura transformation connecting the double ramifica-
tion hierarchy to the Dubrovin-Zhang hierarchy. We plan to address the problem of understanding a
connection between the tau-symmetric hamiltonian densities for the double ramification hierarchy, the
normal coordinates and an equivalence to the Dubrovin-Zhang hierarchy in a forthcoming paper.

5. Divisor equation for the DR hierarchies

In this section we derive a certain equation for the string solution of the double ramification hierar-
chy. This equation is very similar to the divisor equation in Gromov-Witten theory. In Section 5.1 we
derive a useful property of the string solution. In Sections 5.2 and 5.3 we consider the cohomological
field theory accociated with the Gromov-Witten theory of some target variety V . In Section 5.2 we
prove a divisor equation for the Hamiltonians of the double ramification hierarchy. Section 5.3 is
devoted to the proof of a divisor equation for the string solution.

5.1. Property of the string solution. Consider an arbitrary cohomological field theory and the
corresponding double ramification hierarchy. Recall that the string solution (ustr)α(x, t∗∗; ε) is a unique
solution of the double ramification hierarchy that satisfies the initial condition (ustr)α

∣∣
t∗∗=0

= δα,1x.

Lemma 5.1. We have (ustr)α
∣∣
t∗≥1=0

= tα0 + δα,1x.

Proof. Consider formal variables vαd , 1 ≤ α ≤ N, d ≥ 0, and let uαd = vαd+1. Consider the following
system of evolutionary PDEs:

∂vα

∂tβq
= ηαµ

δgβ,q
δuµ

.(5.1)

From the compatibility of the flows of the double ramification hierarchy it easily follows that the
system (5.1) is also compatible. It means that it has a unique solution for an arbitrary polynomial
initial condition vα|t∗∗=0 = Pα(x). Let (vstr)α(x, t∗∗; ε) be a unique solution that satisfies the initial

condition (vstr)α
∣∣
t∗∗=0

= δα,1 x
2

2 . We claim that we have the following equation:

∂(vstr)α

∂t10
−
∑
n≥0

tγn+1

∂(vstr)α

∂tγn
= tα0 + δα,1x.(5.2)

It can be proved in a way very similar to the proof of Lemma 4.7 in [Bur15a]. We obviously have

(ustr)α = ∂(vstr)α

∂t10
. If we set t∗≥1 = 0 in equation (5.2), we get the statement of the lemma. �
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5.2. Divisor equation for the Hamiltonians. In this section we consider the cohomological field
theory associated to the Gromov-Witten theory of some target variety V with vanishing odd coho-
mology, Hodd(V ;C) = 0. Consider the associated double ramification hierarchy. We will use the same
notations as in Section 3.3. Recall that we denoted by eγ1 , . . . , eγr a basis in H2(V ;C).

Lemma 5.2. For any i = 1, . . . , r and d ≥ 0, we have
∂gα,d
∂uγi = cµαγigµ,d−1 +

〈
eγi , q

∂
∂qgα,d

〉
.

Proof. By Theorem 3.7, we have
〈
eγi , q

∂
∂qgα,d

〉
= ∂−1x

∂gα,d−1

∂t
γi
0

− cµαγigµ,d−1. Using Theorem 3.5 we

obtain 〈
eγi , q

∂

∂q
gα,d

〉
=
∂gα,d
∂uγi0

− cµαγigµ,d−1.

Projecting the both sides of this equation to the space of local functionals we get the statement of the
lemma. �

5.3. Divisor equation for the string solution. Here we work under the same assumptions, as in
the previous section. Consider the string solution (ustr)α of the double ramification hierarchy.

Lemma 5.3. For any i = 1, 2, . . . , r, we have

∂(ustr)α

∂tγi0
−
〈
eγi , q

∂(ustr)α

∂q

〉
−
∑
d≥0

cµνγit
ν
d+1

∂(ustr)α

∂tµd
= δα,γi .

Proof. Introduce an operator Oγi by Oγi := ∂
∂t
γi
0

−
〈
eγi , q

∂
∂q

〉
−
∑

d≥0 c
µ
νγit

ν
d+1

∂
∂tµd

. From Lemma 5.1 it

follows that

Oγi(u
str)α

∣∣
t∗∗=0

= δα,γi .(5.3)

Let fαβ,q := ηαµ∂x
δgβ,q
δuµ . For any d ≥ 0, we have

(5.4)
∂

∂tβd

(
Oγi(u

str)α
)

= −cνβγi
∂(ustr)α

∂tνd−1
+Oγi

∂(ustr)α

∂tβd
= −cνβγif

α
ν,d−1 +Oγif

α
β,d =

= −cνβγif
α
ν,d−1 −

〈
eγi , q

∂

∂q
fαβ,d

〉
+
∑
n≥0

∂fαβ,d
∂uγn

∂nxOγi(u
str)γ ,

where we, by definition, put ∂
∂tν−1

:= 0. The resulting system of equations can be considered as a

system of evolutionary partial differential equations for the power series Oγi(u
str)α. Together with the

initial condition (5.3), it uniquely determines the power series Oγi(u
str)α. Lemma 5.2 implies that, if

we substitute Oγi(u
str)α = δα,γi on the right-hand side of (5.4), we get zero. The lemma is proved. �

6. Dubrovin-Zhang hierarchy for CP1

The main goal of this section is to recall the explicit description of the Dubrovin-Zhang hierarchy
for CP1 obtained in [DZ04]. In Section 6.1 we say a few words about the general theory of the Dubrovin-
Zhang hierarchies. We recall the notion of a Miura transformation and also write an explicit formula
that relates the descendant and the ancestor Dubrovin-Zhang hierarchies for CP1. In Section 6.2 we
review the construction of the extended Toda hierarchy and its relation to the descendant Dubrovin-
Zhang hierarchy for CP1. In Section 6.3 we list some explicit formulae for the ancestor hierarchy that
we will use in Section 7.

6.1. Brief recall of the Dubrovin-Zhang theory.

6.1.1. General theory. The main reference for the Dubrovin-Zhang theory is the paper [DZ05]. The
theory was later generalized in [BPS12b]. In this section we follow the approach from [BPS12b] (see
also [BPS12a]).

The Dubrovin-Zhang hierarchies form a certain subclass in the class of hamiltonian hierarchies of
PDEs (2.1). They are associated to semisimple potentials of Gromov-Witten type. Let us describe
the family of these potentials. First of all, there is a family of all cohomological field theories. To any
cohomological field theory one can associate the so-called ancestor potential, that is defined as the gen-
erating series of the correlators of the cohomological field theory. The semisimplicity condition means
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that a certain associative commutative algebra, associated to the cohomological field theory, doesn’t
have nilpotents. Ancestor potentials form a subfamily in the family of all potentials of Gromov-Witten
type. Given an ancestor potential, there is so-called Givental’s s-action (or the action of the lower
triangular Givental group, see e.g. [FSZ10]) that produces a family of potentials that correspond to
this ancestor potential. These potentials are sometimes called the descendant potentials corresponding
to the given ancestor potential. The resulting family of potentials is called the family of potentials of
Gromov-Witten type.

The Dubrovin-Zhang hierarchy corresponding to an ancestor potential will be called the ancestor
hierarchy, while the hierarchy corresponding to a descendant potential will be called the descendant
hierarchy. It is not hard to write explicitly a relation between them. This was done in [BPS12b] (see
also [BPS12a]). We will write this relation in the case of CP1, see Lemma 6.1 below.

6.1.2. The descendant and the ancestor potentials of CP1. Let us describe some details and also fix
notations in the case of CP1. We use the notations from Section 3.3.

Let V := H∗(CP1;C). The semigroup E ⊂ H2(CP1;Z) is generated by the fundamental class [CP1],
so it is naturally isomorphic to Z≥0. The Novikov ring N is isomorphic to C[[q]]. Consider the
Gromov-Witten theory of CP1. Let cg,n,d : V ⊗n → H∗(Mg,n;C) be the associated cohomological field
theory. Let 1, ω ∈ H∗(CP1;C) be the unit and the class dual to a point. The matrix of the metric in
this basis will be denoted by η = (ηαβ)α,β∈{1,ω}.

The ancestor correlators are defined by

〈τd1(α1)τd2(α2) . . . τdn(αn)〉g,d :=

∫
Mg,n

cg,n,d(⊗ni=1αi)
n∏
i=1

ψdii , αi ∈ V, d, di ≥ 0.

Introduce variables t1d, t
ω
d , d ≥ 0. The ancestor potential of CP1 is defined by

F (t; q; ε) :=
∑
g≥0

ε2gFg(t; q), where

Fg(t; q) :=
∑
n≥0

2g−2+n>0

∑
d≥0

qd

n!

∑
α1,...,αn∈{1,ω}
d1,...,dn≥0

〈
n∏
i=1

τdi(αi)

〉
g,d

n∏
i=1

tαidi .

As we said, there is the family of descendant potentials corresponding to the ancestor potential F .
All these potentials are related by Givental’s s-action. Among these descendant potentials there is a
particular one that also has a simple geometric description. This potential is defined by

F desc(t; q; ε) :=
∑
g≥0

ε2gF descg (t; q), where

F descg (t; q) :=
∑
n,d≥0

qd

n!

∑
α1,...,αn∈{1,ω}
d1,...,dn≥0

〈
n∏
i=1

τdi(αi)

〉desc
g,d

n∏
i=1

tαidi .

Recall that by 〈
∏n
i=1 τdi(αi)〉

desc
g,d we denote the Gromov-Witten invariants of CP1.

Let us list several properties of the descendant potential F desc. First of all, we have (see e.g. [Dub96])

F desc
∣∣∣ ε=0
t∗≥1=0

=
(t10)

2tω0
2

+ qet
ω
0 .(6.1)

The following two equations are called the string and the divisor equations (see e.g. [Hor95]): ∂

∂t10
−
∑
n≥0

tαn+1

∂

∂tαn

F desc = t10t
ω
0 ,(6.2)

 ∂

∂tω0
− q ∂

∂q
−
∑
n≥0

t1n+1

∂

∂tωn

F desc =
(t10)

2

2
− ε2

24
.(6.3)
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Let us write the relation between the potentials F and F desc in terms of Givental’s s-action. The
general formula is given in [Giv01]. Here we adapt it for the case of CP1. Introduce matrices Sk, k ≥ 0,
by

S0 = Id, (Si)
β
α :=

∑
d≥0
〈τi−1(α)τ0(µ)〉desc0,d ηµβqd, i ≥ 1,

S(z) := 1 +
∑
n≥1

Snz
−n.

Using formulae (6.1), (6.2), (6.3) and the so-called topological recursion relation in genus 0 (see
e.g. [Get99]), one can quickly compute that, for k ≥ 1, we have

(S2k−1)
α
β =


1

k!(k−1)!q
k, if α = 1, β = ω;

− 2Hk−1

((k−1)!)2 q
k−1, if α = ω, β = 1;

0, otherwise.

(S2k)
α
β =


(

1
(k!)2
− 2Hk

k!(k−1)!

)
qk, if α = β = 1;

1
(k!)2

qk, if α = β = ω;

0, otherwise.

(6.4)

Here Hk := 1 + 1
2 + . . . + 1

k , if k ≥ 1, and H0 := 0. Introduce matrices sk, k ≥ 1, by s(z) =∑
n≥1 snz

−n := logS(z). Let (sk)αβ := (sk)
µ
αηµβ. Then the potentials F desc and F are related by

exp
(
F desc

)
= exp

(
ŝ(z)

)
exp (F ) , where

ŝ(z) := −1

2
(s3)1,1 +

∑
d≥0

(sd+2)α,1t
α
d +

1

2

∑
d1,d2≥0

(−1)d2(sd1+d2+1)µ1µ2t
µ1
d1
tµ2d2 +

∑
l≥1
d≥0

(sl)
µ
ν t
ν
d+l

∂

∂tµd
.

6.1.3. Miura transformations in the theory of hamiltonian hierarchies. Here we want to discuss changes
of variables in the theory of hamiltonian hierarchies. We recommend the reader the paper [DZ05] for
a more detailed introduction to this subject.

First of all, let us modify our notations a little bit. Recall that by A we denoted the ring of
differential polynomials in the variables u1, . . . , uN . Since we are going to consider rings of differential
polynomials in different variables, we want to see the variables in the notation. So for the rest of
the paper we denote by Au1,...,uN the ring of differential polynomials in the variables u1, . . . , uN . The

same notation is adopted for the extension Âu1,...,uN and for the spaces of local functionals Λu1,...,uN

and Λ̂u1,...,uN .
Consider changes of variables of the form

ũα(u;ux, uxx, . . . ; ε) = uα +
∑
k≥1

εkfαk (u;ux, . . . , uk), α = 1, . . . , N,(6.5)

fαk ∈ Au1,...,uN , deg fαk = k.(6.6)

They are called Miura transformations (see e.g. [DZ05]). It is not hard to see that they are invertible.

Any differential polynomial f(u) ∈ Âu1,...,uN can be rewritten as a differential polynomial in the new
variables ũα. The resulting differential polynomial is denoted by f(ũ). The last equation in line (6.6)

garanties that, if f(u) ∈ Â[d]

u1,...,uN
, then f(ũ) ∈ Â[d]

ũ1,...,ũN
. In other words, a Miura transformation

defines an isomorphism Â[d]

u1,...,uN
' Â[d]

ũ1,...,ũN
. In the same way any Miura transformation identifies

the spaces of local functionals Λ̂
[d]

u1,...,uN
and Λ̂

[d]

ũ1,...,ũN
. For any local functional h[u] ∈ Λ̂

[d]

u1,...,uN
the

image of it under the isomorphism Λ̂
[d]

u1,...,uN
∼→ Λ̂

[d]

ũ1,...,ũN
is denoted by h[ũ] ∈ Λ̂

[d]

ũ1,...,ũN
.

Let us describe the action of Miura transformations on hamiltonian hierarchies. Suppose we have
a hamiltonian system

∂uα

∂τi
= Kαµ δhi[u]

δuµ
, α = 1, . . . , N, i ≥ 1,(6.7)

defined by a hamiltonian operator K and a sequence of pairwise commuting local functionals hi[u] ∈
Λ̂
[0]

u1,...,uN
, {hi[u], hj [u]}K = 0. Consider a Miura transformation (6.5). Then in the new variables ũi
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system (6.7) looks as follows (see e.g. [DZ05]):

∂ũα

∂τi
= K̃αµ δhi[ũ]

δũµ
, where

K̃αβ =
∑
p,q≥0

∂ũα(u)

∂uµp
∂px ◦Kµν ◦ (−∂x)q ◦ ∂ũ

β(u)

∂uνq
.

6.1.4. The descendant and the ancestor Dubrovin-Zhang hierarchies for CP1. The variables of the

Dubrovin-Zhang hierarchies will be denoted by wα. Denote by hα,p[w] ∈ Λ̂
[0]
w1,wω

⊗C[q], α ∈ {1, ω}, p ≥
0, the Hamiltonians of the ancestor Dubrovin-Zhang hierarchy for CP1 and by K the hamiltonian
operator. The Hamiltonians and the hamiltonian operator of the descendant hierarchy will be denoted

by h
desc
α,p [w] and Kdesc correspondingly. For convenience, let us also introduce local functionals h

desc
α,−1[w]

by h
desc
α,−1[w] :=

∫
ηαµw

µdx. For the operator Si, denote by S∗i the adjoint operator.

Lemma 6.1. We have hα,p[w] =
∑p+1

i=0 (−1)i(S∗i )µαh
desc
µ,p−i[w] and Kdesc = K.

Proof. The lemma easily follows from Theorems 9, 16 in [BPS12b] and also from the fact that
S(z)S∗(−z) = Id (see e.g. [Giv01]). The reader should also keep in mind that (S1)

α
1 = (s1)

α
1 = 0. �

6.2. Extended Toda hierarchy. In this section we recall the construction of the extended Toda
hierarchy and the Miura transformation that relates it to the descendant Dubrovin-Zhang hierarchy
for CP1. We follow the paper [DZ04].

6.2.1. Construction. Consider formal variables v1, v2, the ring of differential polynomials Âv1,v2 and

the tensor product Âv1,v2 ⊗ C[q, q−1]. For a formal series

a =
∑
k∈Z

ak(v; ε; q)ekε∂x , ak ∈ Âv1,v2 ⊗ C[q, q−1],

let a+ :=
∑

k≥0 ake
kε∂x and Res(a) := a0. Consider the operator

L = eε∂x + v1 + qev
2
e−ε∂x .

The equations of the extended Toda hierarchy look as follows:

∂L

∂t1p
= ε−1

2

p!
[(Lp(logL−Hp))+, L],

∂L

∂tωp
= ε−1

1

(p+ 1)!
[(Lp+1)+, L].

We refer the reader to [DZ04] for the precise definition of the logarithm logL. The hamiltonian
structure of the extended Toda hierarchy is given by the operator

KTd =

(
0 ε−1(eε∂x − 1)

ε−1(1− e−ε∂x) 0

)
(6.8)

and the Hamiltonians

h
Td
1,p[v] =

∫ (
2

(p+ 1)!
Res(Lp+1(logL−Hp+1))

)
dx,(6.9)

h
Td
ω,p[v] =

∫ (
1

(p+ 2)!
Res(Lp+2)

)
dx.(6.10)

So the equations of the extended Toda hierarchy can be written as follows:

∂vα

∂tβp
= (KTd)αµ

δh
Td
β,p[v]

δvµ
.
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6.2.2. Descendant Dubrovin-Zhang hierarchy for CP1. In [DZ04] B. Dubrovin and Y. Zhang proved
the following theorem.

Theorem 6.2. The descendant hierarchy for CP1 is related to the extended Toda hierarchy by the
Miura transformation

w1(v) =
ε∂x

eε∂x − 1
v1, wω(v) =

ε2∂2x
eε∂x + e−ε∂x − 2

v2.(6.11)

Remark 6.3. The construction of the Dubrovin-Zhang hierarchy (see [BPS12b]) immediately implies

that the Hamiltonians h
desc
α,p [w] contain only nonnegative powers of q. The fact that h

Td
ω,p[v] ∈ Λ̂

[0]
v1,v2

⊗

C[q] easily follows from formula (6.10). The fact that h
Td
1,p[v] ∈ Λ̂

[0]
v1,v2

⊗ C[q] is not so trivial, since

the coefficients of the logarithm logL contain negative powers of q. We will show how to derive it
from (6.9) in Section A.2.

6.3. Several computations for the ancestor hierarchy. The ancestor Dubrovin-Zhang hierarchy
for CP1 comes with a specific solution (see e.g. [BPS12b]):

(wtop)α(x, t; ε; q) := ηαµ
∂2F

∂tµ0∂t
1
0

∣∣∣∣
tαd 7→t

α
d+δ

α,1δd,0x

.

It is called the topological solution.
Now for the rest of the paper we fix Miura transformation (1.1). Let

(utop)α(x, t; ε; q) := uα(w)|wνi =∂ix(wtop)ν =
e
ε
2
∂x − e−

ε
2
∂x

ε∂x
(wtop)α.

6.3.1. The string and the divisor equations for the topological solution. We have the following equations
for the ancestor potential F (see e.g. [KM94]): ∂

∂t10
−
∑
n≥0

tαn+1

∂

∂tαn

F = t10t
ω
0 ,(6.12)

 ∂

∂tω0
− q ∂

∂q
−
∑
d≥0

t1d+1

∂

∂tωd
− q

∑
d≥0

tωd+1

∂

∂t1d

F =
(t10)

2

2
− ε2

24
.(6.13)

The second equation is an analog of the divisor equation (6.3) for the descendant potential F desc. In
order to derive it, one should use the following formula:

cωαβ =


1, if α = β = 1;

q, if α = β = ω;

0, otherwise.

(6.14)

It can be easily checked using (6.1).
From equation (6.12) it immediately follows that

(utop)α
∣∣
t∗∗=0

= δα,1x.(6.15)

Equations (6.12) and (6.13) also imply that ∂

∂t10
−
∑
n≥0

tαn+1

∂

∂tαn

 (utop)α = δα,1,(6.16)

 ∂

∂tω0
− q ∂

∂q
−
∑
d≥0

t1d+1

∂

∂tωd
− q

∑
d≥0

tωd+1

∂

∂t1d

 (utop)α = δα,ω.(6.17)
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6.3.2. Some Hamiltonians of the ancestor hierarchy. Let S(z) := e
z
2−e−

z
2

z . The following properties
will be crucial for the proof of Theorem 1.1:

hω,p[u]
∣∣
q=0

=

∫
(u1)p+2

(p+ 2)!
dx,(6.18)

h1,p[u]
∣∣
q=0

=

∫ (u1)p+1uω

(p+ 1)!
+
∑
g≥1

ε2grp,g(u
1)

 dx, rp,g ∈ Au1 , deg rp,g = 2g,(6.19)

h1,1[u]
∣∣
q=0

=

∫ (u1)2uω

2
+
∑
g≥1

ε2g
B2g

(2g)!
u1u12g

 dx,(6.20)

hω,0[u] =

∫ (
(u1)2

2
+ q

(
eS(ε∂x)u

ω − uω
))

dx.(6.21)

We will prove these formulae in Appendix A.

7. Double ramification hierarchy for CP1

In this section we prove Theorem 1.1. First of all, let us consider the hamiltonian structures.
By Lemma 6.1, we have K = Kdesc. The fact, that Miura transformation (1.1) transforms the
operator Kdesc to η∂x, was observed in [DZ05]. This is actually an easy computation. By (6.8) and

Theorem 6.2, Miura transformation (1.1) transforms the operator Kdesc to the operator K̃, where

K̃αβ =
∑
p,q≥0

∂uα(v)

∂vµp
∂px ◦ (KTd)µν ◦ (−∂x)q ◦ ∂u

β(v)

∂vνq
= ηαβ∂x.

We conclude that Miura transformation (1.1) transforms the hamiltonian operator of the ancestor
hierarchy for CP1 to the hamiltonian operator of the double ramification hierarchy for CP1.

It remains to prove that gα,p[u] = hα,p[u]. The proof is splitted in three steps. First, in Section 7.1

we prove this equation in degree zero: gα,p[u]|q=0 = hα,p[u]|q=0. Then in Section 7.2 we prove that

gω,0[u] = hω,0[u]. Finally, in Section 7.3 we show that this information, together with the string and

the divisor equations, is enough to prove that utop(x, t; ε; q) = ustr(x, t; ε; q). After that it is very easy
to show that gα,p[u] = hα,p[u].

7.1. Degree 0 parts. In this section we prove that

gα,d[u]
∣∣
q=0

= hα,d[u]
∣∣
q=0

.(7.1)

The degree zero part of our cohomological field theory can be described very explicitly. For any
g, a, b ≥ 0, 2g − 2 + a+ b > 0, we have (see e.g. [GP98])

cg,a+b,0(1
⊗a ⊗ ω⊗b) =


2(−1)g−1λg−1, if b = 0,

(−1)gλg, if b = 1,

0, otherwise.

(7.2)

Recall the following fact (see e.g. [Bur15a]).

Lemma 7.1. We have gα,d[u]
∣∣
ε=0

= hα,d[u]
∣∣
ε=0

.

In Section 7.1.1 we prove equation (7.1) for α = ω and in Section 7.1.2 we prove it for α = 1.

7.1.1. Hamiltonians gω,d[u]
∣∣
q=0

and hω,d[u]
∣∣
q=0

. Here we prove that gω,d[u]
∣∣
q=0

= hω,d[u]
∣∣
q=0

.

Lemma 7.2. We have gω,d[u]
∣∣
q=0

=
∫ (u1)d+2

(d+2)! dx.

Proof. For any g ≥ 1, we have λ2g = 0. Therefore, from (7.2) we can immediately conclude that

gω,d[u]
∣∣
q=0

= gω,d[u]
∣∣
q=ε=0

by Lemma 7.1
and eq. (6.18)

=

∫
(u1)d+2

(d+ 2)!
dx.(7.3)

�

By (6.18), we get gω,d[u]
∣∣
q=0

= hω,d[u]
∣∣
q=0

.
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7.1.2. Hamiltonians g1,d[u]
∣∣
q=0

and h1,d[u]
∣∣
q=0

. The goal of this section is to prove that

g1,d[u]
∣∣
q=0

= h1,d[u]
∣∣
q=0

.(7.4)

The proof of this fact is not so direct, as in the previous section. We begin with the following lemma.

Lemma 7.3. The local functionals g1,d[u]
∣∣
q=0

have the following form

g1,d[u]
∣∣
q=0

=

∫ (u1)d+1uω

(d+ 1)!
+
∑
g≥1

ε2gfd,g(u
1)

 dx,

for some differential polynomials fd,g ∈ Au1, deg fd,g = 2g.

Proof. By Lemma 7.1 and equation (6.19), we have g1,d[u]
∣∣
q=ε=0

=
∫ (u1)d+1uω

(d+1)! dx. Using (7.2) and the

fact that, for g ≥ 1, λ2g = 0, we obtain

g1,d[u]
∣∣
q=0

=

∫
(u1)d+1uω

(d+ 1)!
dx− 2

∑
g≥1
n≥2

ε2g

n!

∑
a1,...,an∈Z∑

ai=0

(∫
DRg(0,a1,...,an)

ψd1λgλg−1

)
n∏
i=1

p1ai .(7.5)

Note that the sum on the right-hand side of this equation contains only monomials with the vari-
ables p1i . The lemma is now clear. �

Lemma 7.4. We have g1,1[u]
∣∣
q=0

=
∫ ( (u1)2uω

2 +
∑

g≥1 ε
2g B2g

(2g)!u
1u12g

)
dx.

Proof. By (7.5), we have

g1,1[u]
∣∣
q=0

=

∫
(u1)2uω

2
dx−

∑
g≥1

ε2g
∑
a∈Z

(∫
DRg(0,a,−a)

ψ1λgλg−1

)
p1ap

1
−a.

For g ≥ 1, we have
∫
DRg(0,a,−a) ψ1λgλg−1 = 2g

∫
DRg(a,−a) λgλg−1 = a2g

|B2g |
(2g)! , where the computation of

the last integral can be found, for example, in [CMW12]. We obtain

g1,1[u]
∣∣
q=0

=

∫ (u1)2uω

2
+
∑
g≥1

ε2g
B2g

(2g)!
u1u12g

 dx.

The lemma is proved. �

After this preparation we are ready for proving equation (7.4). Let

fd(u
1; ε) :=

∑
g≥1

ε2gfd,g(u
1) ∈ Â[0]

u1
.

Let us expand the relation {g1,d[u], g1,1[u]}η∂x = 0 using Lemmas 7.3 and 7.4. We get∫  δfd
δu1

∂x

(
(u1)2

2

)
+

(u1)d+1

(d+ 1)!
∂x

2
∑
g≥1

ε2g
B2g

(2g)!
u12g

 dx.(7.6)

Introduce a local functional sd[u
1] ∈ Λ̂

[0]
u1

by sd[u
1] :=

∫
fd(u

1; ε)dx. Equation (7.6) can be rewritten
as follows: {

sd,

∫
(u1)3

6
dx

}
∂x

+ 2

∫  (u1)d+1

(d+ 1)!

∑
g≥1

ε2g
B2g

(2g)!
u12g+1

 dx = 0.

From [Bur15b, Lemma 2.5] it follows that this equation uniquely determines the local functional sd[u
1]

and, therefore, the Hamiltonian g1,d[u]|q=0. Observe that the same argument works for the Dubrovin-

Zhang Hamiltonians h1,d[u]. Equation (6.19) says that the Hamiltonian h1,d[u]|q=0 has the same form

as the Hamiltonian g1,d[u]|q=0. Moreover, by (6.20), we have g1,1[u]|q=0 = h1,1[u]|q=0. Since Miura
transformation (1.1) transforms the hamiltonian operator of the ancestor Dubrovin-Zhang hierarchy
to the operator η∂x, we have {h1,d[u], h1,1[u]}η∂x = 0. We conclude that g1,d[u]|q=0 = h1,d[u]|q=0.
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7.2. Hamiltonian gω,0[u]. The goal of this section is to prove that

gω,0[u] =

∫ (
(u1)2

2
+ q

(
eS(ε∂x)u

ω − uω
))

dx.(7.7)

We start with the following lemma.

Lemma 7.5. The Hamiltonian gω,0 has the form gω,0[u] =
∫ ( (u1)2

2 + qf(uω; ε)
)
dx, for a differential

polynomial f ∈ Â[0]
uω such that ∂f

∂uωi

∣∣∣
uω∗=0

= 0.

Proof. Denote by deg the cohomological degree. We have the following formula ([KM94]):

deg cg,n,d(γ1 ⊗ . . .⊗ γn) = 2(g − 1− 2d) +
∑
i

deg γi, γi ∈ {1, ω}.(7.8)

In order to compute the Hamiltonian g0,ω, we have to compute the integrals∫
DRg(0,a1,...,an)

λgcg,n+1,d(ω ⊗ γ1 ⊗ . . .⊗ γn).

From (7.8) it follows that this integral can be nonzero, only if

1

2

n∑
i=1

deg γi = n− 2 + 2d.(7.9)

Since deg γi ≤ 2, we get d ≤ 1. The case d = 0 is described by Lemma 7.2. Suppose d = 1. Then
equation (7.9) immediately implies that γ1 = γ2 = . . . = γn = ω. We get

gω,0[u] =

∫
(u1)2

2
dx+ q

∑
g≥0
n≥2

(−ε2)g

n!

∑
a1,...,an∈Z∑

ai=0

(∫
DRg(0,a1,...,an)

λgcg,n+1,1(ω
⊗n)

)
n∏
i=1

pωai .

Note that the sum on the right-hand side of this equation contains only monomials with the vari-
ables pωi . The lemma is now clear. �

Let us prove (7.7). By Lemma 7.5, we have

gω,0[u] =

∫ (
(u1)2

2
+ qf(uω; ε)

)
dx.(7.10)

From Lemma 3.8 and formula (6.14) it follows that g[u]−g[u]|q=0 =
∫
q
(
f − (uω)2

2

)
dx. By the dilaton

equation (3.4), we have

(7.11) g1,1[u] = (D − 2)g[u] = g1,1[u]|q=0 +

∫
q(D − 2)fdx

by Lemma 7.4
=

=

∫ (u1)2uω

2
+
∑
g≥1

ε2g
B2g

(2g)!
u1u12g + q(D − 2)f

 dx.

Recall that the operator D is defined by D :=
∑

n≥0(n+1)uαn
∂
∂uαn

. We have the equation {gω,0, g1,1} =

0. Let us write the coefficient of q in this equation using formulae (7.10) and (7.11). We get∫ u1∂x δ

δuω
(D − 2)f −

(
∂x

δf

δuω

)u1uω + 2
∑
g≥1

B2g

(2g)!
u12g

 dx = 0.

Let us apply the variational derivative δ
δu1

to the left-hand side of this expression. We obtain

∂x
δ

δuω
(D − 2)f = uω∂x

δf

δuω
+ 2

∑
g≥1

B2g

(2g)!
∂2g+1
x

δf

δuω
= 0.(7.12)

We need to prove that
∫
f(uω)dx =

∫ (
eS(ε∂x)u

ω − uω
)
dx. It is sufficient to prove that

δf

δuω
?
=

δ

δuω

(
eS(ε∂x)u

ω − uω
)

= S(ε∂x)eS(ε∂x)u
ω − 1.(7.13)
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Let r(uω; ε) := δf
δuω . Since [ δ

δuα , D] = δ
δuα and [∂x, D] = −∂x, equation (7.12) implies that

(D − 2)∂xr = uω∂xr + 2
∑
g≥1

ε2g
B2g

(2g)!
∂2g+1
x r.(7.14)

Let us introduce another grading degord in Auω putting degord u
ω
i = 1. Let us decompose the dif-

ferential polynomial r into the sum of components that are homogeneous with respect to both the
differential degree deg and the new degree degord:

rd,g =
∑
g≥0
d≥1

rd,gε
2g, rd,g ∈ Auω , degord rd,g = d, deg rd,g = 2g.

Let us, by definition, put r0,g := 0. Then equation (7.14) implies that, for any d ≥ 1 and g ≥ 0, we
have

(d+ 2g − 1)∂xrd,g = uω∂xrd−1,g + 2

g∑
g1=1

B2g

(2g)!
∂2g1+1
x rd,g−g1 .(7.15)

Recall that the operator ∂x : Auω → Auω vanishes only on constants. Then it is easy to see that
equation (7.15) allows to reconstruct all differential polynomials rd,g starting from r1,0. From (6.14)
it follows that r1,0 = uω.

We see that, in order to prove (7.13), it remains to check that r = S(ε∂x)eS(ε∂x)u
ω − 1 satisfies

equation (7.14). So we have to prove the following identity:

(D − 2)∂xS(ε∂x)eS(ε∂x)u
ω ?

= u∂xS(ε∂x)eS(ε∂x)u
ω

+ 2
∑
g≥1

ε2g
B2g

(2g)!
∂2g+1
x S(ε∂x)eS(ε∂x)u

ω
.

In order to shorten the computations a little bit, let us make the rescaling x 7→ εx and denote uω

by u. Thus, we have to prove the identity

(D − 2)∂xS(∂x)eS(∂x)u
?
= u∂xS(∂x)eS(∂x)u + 2

∑
g≥1

B2g

(2g)!
∂2g+1
x S(∂x)eS(∂x)u.(7.16)

We have
∑

g≥0
B2g

(2g)!z
2g = z

2
e
z
2 +e−

z
2

e
z
2−e−

z
2

. Therefore, (7.16) is equivalent to

D∂xS(∂x)eS(∂x)u
?
= u∂xS(∂x)eS(∂x)u + ∂x

e
∂x
2 + e−

∂x
2

e
∂x
2 − e−

∂x
2

∂xS(∂x)eS(∂x)u.(7.17)

It is easy to see that the right-hand side is equal to

u
(
e
∂x
2 − e−

∂x
2

)
eS(∂x)u + ∂x

(
e
∂x
2 + e−

∂x
2

)
eS(∂x)u.

Let us transform the left-hand side of (7.17). Since [D, ∂x] = ∂x, we get

[D, ∂xS(∂x)] =
[
D, e

∂x
2 − e−

∂x
2

]
=
∂x
2

(
e
∂x
2 + e−

∂x
2

)
,

D∂xS(∂x)eS(∂x)u =
(
e
∂x
2 − e−

∂x
2

)
DeS(∂x)u +

∂x
2

(
e
∂x
2 + e−

∂x
2

)
eS(∂x)u.

We conclude that (7.17) is equivalent to(
e
∂x
2 − e−

∂x
2

)
DeS(∂x)u

?
= u

(
e
∂x
2 − e−

∂x
2

)
eS(∂x)u +

∂x
2

(
e
∂x
2 + e−

∂x
2

)
eS(∂x)u.(7.18)

We have DeS(∂x)u = 1
2

(
e
∂x
2 + e−

∂x
2

)
u · eS(∂x)u. Therefore, the left-hand side of (7.18) is equal to

(
e
∂x
2 − e−

∂x
2

)[1

2

(
e
∂x
2 + e−

∂x
2

)
u · eS(∂x)u

]
=

1

2

(
e∂x + 1

)
u · e

e∂x−1
∂x

u − 1

2

(
1 + e−∂x

)
u · e

1−e−∂x
∂x

u.

(7.19)



22 A. Buryak, P. Rossi

On the other hand, the right-hand side of (7.18) is equal to

u
(
e
∂x
2 − e−

∂x
2

)
eS(∂x)u +

1

2

(
e
∂x
2 + e−

∂x
2

) [(
e
∂x
2 − e−

∂x
2

)
u · eS(∂x)u

]
=

=u

(
e
e∂x−1
∂x

u − e
1−e−∂x
∂x

u

)
+

1

2

(
e∂x − 1

)
u · e

e∂x−1
∂x

u +
1

2

(
1− e−∂x

)
u · e

1−e−∂x
∂x

u.(7.20)

It is easy to see that (7.19) is equal to (7.20). Equation (7.7) is finally proved.

7.3. Final step. In this section we prove that gα,d[u] = hα,d[u]. Recall that by (ustr)α(x, t; ε; q)

(see Section 5.1) we denote the string solution of the double ramification hierarchy for CP1 and
by (utop)α(x, t; ε; q) we denote the Miura transform of the topological solution of the ancestor Dubrovin-
Zhang hierarchy for CP1 (see Section 6.3).

Lemma 7.6. We have (utop)α(x, t, ε; q) = (ustr)α(x, t; ε; q).

Proof. By the definition of the string solution and equation (6.15), the initial conditions agree:
(utop)α

∣∣
t∗∗=0

= (ustr)α
∣∣
t∗∗=0

= δα,1x. Since gα,d[u]|q=0 = hα,d[u]|q=0, we get

(utop)α
∣∣
q=0

= (ustr)α
∣∣
q=0

.(7.21)

From (6.21) it follows that the power series (utop)α is a solution of the following system:
∂u1

∂tω0
= q

(
S(ε∂x)eS(ε∂x)u

ω − 1
)
,

∂uω

∂tω0
= u1x.

(7.22)

The argument, very similar to the one from the paper [Pan00] (see the proof of Proposition 2 there),
shows that the string equation (6.16), the divisor equation (6.17) and the system (7.22) uniquely
determine the power series (utop)α starting from the degree 0 part (utop)α|q=0. On the other hand, we
can apply the same arguments to the string solution (ustr)α of the double ramification hierarchy. The
string equation for (ustr)α was derived in [Bur15a] and it coincides with (6.16). By Lemma 5.3 and
formulae (6.14), we have the divisor equation for (ustr)α: ∂

∂tω0
− q ∂

∂q
−
∑
d≥0

t1d+1

∂

∂tωd
− q

∑
d≥0

tωd+1

∂

∂t1d

 (ustr)α = δα,ω.

It coincides with (6.17). Since gω,0[u] = hω,0[u], the power series (ustr)α is a solution of system (7.22).

In the same way as (utop)α, we can now uniquely reconstruct (ustr)α from the degree 0 part (ustr)α|q=0.
From (7.21) it follows that (ustr)α = (utop)α. The lemma is proved. �

Consider the ancestor Dubrovin-Zhang hierarchy for CP1 in the variables uα:

∂uα

∂tβd
= ηαµ∂x

δhβ,d[u]

δuµ
.(7.23)

Using the string equation (6.12) it is easy to check that

((utop)αd
∣∣
x=0

= tαd + δα,1δd,1 +O(t2) +O(ε2).(7.24)

From this equation it follows that any power series in the variables tνi , ε and q can be written as a
power series in

(
(utop)αd

∣∣
x=0
− δα,1δd,1

)
, ε and q in a unique way. Since (utop)α is a solution of (7.23),

we conclude that the differential polynomials ηαµ∂x
δhβ,d[u]
δuµ can be uniquely reconstructed from the

power series (utop)α. Therefore, the variational derivatives
δhβ,d[u]
δuµ are uniquely determined up to a

constant. From the construction of the Dubrovin-Zhang hierarchy (see [BPS12b]) it is easy to see that
δhβ,d[u]
δuµ

∣∣∣
u∗∗=0

= 0. We conclude that the local functionals hα,d[u] are uniquely determined by (utop)α.

We can apply the same arguments to the double ramification hierarchy and the string solution.
Since (ustr)α = (utop)α, the string solution satisfies the same property (7.24). Note that from the

construction of the double ramification hierarchy it is easy to see that
δgβ,d[u]

δuµ

∣∣∣
u∗∗=0

= 0. Then we
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can repeat our arguments and conclude that the local functionals gα,d[u] are uniquely determined

by (ustr)α and, therefore, gα,d[u] = hα,d[u]. Theorem 1.1 is proved.

Appendix A. Computations with the extended Toda hierarchy

In this section we prove equations (6.18), (6.19), (6.20) and (6.21).
For the proofs of equations (6.18), (6.19) and (6.20), let us note that from Lemma 6.1 and for-

mulae (6.4) it follows that the degree zero parts of the ancestor and the descendant Dubrovin-Zhang

hierarchies for CP1 coincide: hα,p[w]|q=0 = h
desc
α,p [w]q=0. Theorem 6.2 says that h

desc
α,p [w] = h

Td
α,p[w].

Recall that, by (1.1) and (6.11), the variables u1, uω and v1, v2 are related in the following way:

v1(u) = e
ε
2
∂xu1, v2(u) =

e
ε
2
∂x − e−

ε
2
∂x

ε∂x
uω.(A.1)

A.1. Proof of (6.18). We have

h
Td
ω,p[v]|q=0 =

∫
1

(p+ 2)!
Res

(
(eε∂x + v1)p+2

)
dx =

∫
(v1)p+2

(p+ 2)!
dx.

From (A.1) it follows that

h
Td
ω,p[u]|q=0 =

∫
(e

ε
2
∂xu1)p+2

(p+ 2)!
dx =

∫
e
ε
2
∂x (u1)p+2

(p+ 2)!
dx =

∫
(u1)p+2

(p+ 2)!
dx.

Equation (6.18) is proved.

A.2. Proof of (6.19). First of all, let us briefly recall the definition of the logarithm logL from [CDZ04].
The dressing operators P and Q:

P = 1 +
∑
k≥1

pke
−kε∂x , Q =

∑
k≥0

qke
kε∂x ,

are defined by the following identities in the ring of Laurent series in e−ε∂x and eε∂x respectively:

L = P ◦ eε∂x ◦ P−1 = Q ◦ e−ε∂x ◦Q−1.
Note that the coefficients pk and qk of the dressing operators do not belong to the ring Âv1,v2⊗C[q, q−1]
but to a certain extension of it. The logarithm logL is defined by

logL :=
1

2

(
P ◦ ε∂x ◦ P−1 −Q ◦ ε∂x ◦Q−1

)
=

1

2

(
εQx ◦Q−1 − εPx ◦ P−1

)
.

Here Px :=
∑

k≥1(∂xpk)e
−kε∂x and Qx :=

∑
k≥0(∂xqk)e

kε∂x . In [CDZ04] (see Theorem 2.1) it is proved

that the coefficients of logL belong to Â[0]
v1,v2

⊗ C[q, q−1].

Actually, we are going to prove a precise formula for the Hamiltonian h
Td
1,p[v]|q=0. From the proof

of Theorem 2.1 in [CDZ04] it follows that the coefficients of the operator S := −εPx ◦ P−1 belong

to Â[0]
v1,v2
⊗C[q]. Let S0 := S|q=0. From [CDZ04] it is also easy to see that the coefficients of S0 belong

to Â[0]
v1

.

For a differential polynomial f(v1; ε) ∈ Âv1 , let fev(v1; ε) := 1
2

(
f(v1; ε) + f(v1;−ε)

)
. Follow-

ing [CDZ04] let us introduce operators B+ and B− by

B+ :=
ε∂x

eε∂x − 1
, B− :=

ε∂x
1− e−ε∂x

.

Lemma A.1. We have

h
Td
1,p[v]|q=0 =

∫ (
(v1)p+1

(p+ 1)!
B−v2 +

2

(p+ 1)!
Res

(
(eε∂x + v1)p+1 ◦ (S0 −Hp+1)

)ev)
dx.

Proof. We have

h
Td
1,p[v] =

∫ (
2

(p+ 1)!
Res(Lp+1(logL−Hp+1))

)
dx.

Since the coefficients of Lp+1 belong to Â[0]
v1,v2

⊗ C[q], we obviously have

Res(Lp+1)
∣∣
q=0

= Res
(

(eε∂x + v1)p+1
)
.(A.2)
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Let us compute the residue Res(Lp+1 logL)|q=0. We have logL = 1
2

(
εQx ◦Q−1 − εPx ◦ P−1

)
. As we

have already said, the coefficients of εPx ◦ P−1 belong to Â[0]
v1,v2

⊗ C[q]. Therefore,

− Res
(
Lp+1 ◦ εPx ◦ P−1

)∣∣
q=0

= Res
(

(eε∂x + v1)p+1 ◦ S0
)
.(A.3)

Let us consider the residue Res
(
Lp+1 ◦ εQx ◦Q−1

)
. From the proof of Theorem 2.1 in [CDZ04] it fol-

lows that the coefficients of the operator εQx◦Q−1 belong to Â[0]
v1,v2
⊗C[q, q−1]. Note that they contain

inverse powers of q, so we have to be careful while computing the residue Res
(
Lp+1 ◦ εQx ◦Q−1

)∣∣
q=0

.

Introduce an operator Q̃ by Q̃ = 1 +
∑

k≥1 q̃ke
kε∂x := q−10 Q. We have

Q̃ ◦ e−ε∂x ◦ Q̃−1 = L̃, where L̃ = q−10 L ◦ q0.
The operator ekε∂x can be interpreted as a shift operator, so, following [CDZ04], we will sometimes
denote ekε∂xf by f(x+ kε). We have the following identity (see [CDZ04, eq. 2.21]):

q0(x)

q0(x− ε)
= qev

2
.(A.4)

It implies that L̃ = e−ε∂x + v1 + qev
2(x+ε)eε∂x . We can compute that

εQx ◦Q−1 = εq0(q0)
−1 + q0εQ̃x ◦ Q̃−1 ◦ q−10 .(A.5)

We have ([CDZ04, eq. 2.21]) (q0)x
q0
− (q0)x(x−ε)

q0(x−ε) = v2x. Therefore, εq0(q0)
−1 = ε∂x

1−e−ε∂x v
2 = B−v2. We

see that Res(Lp+1 ◦ εq0q−10 ) ∈ Â[0]
v1,v2

⊗ C[q] and

Res(Lp+1 ◦ εq0q−10 )|q=0 = Res
(

(eε∂x + v1)p+1 ◦ εq0q−10

)
=

(v1)p+1

(p+ 1)!
B−v2.(A.6)

It remains to compute Res(Lp+1 ◦ q0εQ̃x ◦ Q̃−1 ◦ q−10 ). We have

Res
(
Lp+1 ◦ q0εQ̃x ◦ Q̃−1 ◦ q−10

)
= Res

(
L̃p+1 ◦ εQ̃x ◦ Q̃−1

)
.

It is easy to relate the operator εQ̃x ◦ Q̃−1 to the operator S = −εPx ◦ P−1. Note that

L̃ = L|v2(x)7→v2(x−ε)
ε7→−ε

.

Therefore,

εQ̃x ◦ Q̃−1 = S|v2(x)7→v2(x−ε)
ε7→−ε

.

We immediately see that the coefficients of εQ̃x ◦ Q̃−1 belong to Â[0]
v1,v2

⊗ C[q]. We get

(A.7) Res
(
L̃p+1 ◦ εQ̃x ◦ Q̃−1

)∣∣∣
q=0

= Res

(
(e−ε∂x + v1)p+1 ◦

(
εQ̃x ◦ Q̃−1

)∣∣∣
q=0

)
=

= Res
(

(e−ε∂x + v1)p+1 ◦ S0
∣∣
ε7→−ε

)
= Res

(
(eε∂x + v1)p+1 ◦ S0

)∣∣∣
ε7→−ε

.

Collecting equations (A.2), (A.3), (A.6) and (A.7) we get the statement of the lemma. �

Let us prove equation (6.19). Using the proof of Theorem 2.1 in [CDZ04] it is easy to compute that

S0 =
∑

k≥1 fke
−kε∂x , where fk = (−1)k−1

k (v1)k +O(ε). Therefore, we have

Res
(

(eε∂x + v1)p+1 ◦ S0
)∣∣∣
ε=0

=

(
p+1∑
i=1

(
p+ 1

i

)
(−1)i−1

i

)
(v1)p+1.

Let us denote the sum on the right-hand side by Cp+1. For k ≥ 1, we have

Ck+1 − Ck =
k∑
i=0

(
k

i

)
(−1)i

i+ 1
=

k∑
i=0

(
k

i

)
(−1)i

∫ 1

0
xidx =

∫ 1

0
(1− x)kdx =

1

k + 1
.

Since C1 = 1, we obtain Cp+1 = Hp+1. We get

Res
(

(eε∂x + v1)p+1 ◦ (S0 −Hp+1

)∣∣∣
ε=0

= 0.
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Using Lemma A.1 we can conclude that

hTd1,p[v]
∣∣∣
q=0

=

∫  (v1)p+1

(p+ 1)!
B−v2 +

∑
g≥1

ε2grp,g(v
1)

 dx,

where rp,g ∈ Av1 , degdif rp,g = 2g. Finally, equation (A.1) implies that

hTd1,p[u]
∣∣∣
q=0

=

∫  (u1)p+1

(p+ 1)!
uω +

∑
g≥1

ε2grp,g(u
1)

 dx.

Equation (6.19) is proved.

A.3. Proof of (6.20). Let us use Lemma A.1. It is not hard to compute the first two coefficients of
the operator S0:

S0 = B+v1e−ε∂x +

(
1

2
B+(v1)2 − v1(x− ε)B+v1

)
e−2ε∂x + . . . .

Therefore, we have

Res
(

(eε∂x + v1)2 ◦ S0
)

= e2ε∂x
(

1

2
B+(v1)2 − v1(x− ε)B+v1

)
+ (v1(x) + v1(x+ ε))eε∂xB+v1.

Taking the integral we get∫
Res

(
(eε∂x + v1)2 ◦ S0

)
dx =

∫ (
(v1)2

2
− v1(x− ε)B+v1 + (v1 + v1(x+ ε))eε∂xB+v1

)
dx =

=

∫ (
(v1)2

2
+ v1B+v1

)
dx.

Let us take the even part:∫ (
(v1)2

2
+ v1B+v1

)ev
dx =

∫ (
1

2
(v1)2 +

1

2
v1ε∂x

e
ε
2
∂x + e−

ε
2
∂x

e
ε
2
∂x − e−

ε
2
∂x
v1

)
dx =

=

∫ 3

2
(v1)2 +

∑
g≥1

ε2gv1
B2g

(2g)!
v12g

 dx.

We get hTd1,1[v]
∣∣
q=0

=
∫ ( (v1)2

2 B−v
2 +

∑
g≥1 ε

2gv1
B2g

(2g)!v
1
2g

)
dx and, therefore,

hTd1,1[u]
∣∣∣
q=0

=

∫ (u1)2

2
uω +

∑
g≥1

ε2gu1
B2g

(2g)!
u12g

 dx.

Equation (6.20) is proved.

A.4. Proof of (6.21). We have

h
Td
ω,0[v] =

∫
1

2
Res

((
eε∂x + v1 + qev

2
e−ε∂x

)2)
dx =

∫ (
(v1)2

2
+ qev

2

)
dx.

Using (A.1) we get h
Td
ω,0[u] =

∫ ( (u1)2

2 + qeS(ε∂x)u
ω
)
dx. Finally, if we apply Lemma 6.1, we obtain

hω,0[u] =

∫ (
(u1)2

2
+ q

(
eS(ε∂x)u

ω − uω
))

dx.

Equation (6.21) is proved.
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