The Russian Journal of Cognitive Science, 2019, vol. 6 (3), pp. 14-22

Chunk Decomposition
in Anagram Solving Tasks

Dmitrii Kozlov
Samara University, Samara, Russia

Olga Petseva

Samara University, Samara, Russia

Abstract. If a well-known word is a part of an anagram stimulus, it may complicate the process of solving the anagram. This
may happen because a word inside the anagram may serve as a semantic prime, or because such a word is a chunk that is
difficult to decompose. We manipulated the structural features of word and nonword chunks in anagram stimuli to find
out which features of a chunk, semantic or structural, are more influential in anagram solving. The results showed that the
semantic but not the structural features of a chunk are more important for five-letter anagrams, while none of these features
are crucial for solving six-letter anagrams. We suggest that different mechanisms underlie the solution process of shorter five-
letter and longer six-letter anagrams. Limitations of the study and its implications for future research are discussed.
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Introduction

When solving an anagram, a person tries to rearrange let-
ters to get a new representation, and then probes her/his
vocabulary for a match (Richardson & Johnson, 1980).
Three groups of factors influence this process. The evi-
dence for semantic influences was obtained mainly from
studies that utilized different priming techniques (Dom-
inowski & Ekstrand, 1967; White, 1988). Other studies
demonstrated that anagrams are more difficult to solve
when they are presented as other meaningful words
(Ekstrand & Dominowski, 1968). The latter studies imply
that if anagram stimuli contain another well-known word,
it may function as a semantic prime itself. The second
group of factors includes different structural features of
anagrams. Structural features fall into several different

categories: lexical features (especially word frequency;
Dominowski, 1967), orthographical features (includ-
ing bigram frequency; Dominowski, 1967), letter moves
needed to solve an anagram (Dominowski, 1966), letter
transition probabilities (Beilin & Horn, 1962), and pho-
nological features (such are easiness of pronunciation:
Fink & Weisberg, 1981; and number of syllables: Adams,
Stone, Vincent, & Muncer, 2011). The third group of fac-
tors includes individual differences concerning vocabu-
lary capacity (Mendelsohn, Griswold, & Anderson, 1966),
skills in anagram solving (Novick & Sherman, 2003), and
reading proficiency (Henin, Accorsi, Cho, & Tabor, 2009).
These factors interact with each other (Mendelsohn, 1976;
Gilholly & Johnson, 1978; Novick & Sherman, 2008),
making the assessment of anagram difficulty an extremely
complex task.
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A mainstream theory of anagram solving states that the
process of searching for a solution is governed by implicit
knowledge of the statistical properties of a language: a
solver tries to combine letters in sequences that are more
common in his/her vocabulary (Gilholly & Johnson, 1978;
Richardson & Johnson, 1980). The three groups of factors
discussed above make the process of finding a solution
more or less difficult.

Another theoretical framework is presented in
theories of insight problem solving. According to Ohlsson’s
impasse-insight theory, an impasse in insight problems
occurs because of a non-optimal representation of a task
based on prior knowledge the solver needs to overcome.
Two mechanisms of representation change are proposed:
constraint relaxation and chunk decomposition (Knoblich,
Ohlsson, Haider, & Rhenius, 1999). In recent publications,
Chistopolskaya and Lazareva (Chistopolskaya, Lazareva,
Markina, & Vladimirov, 2019; Lazareva, Chistopolskaya,
& Akatova, 2019) stress that constraint relaxation is
described as a high-level cognitive process, while chunk
decomposition is viewed as a low-level perception process.
They propose an elaboration of the theory by introducing
a low-level process of perception constraint relaxation, and
a high-level process of semantic chunk decomposition.

Although theories of insight solution are often tested
via anagram solving (see Ellis, Glaholt, & Reingold, 2011
for a brief review), some authors argue that anagrams are
not insight problems at all (Weisberg, 1995), and others
even use anagram solution tasks as control tasks in studying
insight solutions (e.g., Ollinger, Jones, & Knoblich, 2008).
Indeed, the solution of an anagram is not always a pop-up
insight solution, and researchers often use some measures
of subjective experience of insight during the solution
process in anagram solution studies. Moreover, there is an
ongoing discussion as to whether there are specific insight-
related processes, or pop-up and analytical decisions
are based on the very same processes (Weisberg, 2015).
Therefore, theories of insight problem solving may be
useful in studying the anagram solution process, but should
be considered with certain cautions and limitations.

The scope of our study is anagram solution, not insight
problem solving. Nevertheless, the importance of structural
and semantic features of anagram stimuli is also emphasized
in insight-related anagram solution studies. For example,
Ellis and Reingold (2014) suppose that an impasse in an
anagram solution is a result of “orthographic, phonological,
lexical, and/or semantic activation” (p. 670). In their study,
they used five-letter anagrams with one added distraction
letter as experimental stimuli. Stimuli were presented as
a three-letter chunk in the middle of a screen surrounded by
three other letters. The chunk in the middle could be a word
or a nonword — a meaningless set of three letters. Partic-
ipants needed more time to solve an anagram if the chunk
in the middle was a word. What remains unclear is which
properties of the chunk make the decision more difficult.
Indeed, three-letter nouns also consist of bigrams of high
frequency and are syllables that are easy to pronounce.
In our study, we try to answer the question: What features
of a chunk make an anagram solution task more difficult to
solve: semantic or structural? We approach the question by
controlling some structural features of the nonword chunks
as part of the anagram stimuli (Lapteva, 2016).

Finally, we should point out that when we speak about
the semantic features of a chunk, we consider it in a broader
sense than the term “semantic chunk” proposed by Chisto-
polskaya and Lazareva (Chistopolskaya, Lazareva, Markina,
& Vladimirov, 2019), which has a specific meaning in the
context of the impasse-insight theory. The question we
try to answer is consistent with different theoretical
frameworks. Our goal is not to test a particular theory or
theories, but to find some empirical evidence that can be
useful for the further development of theories concerning
anagram solving.

Materials and Method

Participants

Forty five undergraduate students from Samara University
(33 women) volunteered in the study. All participants had
normal or corrected to normal eyesight and were native
Russian speakers.

Materials

Twenty one five-letter and 24 six-letter high frequency Rus-
sian nouns were selected from the frequency dictionary of
Russian vocabulary by Lyashevskaya and Sharov (2009)
as solutions to the anagram problems. Each word was the
only meaningful word possible to construct from its let-
ters, and each word contained at least one set of three let-
ters that can be arranged into a three-letter meaningful
word. Each anagram followed the pattern “X-YYY-X” for
five-letter words or “X-YYY-XX” for six-letter words. Three
types of anagrams were created for every word. In the word
type of anagrams (W anagram), the “YYY” section com-
prised a meaningful three-letter word. In the pseudoword
type of anagrams (PW anagram), “YYY” is a well-pro-
nounced sequence of consonant-vowel-consonant (or
vowel-consonant-vowel in some cases for the six-letter
anagrams). In the nonword type of anagrams (NW ana-
gram), “YYY” are three consonants that are difficult to pro-
nounce in sequence. For example, for the word “TOWEL,
“E-LOT-W” is a W-anagram, “E-WOL-T” is a PW-ana-
gram, and “O-LWT-E” is a NW-anagram. All five-letter tar-
get words consisted of two syllables and had only two vow-
els, fifteen six-letter target words consisted of two syllables
and contained two vowels also, and the remaining nine six-
letter words consisted of three syllables and contained three
vowels. To balance the difficulty of anagrams, none of the
first and last letters of the solution words were in their cor-
rect position in any of the anagrams.

Procedure

The experiment was programmed as a script in PsychoPy
v.1.90.2 software (Peirce, 2019). Stimuli were presented
in capital letters on a laptop screen. “YYY” chunks were
highlighted in green and were separated from the other let-
ters by single spaces. The three sets of stimuli were com-
posed using a Latin square. Each participant had to solve
7 tasks for each type of five-letter anagram and 8 tasks for
each type of six-letter anagram (45 tasks in total). Each task
was presented for 1 minute only. Participants were told to
press the space bar when they solved the task and to say the
answer aloud. In very rare and sporadic cases of a wrong
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answer, the experimenter said “Wrong!” to the participants,
and they continued to try to solve the anagram until finding
the correct solution or until the minute expired. Because
such situations were rare, we analyzed the times of correct
decisions only. Each participant completed five practice
tasks before the main procedure. Practice results were not
recorded or analyzed.

Results and Discussion

Difficulty Balance Checks

When constructing our stimuli, we controlled for difficulty
of pronunciation. Other structural features of anagrams
that are important are bigram frequency and solution fre-
quency. Studying the differences between certain structural
features is not within the scope of the present study, but we
tried to ensure that the frequencies of bigrams in different
types of stimuli varied in accordance with differences in
pronunciation.

Mean frequency of the bigrams in the “YYY” chunks
did not differ in the W and PW anagram conditions, both
in their instances per million words and their ranked order
(for neither five- nor six-letter anagrams; p>.65 for all ¢-test
pairwise comparisons between W and PW anagrams).
In contrast, both instances per million words were lower
and ranked order was greater for NW anagrams than
for W and PW anagrams (p<.001 for all comparisons).
Instances per million words and ranked order did not
differ between the five and six-letter solutions of anagrams
(p>.69 for all comparisons).

For six-letter anagrams, the bigram frequencies of the
last two letters, which can also be viewed as a chunk with
no semantic meaning in all types of anagrams, do not differ
(F(2,69)=1.38; p=.26 for instances per million words, and
F(2,69)=.55; p=.581 for ranked order).

Thus, when we speak about the structural features of
anagrams in our study, we refer to the joint effect of pronun-
ciation and bigram frequency.

Among six-letter anagram solutions, three-syllable
words are a bit more frequent than two-syllable words:
£(22)=2.09, p=.049 for instances per million words, and
£(22)=1.56, p=.133 for ranked order.

Main Results

Statistical analysis was conducted in the R software envi-
ronment (R Core Team, 2019). The descriptive statistics of
the raw data for all experimental conditions are presented
in Table 1. Participants solved 71.7 % of five-letter W ana-

grams, which is significantly less than the number of the
correct solutions for the PW anagrams (81.6 %; x*(1) =8.0;
p=.009) and NW anagrams (82.5%; x*(1)=9.8; p=.005).
The solving rate was much lower for six-letter anagrams
than for five-letter ones. Participants solved 46.1 % of six-
letter W anagrams and 51.9% of both PW and NW six-
letter anagrams (no significant differences between them:
X2(2)=3.3; p=.195).

To analyze decision times, we conducted a mixed
models analysis using the Ime4 R package (Bates, Machler,
Bolker, & Walker, 2015). This statistical method is relatively
new, and may need some clarifications. Our data are
multilevel and consist of multiple observations for multiple
participants. The traditional approach to analyzing such
data is to use ANOVA after averaging across partic-
ipants (FI analysis) or across observations (F2 analysis).
Shortcomings of such averaging are straightforward: we
lose some data that may be informative, and our effect
size estimations become dependent on the number of
observations (in FI analysis) or number of participants
(in F2 analysis). Mixed methods allow explicit modeling
variation between participants and between stimuli
as random effects simultaneously, without any averaging.
As a result, there are several benefits of mixed models over
traditional ANOVA approaches: they model the structure
of the data more precisely, they can handle heteroscedas-
ticity of the data, they are more robust to overfitting; and
they are more powerful (Chetverikov, 2015; Baayen, 2012).
Interpretation of the fixed effects, which are usually of
interest for a researcher, is very similar to the traditional
ANOVA.

We entered anagram type and anagram length as fixed
effects, and participant ID and anagram solution as random
effects. P-levels for main effects and their interaction were
obtained by Satterthwaite’s method of degrees of freedom
approximation using the ImerTest R package (Kuznetsova,
Brockhoff, & Christensen, 2017). Decision times were
analyzed only for solved anagrams.

Mixed models require residuals to be normally
distributed. We followed the guidelines of Gurka, Edwards,
Muller, and Kupper (2006) and analyzed total residuals
using quantile-quantile plots. Solution times were box-cox
transformed before the analysis to obtain normal distri-
bution of total residuals (A=.101).

We found significant main effects for both anagram
length (F(1,40.91)=0.93; p<.001) and anagram
type (F(2,44.24)=4.09; p=.024). Factor interaction
significance was very close to the conventional
threshold of .05 (F(2,44.17)=3.03; p=.058). Pairwise

Table 1. Descriptive Statistics of Raw Data
.L etters Condition n Mean SD Skewness Min Q1 Median Q3 Max
in Anagram
W 226 14.81 14.11 1.364 1.20 4.37 9.77 20.24 59.88
Five PW 257 10.75 12.01 2.036 .98 2.69 6.00 14.03 59.64
NW 260 11.48 10.96 1.7338 1.25 3.80 7.25 14.77 59.92
W 166 20.04 14.83 .893 1.40 8.43 16.14 29.11 59.74
Six PW 187 18.56 14.37 .950 1.60 7.24 14.05 2717 58.49
NW 187 22.18 14.93 .680 1.92 9.16 18.50 32.08 59.77
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Table 2. Least Squares Estimates of Means
and Confidence Intervals for Box-Cox
Transformed Data
i 95 % conf. int.
Lettersin . dition Mean SE  df o cont-!
Anagram lower  upper
W 275 .16 4825 2.44 3.07
Five PW 222 .16 48.86 1.90 2.54
NW 236 .12 5359 2.12 2.61
W 3.31 .16 5854 2.99 3.63
Six PW 3.16 .16 5890 2.84 3.49
NW 339 .13 69.09 3.13 3.65

comparisons* revealed that the main effect of anagram
type yielded significant differences between five-letter
anagrams only. Five-letter W anagrams needed more
time to be solved than both PW anagrams (#(3.24) = 3.24;
p=.030) and NW anagrams (#(31.7)=3.01; p=.053),
while time to solve PW and NW anagrams was close
(t(33.9) =1.00; p=.916). For six-letter anagrams, p>.65
for all pairwise comparisons between anagram types.
Least squares estimations of means and confidence
intervals are presented in Table 2. Note that although
these statistics are the most appropriate to estimate effect
sizes, back-transformed means do not correspond to the
means of raw data any longer (for details, see Section 3.2
of Hyndman & Athanasopoulos, 2018).

For six-letter anagrams, we tested an additional
model, entering number of syllables and anagram type
as fixed effects, and keeping participant ID and anagram
solution as random effects. Neither main effect of number
of syllables (F(1,20.03) =.01; p=.919) nor factor interaction
(F(2,518.01)=1.15; p=.317) was significant.

Preliminary Discussion

Difficulty balance checks for “YYY” chunks provided some
evidence that W and PW anagrams are alike in structure
and should be about equally difficult to decompose, while
NW anagrams are structurally different. We have also
found evidence that five-letter anagrams are harder to solve
if they contain a semantically meaningful chunk, but this
is not true for six-letter anagrams: neither the number of
solved anagrams nor solution times differed significantly
between different types of six-letter anagrams. There was
no evidence that the structural features of chunks influ-
enced anagram task difficulty for either the five- and six-
letter anagrams.

One possible explanation for the lack of significant
differences between W and other types of six-letter
anagrams is that six-letter anagrams are harder to solve
in general. We know this because fewer of the six-letter
anagrams were solved, and it required significantly more
time to solve them. This implies the possibility that semantic
differences are more important for solving easier anagrams

1 Here and thereafter, Kenward-Roger approximation of degrees of free-
dom and Tukey FWER correction were used in all pairwise comparisons
in mixed effect models.

and less important for more difficult ones. We can test this
possibility by splitting all the tasks by the median decision
time and assuming anagrams with decision times below the
median are easier tasks, and anagrams with decision times
above the median are more difficult tasks. We hypothesize
that for the easier five-letter anagrams the effect of semantic
features of a chunk would be greater than for anagrams
that are more difficult. We also hope to find evidence that
among the easier six-letter anagrams W variants are more
difficult to solve than PW and NW variants.

There is an issue about which median is more
appropriate when splitting the data: should we use the one
grand median across all participants, or different medians
for each participant respectfully? We chose the latter variant
for two reasons. First, the solution difficulty of the very same
anagram may vary across participants, and using different
medians for different participants borrows the same
rationale as participant random effects in mixed models.
Second, it yields to a more balanced design, when an equal
amount of measures for each participant is assigned to the
groups of more difficult and easier solutions?.

Exploratory Results

We conducted mixed models analysis separately
for five- and six-letter anagram tasks, entering anagram
difficulty and anagram type as fixed effects, and participant
ID and anagram solution as random effects. For five-letter
anagram tasks, the interaction of fixed effects was significant
(F(2,698.1)=3.49; p=.031). Pairwise comparisons showed
that the main effect of anagram type holds for easier anagram
tasks, but is not significant for tasks that are more difficult.
For easier five-letter anagrams, the solution time was signif-
icantly longer for W anagrams than for PW anagrams
(t(694) =3.14; p=.002) but not significantly longer for NW
anagrams (#(691)=2.31; p=.123). Surprisingly enough,
solution time was also longer for NW anagrams than for
PW anagrams (t(691)=2.81; p=.058). For more difficult
five-letter anagrams, W anagrams needed a bit more time
to be solved than PW and NW anagrams, but none of the
pairwise comparisons was significant (£(691) = 1.74; p=.506
for W and PW comparison; #(689)=2.37; p=.169 for W
and NW comparison; £(690) =.53; p=.995 for PW and NW
comparison). For six-letter anagrams, the factor interaction
was not significant (F(2,466.4)=0.39; p=.676), nor were
the pairwise comparisons between anagram types for both
levels of difficulty (p > .9 for all pairwise comparisons). Least
squares estimations of means and confidence intervals are
presented in Table 3.

Preliminary Discussion of Exploratory Results

Our hypothesis about solution time holds true for five-let-
ter anagrams but not for six-letter anagrams. Due to the
reduced sample size in our exploratory analysis (because
the number of anagram tasks reduced two times for each
type of anagram), these results should be interpreted with
caution.

2 In fact, the division anagram solution tasks into two groups by grand
median produce very similar results to the division by medians comput-
ed for each participant separately (¢ =.66 for five-letter anagrams, and

¢ =.76 for six-letter anagrams). We repeated the analyses discussed below
using the grand median as division criterion, and the results were quite
similar and thus not reported in the article.
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Table 3.
by Individual Median

Least Squares Estimates of Means and Confidence Intervals for Box-Cox Transformed Data after Splitting

Solution time  Letters in Anagram Condition Mean
W 1.93
Five PW 1.34
Below NW 1.64
Median W 2.47
Six PW 2.43
NW 2.51
W 3.36
Five PW 3.20
Above NW 3.16
Median W 4.09
Six PW 4.038
NW 4.09

General Discussion

The goal of our study was to find out which features
of a chunk in the anagram solution tasks (namely, semantic
or structural) make it more difficult to decompose, caus-
ing the task to be more difficult. The structural difficulty
of chunks was manipulated as a frequency of bigrams in
a chunk, combined with its pronounceability. In these
terms, W and PW anagrams were structurally equal, and
differed from NW anagrams. We found no evidence that
structural features influenced the difficulty of the anagram
solving task in both preplanned and exploratory analyses,
thus failing to replicate the results from previous research
(Dominowski, 1967; Gilholly & Johnson, 1978). One pos-
sible explanation is that our study is underpowered. Power
analysis for mixed effects models is complicated, because
there is an ongoing discussion about which effect size
measures are most appropriate for such models (Rights &
Sterba, 2019), and the most common practice is to run sim-
ulations (Brysbaert & Stevens, 2018). We did not perform
such simulations prior to our study.

Meanwhile, we did find evidence for meaningful
chunks making five-letter anagrams more difficult to
solve across all analyses. Even if our study is indeed
underpowered, the robustness of effects of the chunk
semantic features across all mixed models ran for five-letter
anagrams make these effects paramount.

Compared to this result, our failure to find any evidence
of chunk semantic features influence on six-letter anagram
task solution implies the possibility that the processes of
solving five or six-letter anagrams are somehow different.
At this point, we can only speculate what these differences
are. One possible explanation concerns the role of working
memory in the process of anagram solving. Once all the
chunks of an anagram are decomposed, a solver has to keep
all the letters active in working memory simultaneously.
In case of six-letter anagrams, it may lead to working
memory overload, in its turn, leading to generation of new
chunks or returning to previously decomposed ones, and
negate the effects of chunk decomposition. This proposition
is still highly hypothetical and needs to be further elaborated.

95 % conf. int.

SE df

lower upper
A1 54.77 1.70 2.16
A1 62.11 1.12 1.56
.09 56.83 1.46 1.82
A1 62.06 2.24 2.70
A1 73.48 2.20 2.65
10 80.37 2.31 2.70
.09 134.97 3.18 3.53
.09 156.34 3.01 3.38
.09 132.09 2.98 3138
10 226.61 3.89 4.30
10 215.55 3.83 4.23
.09 168.23 3.90 4.28

In a recent study with a highly similar design,
Lazareva, Chistopolskaya and Akatova (2019) used
six-letter anagrams in which the first three letters
formed a meaningful word or were meaningless. The
difference between the cited study and ours is that we
also delineated between PW and NW anagrams, and
we positioned meaningful or meaningless chunks not at
the beginning but in the middle of our anagram stimuli.
Furthermore, Lazareva and colleagues also measured
subjective experiences of insight, awareness of the word
at the beginning of anagram stimuli, and dwells in eye
movements for each decision. In the second experiment,
they separated the chunk at the beginning of the anagram
by space and color similar to Ellis and Reingold (2014)
and our study. In line with our results, Lazareva et al. did
not find significant differences in solution times and the
quantity of solved anagrams in the second experiment.
Nevertheless, there were such differences in the first
experiment, in which anagrams were presented in a usual
way, without color highlighting and space separation.
Most of the participants did not notice a word at the
beginning of anagram stimuli in the first experiment, but
were consciously aware of it in the second experiment.
These results imply that conscious awareness about the
meaningful chunk in anagram stimuli may help partic-
ipants to overcome a fixation. In our study, participants
needed about twice as long to solve six-letter anagrams
than five-letter ones. It is possible that, in the case of five
letter anagrams, they often reached a decision before
consciously noticing a meaningful word as part of the
anagram. To summarize, conscious awareness of the
semantic features of a chunk may play an important role
in the anagram solution process.

There are certain limitations of our study. Although
six-letter anagrams are more complex and need more time
to be solved, participants had equal time allowances for
five- and six-letter anagrams. Thus, our results may suffer
from a ceiling effect. If participants took more time to solve
the six-letter anagrams and solved more of those tasks, it is
possible that the effects we were looking for become more
salient.
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We controlled three-letter chunk frequency by
frequencies of the bigrams in its composition. Nevertheless,
it is more likely that the difficulty of a three-letter chunk is
more determined by the frequency of the whole sequence.
To our knowledge, there are no publicly accessible frequency
tables for three-letter sequences in the Russian language.
Thus, we did the best we could do with what was available.

Skills in anagram solving can be another factor that
contaminated our results. Novick and Sherman (2008)
found evidence that pronounceability is more important
for participants with low skills in anagram solving, while
structural characteristics have more impact for skillful
solvers. We did not measure any individual difference
factors. Such individual differences are another potential
cause of our failure to find evidence for the influence of
structural features of chunks on anagram solving.

It is known that decision times for pop-out solutions
are usually smaller than for incremental solutions (Novick
& Sherman, 2003). It is plausible that the chunk features of
interest in our study differ in their importance for anagram
solving, if the solution is insight-like (pop-out) or not,
but not if the anagram itself is harder or easier to solve.
In our study, we did not measure whether the decisions
were pop-out or incremental. However, in the cited study
by Lazareva et al. (2019), subjective experience of insight
was measured and reported in the first experiment, and
the authors did not find differences between anagrams
that contained a shorter three-letter word and those that
contained a meaningless sequence of three letters.

Conclusions

Taking into consideration all the limitations of the present
study, one should view our results as preliminary. If seman-
tic fixedness occurs, it becomes the main difficulty to over-
come when solving short, five-letter anagrams, while the
structural features of a chunk are not of great importance.
Solving longer, more complex anagrams likely relies upon
different mechanisms, for which the semantic features of
chunks in the anagram are of less significance. We suggest
that differences in the processes of solving shorter and lon-
ger anagrams are related to working memory operation and
overload. We also suggest that conscious awareness about
the semantic features of anagram stimuli may help solvers
to overcome fixedness on them.
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Poccuincknii >xypHan KorHutnsHom Hayku, 2019, Tom 6, Ne 3, cTp. 14-22

J[leKoMImO3uII sl YaHKOB
B IIpOLIeCCe pPellIeHU aHarpaMM

Omutpnit Ko3nos
Camapckuii yausepcutet, Camapa, Poccnsa

Onpra IleneBa
Camapckuii yausepcutet, Camapa, Poccnsa

Annotanus. Xopolo 3HaKOMO€ C/I0BO, KOTOPO€ SIB/ISI€TCS] YaCThI0 aHATPAMMBI, MOXKET 3aTPYAHUTD MONCK ee PelleHMs.
9TO MOXET IPOUCXOJUTD, IOTOMY YTO MO0 TAKOE CIOBO OyfieT CEeMaHTUIECKIM IIPAIMOM, 1160 ero 6yKBBI 06pas3yIoT Tyroil
YJaHK, [IEKOMIIO3UL/ KOTOPOTO 3aTpyAHeHa. UTOObI BBIACHUTD, KaKie MIMEHHO 0COOEHHOCTH YaHKOB — CeMaHTIYeCKye UIn
CTPYKTypHbIe — B GOJIbLIelT CTENEHN 3aTPYFHIIOT PellleHIe aHaTPAMMBI, B IIPENCTABIEHHOM MCCIEA0BAHNN KOHTPOIMPO-
BaJINCh HEKOTOPBIE CTPYKTYPHBIE 0COOEHHOCTI YaHKOB, KOTOPbIE IPeACTaBIAN C060il 1160 C10Ba, 1160 6eCCMBICIEHHYIO
HOC/IeOBAaTe/IbHOCTb OYKB B COCTaBe pelllaeMbIX aHarpaMM. [lo/IyueHHbIe pe3yIbTaThl CBUIETENBCTBYIOT O GOJIbLIelT PO/
CeMaHTUYECKUX CBOMCTB YAaHKOB IIPY PelleHN! MATHOYKBEHHBIX aHATPAMM, B TO BPeMsI KaK AJIsI pellleHNs eCTUOYKBeH-
HBIX aHaTPaMM HU CTPYKTYpPHBIe, HI CEMAaHTHYeCKIte 0COOEHHOCT YaHKOB He OKa3a/IMCh 3HAYMMBIMU. ABTOPBI IIPE/IIOTa-
0T, YTO 9TO CBA3AHO C TeM, YTO MOTYT PAa3/INIaThCs CAMU IIPOLIeCCHI peliieHnst 60/ee KOPOTKIX, MATUOYKBEHHBIX, 1 6osiee
IIMHHBIX, HIECTHOYKBEHHBIX, aHarpaMM. Taxoke 06CY>KHAI0TCs OTpaHUYeH NS IPOBEEHHOTO SKCIIEPUMEHTA U IIEPCIIEeKTUBBI
TaTbHENIINX UCCIEeTOBAHMIA.
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