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Abstract—The paper presents calculations of the amount of effort and the reliability of the method of
brute-force attack on a cipher using a statistical criterion for plaintexts, which has type 1 and type 2 errors.
Calculated values of parameters of the discussed cryptanalysis methods for a cipher allows better pre-
dictions of its remaining safe operational life taking into account statistical characteristics for recog-
nizing the plaintext and changes in the communication channel parameters.
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1. INTRODUCTION

It is known that when a cipher is in operational use, it is subjected to cryptographic analysis [1–4] on
a regular basis in order to prevent attacks that might pose a danger to it and to predict for how long it will
be able to stay in use. To achieve a more precise prediction of the remaining useful life of a cipher [1, 3,
4], it is desirable to have a more precise estimate of the amount of effort it takes to crack it. A more precise
estimate of the remaining useful life of a cipher can be obtained using a calculation [1, 3, 4] of the amount
of effort required by methods [2] that crack it by automatically finding the plaintext [1, 3, 4]. The plaintext
is understood to mean the original text before it was subjected to encryption. Such a text, as a rule, has a
certain structure and patterns, which make it possible to use statistical characteristics of the text for its
automatic decryption [5]. Thus, for example, a specific original text in any language has its own charac-
teristic frequency of occurrence of specific characters, 2-grams, etc. and its own ‘forbidden’ k-grams. A
universal cipher-cracking method is the brute-force attack [1, 3, 4]. This method is often called a key trial-
and-error method or Monte Carlo method, or total method. The paper provides the rationale for calcu-
lations of the amount of effort and the reliability of the method of the cipher key trial using a statistical
criterion (with Type 1 and 2 errors) for plaintexts. The amount of effort and reliability of the cipher key
trial method give a better idea of cryptographic security of a cipher against the key trial method as com-
pared to the universally used parameter – the number of its keys.

One of the main issues in practical cryptography is the issue of the remaining operational life of a
cipher. The decision to stop using a cipher and replace it depends on many factors. One of these factors is
its cryptographic robustness, which is determined by cryptographers on a regular basis. Therefore, the
longevity of a cipher depends on the accuracy of math models that are being used and cipher cracking
methods. An analysis of a cipher, as a rule, starts with calculating the parameters of the brute-force
method of attack on the cipher, of the total method [6]. Often used as a measure of the amount of effort
required by this method is a number of its keys |K| or an average number of keys that need to be tried before

the true key is determined  (more often used is ). Many methods of cipher cracking also use,

along with solving math problems, partial trials of certain pre-determined, so-called ‘weak keys’. In actual
practice, all these cases pose the problem of determining plaintext from the data obtained when decrypting
the initial ciphertext using the key that is being tried.

1 The article is published in the original.
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It is only natural that solving the latter problem involves using various math models of the plaintext
along with a statistical criterion for determining the plaintext. These are the reasons for the importance of
the problem of calculating a cipher cracking method using a statistical criterion for plaintext.

Shannon’s math model for the cipher is well known [7].
Let А be a cipher with encryption algebra (Х, Ke, Y, f), where Х is a set of plaintexts, Ke is a set of its

keys, Y is a set of cyphertexts, f: Х × Ke → Y is an encryption function. Let us supplement this model. Let
us denote as (Y, Kd, Х, F) the deciphering algebra of cipher A, where Kd is a set of deciphering keys for the
cipher, F: Y × Kd → Х is a deciphering function. Let χe ∈ Ke and χd ∈ Kd is its corresponding deciphering
key. If x ∈ X and f(x, χe) = y, then F(y, χd) = x. For symmetric key ciphers one may assume that Ke = Kd.

The problem is to solve the equation f(x,χe) = y for x with known у for a known cipher A.
One of the methods for solving this equation is to try pairs of elements (х', χ') from Х × Ke. Calculated for

each pair (х', χ') is the value of  f (х', χ') = y' and у is compared with у'. For asymmetric key cipher (a cipher with
public key χe) one more method can be used. For each tried sample of х’∈ X the value of f(х', χe) = y' is com-
pared with y. The plaintext х, for which у = y', is considered to be the solution of the problem.

The total method of brute-force attack on the cipher consists in random trials of keys χ* from Kd. For
each tried key χ* the ciphertext is deciphered and the obtained text F(y, χ*) is checked to see if it belongs
to the set of meaningful texts.

It is assumed that the check to see if the decrypted text belongs to the set of meaningful texts is per-
formed using a certain ‘hypothetical statistical criterion for meaningful texts’ which has Type 1 and 2
errors (for example Neyman-Pearson criterion [8], forbidden bigrams criterion [9] etc.): α is a probability
of rejecting a meaningful text (in terms of statistical criterion – rejection of hypothesis Н(0) corresponding
to probability distribution Р(0)); β is the probability of mistaking a meaningless text for a meaningful text
(accepting hypothesis Н(0), while hypothesis Н(1) is true – sampling from distribution Р(1) correspond-
ing to unreadable texts). From here on β  1.

It is also assumed that the key trials consist in consecutively randomly and equiprobably trying without
repeats r keys out of Kd. The trial process ends after ξ keys have been tried; ξ = j is a number of the first
key (1 ≤ j ≤ r) for which the corresponding decrypted text will be recognized by the criterion as a mean-
ingful text, or ξ = r, if such an event does not happen for any j ≤ r.

The main characteristics of the cryptographic security of a cipher against the total method of solving
the problem are the amount of effort Еα,β(r) required by the method – an average number of tried keys (a
mean value of random variable ξ).

Reliability παβ(r) of the method – the probability of determining the true meaningful text.
The calculation of these characteristics of the total method will be done under the following assump-

tions: when ciphertext у is deciphered with all the keys χ* from Kd, among the deciphered texts {F(y, χ*):
χ* ∈ Kd} there exists a single meaningful text, which is the true text хY; in the set Kd there exists a single
key , for which F(y, ) = xY. These assumptions allow interpreting the use of the hypothetical statistical
criterion for the meaningful text, as the criterion for checking a tried key χ* to see if it matches the
unknown true key . There is a probability α that the true key will be identified as false (while hypothesis
Н(0) is fulfilled, the criterion will accept Н(1)), and there is a probability β that a false key will be identi-
fied as true (while hypothesis Н(1) is fulfilled, Н(0) will be accepted). The process of trying the keys will
end after ξ keys have been tried; ξ = j is the number of the first key (1 ≤ j ≤ r), which will be identified by
the statistical criterion as the true key, or ξ = r, if such an event does not occur at any j ≤ r.

This paper is structured as follows: Section 1 provides the rationale for the need to state the problem.
A brief summary of the results of this work is given. This section also provides known results on the subject.

The main results are contained in Section 2, which present the calculations of the amount of effort and
the reliability of the cypher key trial without return taking into account the determination of plaintext by
a statistical criterion having Type 1 and 2 errors.

The Section 3 contains references to the sources of the subject domain. The conclusions and open
issues are stated in the Сonclusion.

2. CALCULATION OF THE AMOUNT OF EFFORT REQUIRED FOR A BRUTE-FORCE 
ATTACK AND CALCULATION OF RELIABILITY OF A BRUTE-FORCE ATTACK

Let us first calculate the amount of effort Еα,β(r) required for a brute-force attack. For brevity sake,
from here on Ke = K.

≠

χ*
Y χ*

Y

χ*
Y
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Let Bt be an event consisting in t-th key being true in the scheme of consecutive key trials without
return, t ∈ {1,…,|K|};

– Eα,β(r, t) is a mean value of ξ in the event of Bt ;
– Eαβ(t ≤ r) is a mean value of ξ in the event of the true key being among the first r of the tried keys;
– Eαβ(t ≥ r + 1) is a mean value of ξ in the event of the true key being absent from the first r of the tried keys.
From the formula of conditional mathematical expectation we obtain

To calculate the value of Eα,β(t ≤ r), let us first calculate Eα,β(r, t) at t ≤ r:

The first term corresponds to completion of trials at some k-th key, where k ≤ t – 1 (recall that the true
key is tried during the t-th trial). The second term corresponds to identifying the true key during the t-th
trial. The third term corresponds to a situation similar to the first one for k ≥ t + 1. The fourth term cor-
responds to a situation where in each of the first r trials the criterion accepted hypothesis Н(1).

If the true key is among the first r of the tried keys, it may, with the probability of , appear during any

t-th trial, t ∈ {1, …, r}. Therefore

By changing the order of summation in double sums we obtain

Adding to the first sum the term at j = r, and to the second sum the term at i = 1 (which are equal to
zero) and, and changing everywhere the summation index to “k”, combining the first three terms into one
term, we obtain

In the case where the true key is not among the first r tried keys, the mean number of the tried keys is

The last term corresponds to a situation where for each of the tried keys the criterion accepted hypoth-
esis Н(1). To obtain the final formula for the amount of effort Еα,β(r) required by the total method we shall
insert the obtained expressions for Еα,β(t ≤ r), Еα,β(t ≥ r + 1) into the initial formula:
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If we set r = |K|, we shall obtain the formula for the mean number of trials in the total method, provided
that all the keys are tried.

Let us assume that r = |K| and α = β = 0, in other words, let us consider the case where the total method
tries all the keys and the text rejection criterion works without errors. Then

In the case where r = |K|, α ≠ 0, β = 0, that is, where a procedure is used which precludes identifying a
false key as the true one, but allows the failure to identify the true key, we have

If we assume that r = |K|, α = 0, β ≠ 0, that is, if we consider decision-making procedures which make
losing the true key impossible, then

To calculate the sums included in the latter expression, let us consider the function

At the same time

It follows from here that

By using the obtained expressions at х = 1 – β for  we shall have

where

Inserting the latter expression in the formula for  after elementary manipulations we shall
obtain
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A simple analysis shows that when 

Therefore, for large values of |K| one could use an approximate equation .

Let us now proceed with the calculation of the reliability for the method of total key trials, that is, the
probability Р(r, α, β) of identifying the true key using this method.

Let С be an event consisting in identifying the true key while r keys are tried. Let us use events Вt , t ∈
{1, …, |K|} that were introduced earlier. Events Вt are incompatible, for which reason the event С is repre-

sentable in the form . It follows from here that

by virtue of the fact that . On the other hand, . Therefore

The latter equation is true for β ≠ 0.

3. RELATED WORKS
А specific original text in any language to which block or stream encryption is applied has its own char-

acteristic. Block ciphers are used as building blocks for many symmetric cryptographic primitives for
encryption, authentication, pseudo-random number generation, and hash functions. Security of these
primitives is evaluated in regard to known attacks against block ciphers. Among the different types of
attacks, the statistical ones exploit non-uniform behavior of the data extracted from the cipher to distin-
guish the block cipher from random permutations. Differential cryptanalysis [10–13] and linear cryptan-
alysis [10, 13] are the most prominent statistical attacks against block ciphers.

As a result of each of these attacks, there are a number of possible block cipher keys that are subse-
quently tested by decoding the specified sequence of encrypted blocks to find the true key.

A typical attack for stream ciphers, for example, gaming cipher [14], is an attack on the key according
to the specified open and corresponding encrypted text.

Widely known attacks on such generators are Weak key attacks and Related-key attacks) [15, 16].
The keys from the set of weak (or cohesive) keys are tested by decoding the specified encrypted text to

find the true key.
In these problems, to clarify the time complexity of attacks when testing keys, one can use statistical

criteria in the acceptance of hypotheses: H(0) – when the key is tried, the decrypted text is plaintext and,
therefore, the test key is true; H(1) – decrypted text (possibly decoded text) is not a clear text, the key to
be tested is false.

Known attacks on block and stream ciphers are attacks of the type meet-in-the-middle attack, for
example, [17–19]. At the final stage of such attacks, you can also use statistical criteria to determine the
plaintext.

4. CONCLUSIONS
Exact values have been obtained for the amount of effort and the reliability of a brute-force attack aim-

ing to determine the plaintext from a ciphertext using a statistical criterion for determining the plaintext.
Intermediate calculation formulas for these values and formulas for the amount of effort and reliability of
the brute-force attack in particular cases can be used for updating the values of the amount of effort and
reliability for other deciphering methods, including trials of a portion of the keys. One could take as an
example the method of equivalent keys. If a cipher has L classes of equivalent keys, then the mean number
of key trials without return until a key equivalent to the true key appears will be no more than L trials [20].
Therefore, the upper estimate of the amount of effort and the reliability of the brute-force attack for such
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a cipher can be made from formulas that were obtained for them by replacing the value of |K| with L in
these formulas.

Thus, the paper reviews an actual task of reliability estimation for a cryptographic cipher using a sta-
tistical criterion for cipher lifetime. Method allows a formal prediction of the cipher’s effective time of
usage regarding the statistical characteristics for recognizing the plaintext and changes in the channel
parameters.
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