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Abstract. We study synchronization aspects in parallel discrete event
simulation (PDES) algorithms. Our analysis is based on the recently
introduced model of virtual times evolution in an optimistic synchro-
nization algorithm. This model connects synchronization aspects with
the properties of the profile of the local virtual times. The main param-
eter of the model is a “growth rate” q = 1/(1 + b), where b is a mean
rollback length. We measure the average utilization of events and the
desynchronization between logical processes as functions of the param-
eter q. We found that there is a phase transition between an “active
phase”, i.e. when the utilization of the average processing time is finite,
and an “absorbing state” with zero utilization, vanishing at a critical
point qc ≈ 0.136. The average desynchronization degree (i.e. the vari-
ance of local virtual times) grows with the parameter q. We also investi-
gate the influence of the sparse distant communications between logical
processes and found that they do not change drastically the synchroniza-
tion properties in the optimistic synchronization algorithm, which is the
sharp contrast with the conservative algorithm [1]. Finally, we compare
our results with the existing case-study simulations.
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PDES, optimistic algorithm, small-world

1 Introduction

Parallel discrete event simulation (PDES) [2] is a powerful tool of program-
ming on high-performance computing systems [3]. It is widely used for modeling
complex systems in computer science, engineering, physics, economics, and soci-
ety [4]. The main advantage of PDES is that it is highly scalable by construction,
for example, PDES simulator ROSS [5] is able to scale up to 1.9 million cores
running a synthetic PHOLD model [6]. Even though the ideas of the method
emerged around 40 years ago [7], the study of the PDES is still important nowa-
days. State-of-the-art and research challenges in the area of parallel simulation
can be found in recently published papers [8, 9]. The study of PDES is going in
many directions: studying different properties of PDES models [10], optimization
of simulation kernels [11–14], different usage of PDES, e.g. internet of things [15],
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etc. In this paper we investigate properties of optimistic PDES algorithm, using
a model of evolution of local virtual times.

The idea of PDES is that the physical system is simulated as a set of sub-
systems, which communicate with each other by time-stamped messages. The
subsystems are mapped on programming objects, or logical processes (LPs). The
logical process executes a sequential subprogram with its own local state vari-
ables and its own local virtual time (LVT) on some processing elements (nodes,
processors, cores, or threads). During the simulation, the LPs interact by sending
time-stamped event messages to each other. Each LP has an input and output
queues of events. The received event messages, which are waiting for execution,
are stored in the input queue, and the messages, which must be sent to other
LPs, are located in the output queue. The messages in both queues are sorted
by timestamp order. The simulation process goes as follows: each LP takes the
first message from its input queue, executes an event, changes its local state
and local virtual time, and sends messages to other LPs, if necessary. LPs works
in parallel independently, without global synchronization. The simulation result
will be correct (i.e. as if the simulation was sequential) if all the events have
been executed by all LPs in correct non-decreasing timestamp order. In PDES
the synchronization is carried out by each LP by the analysis of the values of
timestamps in the queue, according to some synchronization protocol. There
are three classes of the synchronization protocols: conservative, optimistic, and
Freeze-and-Shift (FaS) protocol [2, 16, 17]. PDES algorithm can be classified us-
ing the mapping of the algorithm onto the partial differential equation describ-
ing the surface growth [18] and analyzing the boundary conditions [17]. In this
scheme, the open boundary conditions correspond to the optimistic algorithm,
the periodic boundary conditions correspond to the conservative algorithm, and
the fixed boundary conditions correspond to the FaS algorithm.

In conservative synchronization, only secure events are allowed to be pro-
cessed. The event is called secure, if we are sure that during the execution of this
event the LP will not receive a message with a lower timestamp. This is usually
implemented by using block-resume mechanisms, such that flags, semaphores,
etc. The optimistic algorithm, in contrary, allows causality violations but pro-
vides a rollback mechanism for causality recovery.

All of the synchronization algorithms have their pros and cons and should
be used according to the available computational facilities and the particular
knowledge on the simulated system. For example, conservative synchronization is
a better choice for systems with good lookahead information, i.e. the information
on the minimal time between two dependent events. The conservative algorithm
is easier to implement, but it generally works more slowly than the optimistic
one. Realization of the optimistic algorithms are more complex, but usually, have
better performance and can be used for a wider class of models [19].

Our research is focused on the study the synchronization properties of the
optimistic PDES algorithm on different communication networks via the analysis
of the local virtual time profile (Fig. 1). Such an approach was introduced for
conservative synchronization algorithm in [20], and extended to other PDES
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algorithms and topologies in works [1, 21–27]. The approach provides rather a
theoretical point of view on the synchronization PDES algorithms and allows
to make general predictions about their behaviors. Moreover, the model can be
attributed to the models of surface growth in physics, which allows using a rich
instrument of statistical physics for the analysis of our model.

Fig. 1. A snapshot of local virtual time profile at a simulation step t. The LPs have
their values of the LVT. τ(t) is a local virtual time averaged over all logical processes
and w2(t) is an average squared width of the profile

The paper is organized as follows. In Section 2 we describe the model of evo-
lution of LVTs in optimistic PDES algorithm. Section 3 provides the simulation
results. In Section 4 we discuss the results and compare them with the existing
case-studies of PDES models.

2 Model description

In this section, we describe a model [27] of evolution of LVT profile in optimistic
PDES. We do not simulate any particular optimistic synchronization algorithm.
Instead, we focused on the behavior of the local virtual times simulating the
model of the optimistic PDES algorithm. There is a one-to-one correspondence
between the LVT profile and the synchronization aspects of the optimistic algo-
rithm. The average speed of the profile reflects the utilization of events or the
effectiveness of processors load, and the profile width can be thought as a mea-
sure of desynchronization degree between LPs. The desynchronization shows the
deviation of LVTs from the average between all LPs. A small deviation from the
average time indicate that the LPs work at more or less equal pace, and none
of the LPs are too ahead or behind from the others, while a high value of the
desynchronization degree implies that some LPs are ahead and some of the LPs
are behind, what increases a probability of causality violations and makes the
leading processes to wait for the actual information from the lagging processes.
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As a consequence, the average efficiency of the simulation slows down because
of high desynchronization between LPs.

In optimistic PDES algorithms, the LPs are allowed to execute events in-
dependently without synchronization. At this stage, the LVT profile is growing
freely. When the causality of computations is violated, i.e. some LP receives a
message with a timestamp lower, than its LVT, the mechanism of rollback is
run. This LP changes its LVT and state variables to the value when the receiv-
ing the erroneous message would be safe. After that, all sent messages must be
“unsent”. This is done by sending so-called anti-messages – the same messages
but with the opposite sign. When a message and its anti-message occur in the
same queue, they annihilate. It is clear, that one rollback can cause an avalanche
of rollbacks. When the processing of rollbacks has been finished, the LVT profile
will be in average lower and flatter, since some of the LPs changed their LVT to
the lower values.

We simulate this process as follows. First, we set a communication topol-
ogy. The communication topology determines the dependencies of LPs and can
be presented as a graph, where vertices represent the LPs and edges represents
the dependencies between the LPs (Fig. 2). The dependent LPs exchange by
the messages and the independent ones do not communicate. Then we initiate
an array of LVTs (i.e. the LVT profile) and update it according with the rules
described below in this chapter. During the simulation, we calculate the observ-
ables: the average speed and the average squared width of the LVT profile. We
use the following assumptions:

a) b)

Fig. 2. a) Regular communication topology. In this topology all communications are
local. b) Small-world communication topology. Besides the local communications, there
are additional distant communications. The LP1 and LPi are distant processes, con-
nected by a communication link

185



1. The communication topology is known and fixed in advance: it is known,
which LPs exchange by messages and which LPs are independent.

2. Times between two events are random variables exponentially distributed
with the mean 1.

3. Sending time and receiving time are equal (i.e. there is no communication
overhead).

4. The causality violation may occur with equal probability at any LP.

5. If LPi depends on the information from several LPs, the causality violation
on the LPi may be caused by any of those LPs with equal probability.

6. The number of rollbacks is a discrete random variable exponentially dis-
tributed with the mean b.

1. Setting the communication topology. We consider a system of N logical pro-
cesses connected into a communication graph. We are interested in two communi-
cation topologies: regular and small-world because they reflect interconnections
in real systems [28]. In regular topology, the LPs are arranged into a ring such
that each LP depends on the two neighboring LPs: one at the left and one at
the right (Fig. 2a). In small-world topology, we add a small amount of commu-
nications between distant LPs above the ring (Fig. 2b). Small-world topology
is characterized by the low value of the average shortest path – it scales loga-
rithmically with the system size, while in regular networks the average shortest
path growth linearly with N . It was shown in [24] that these distant commu-
nications significantly enhance the synchronization between LPs in conservative
synchronization algorithm.

The amount of distant communications is controlled by the parameter p.
The total amount of distant communications is equal to pN . The case of p = 0
corresponds to a regular network.

2. Simulation of evolution of the LVT profile. When the communicational graph
is determined, we start to simulate an evolution of LVTs. We begin with a flat
LVT profile τi(t = 0) = 0, i = 1, 2, ., N , where N is a number of LPs, ant t is
one simulation step in our model. We assume that one simulation step consists
of two stage: 1) simulation of profile growth, and 2) simulation of rollbacks. At
the first stage each LPi increases its LVT by random value ηi, drawn from the
Poisson distribution: τi(t+ 1) = τi(t) + ηi, i = 1, . . . , N.

To simulate a rollback, we randomly choose a LPi and compare its LVT
τi with the value of LVT τr of one of its neighbors LPr, chosen with equal
probability. If τi > τr, we set τi equal to τr. We repeat this action several
times, assuming that the number of rollbacks is a random value drawn from the
Poisson distribution with the mean b. The actions described above constitute
one simulation step t. The full simulation consists of M simulation steps.

3. Calculation of the observables. After one simulation step t (increasing LVT
profile + rollbacks) we calculate the observables:
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1. The average height of the LVT profile τ(t) – an arithmetical mean of all
LVTs at simulation step t:

τ(t) =
1

N

N∑
i=1

τi(t).

2. The average speed of the profile u(t) – an increment of the average height of
the profile after one simulation step:

u(t) = τ(t+ 1) − τ(t).

3. The average squared width of the profile w2(t) – a statistical variance of
LVTs from the mean value τ(t):

w2(t) =
1

N

N∑
i=1

[τi(t) − τ(t)]2.

The described algorithm of evolution of LVT profile in optimistic PDES in
pseudocode looks as follows:

Set parameters N,M, p, b;
Create a communication graph;
for t := 0; t < M ; t+ + do

for i := 0; i < N ; i+ + do τi(t)+ = ηi

k = Poisson(b)
for j := 1; j < kN ; j + + do

Choose random LPm
Choose random neighbour of LPm LPr
if τm(t) > τr(t) then τm(t) = τr(t)

Calculate observables.

3 Simulation results

We investigate the average speed and the average squared width of the LVT
profile, which reflect such properties of the optimistic algorithm as the utilization
of events and desynchronization between LPs, accordingly. We performed our
simulation on regular and small-world topologies, varying the parameter p from
0 to 0.1. Number of LPs is fixed to N = 104, number of the simulation step M
changes from 103 to 105. We also introduce a parameter q = 1/(1 + b), where b
is a mean rollback length. The parameter q controls a growth rate of the profile
and changes in our models from 0 to 1. We conduct the simulation using random
number generation library RNGAVXLIB [29] and average the results over 1000
independent realizations of the models with fixed parameters.
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The average speed on a regular topology. The average speed of the profile shows,
how fast the LPs utilize the events. In our model the LVT profile growth with
constant velocity, therefore we omit time dependence in the next formulas. We
found, that the average speed u decreases with the parameter q, and when q
approaches to some critical value qc, the speed becomes equal to 0. Such behavior
can be explained by a high amount of rollbacks, which do not let the profile of
LVT grow (q is reversely proportional to the number of rollbacks).

We approximate the average speed u as a function of q by the following
formula:

u(q) = u0(q − qc)
ν . (1)

The results of the fit of the data to the expression (1) are: u0 = 1.26(2),
qc = 0.136(1), ν = 1.78(2). The behavior of the speed shows phase transition
between an “active phase” (when u > 0), and “pinned phase” (when u = 0).
Such behavior reminds a transition in directed percolation models [30]. It is in-
teresting, that the critical exponent ν is also close to the critical exponent of
directed percolation universality class.

The average speed on a small-world topology. When the LPs are connected into
a small-world communication network, the behavior of the average speed slightly
changes. The critical point qc shifts to the right, when the parameter p increases.
It happens, because the number of dependencies between LPs is increasing with
p, therefore the probability of longer rollback avalanche is higher. The critical
exponent ν also grows with p.

The average squared width on a regular topology. The average squared width
of the LVT profile characterizes the degree of desynchronization between LPs.
The width grows in a power-law manner with time t and then saturates. The
saturation time and saturation value is higher for the larger parameter q. It is
explained by the fact, that the number of rollbacks, in this case, is low, therefore
the LVT profile grows freely.

The average squared width on a small-world topology. The behavior of LVT pro-
file in the optimistic PDES algorithm does not exhibit qualitatively changes,
when the underlying topology changes from regular to a small world, as it hap-
pens in the conservative algorithm [1]. The average squared width also grows
with time and the parameter q but decreases slightly with the concentration
of long-range connections p. As in the conservative algorithm, the additional
communication links make the LVT profile smoother, i.e. the LPs work more
synchronized. However, the difference between regular and small-world topolo-
gies in the optimistic algorithm is not so significant, because the mechanism of
rollback reduces the difference between LVTs, even in the absence of additional
communications between LPs.
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4 Discussion

We analyzed the synchronization properties of optimistic PDES algorithm on
regular and small-world communication topologies, using the model [27]. The
model was introduced for the optimistic algorithm with only local interactions
between logical processes. The results of our study have shown that the model
is also applicable to the qualitative predictions of the synchronization properties
of the optimistic algorithm with more general types of communication topology.

We found, that there is a critical point, at which the growth of the LVT profile
stops, i.e. the utilization of events becomes zero. It means, that for systems with
a high probability of rollbacks the optimistic algorithm would not be efficient. We
also compared the results on regular and small-world topologies and found that
the additional distant communications do not play such an important role as in
the conservative PDES algorithm, where the synchronization was significantly
better on small-world topology than on the regular topology [1].

For the application of our model to the real simulations, it is necessary to find
an analogy between the parameters of the simulated systems and the parameter
q of the present model. It is also possible to compare our results with the existing
case-studies of various PDES models.

Paper [31] summarizes the profile data captured from 22 discrete-event sim-
ulation models from 4 simulators: NS-3 [32, 33], ROSS [5], WARPED2 [34], and
Simian [35]. The research focuses on the communication properties of events ex-
changes between the LPs, namely, LP connectivity, betweenness centrality, and
modularity. The analysis of LP connectivity has shown that in most models the
LPs have either a fixed amount of connections (regular topology) or 1-8 con-
nections in some proportion (as in small-world topology). The tendency of LPs
to communicate with only a few other LPs makes the models good for parallel
execution. The same LP connectivity is seen in our model as well, however, we
cannot provide a detailed description of betweenness centrality and modularity
of communication graphs in our model.

In [36] the performance of PDES is studied on ROSS simulator running
PHOLD model on Knights Landing Processor. It was shown that the number
of submitted events is decreasing with the fraction of remote events (event-
messages passing between different cores). However, the simulation performance
scales linearly with the number of cores, if each LP is assigned to its core, and
the fraction of remote events is less than 10%. In our simulations we studied the
topologies with a small fraction of remote connections (from 0.1 to 10%), and
also found that they slightly slow down the performance (i.e. the average speed
of the LVT profile) in both, the conservative and the optimistic algorithms.
At the same time in the conservative algorithm they drastically enhance the
synchronization (i.e. the average squared width of the LVT profile).

Another analogy between the observations in [36] and our results can be
drawn regarding the interval of Global Virtual Time (GVT) update. The GVT
is a minimum value among all LVTs. The state variables of LPs are stored only
until the GVT. Smaller GVT interval requires less state information to be kept,
but increase the overhead of GVT calculations. On the other hand, the rollback
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length is shorter, therefore the calculation of rollbacks goes faster. The interval
of GVT computation has some similarity to the parameter q of our model.

The average speed of the profile in our model has values from 0 to 1. It can
be compared with the average utilization of events in [10] varying from 0.47 for
an epidemic model to 0.0043 for traffic model, and down to 5 · 10−5 for wireless
network model on running ROSS [5] and WARPED2 [34] simulators.

In the future, we plan to perform case-study simulations of the existing PDES
models and establish relationships between the parameters of the real parallel
discrete-event simulations and the parameters of our models.
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