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## Preface

This volume contains the refereed proceedings of the 18th international conference on Mathematical Optimization Theory and Operations Research (MOTOR 2019) ${ }^{1}$ held during July 8-12, 2019, near Ekaterinburg, Russia.

The conference brings together a wide research community in the fields of mathematical programming and global optimization, discrete optimization, complexity theory and combinatorial algorithms, optimal control and games, and their applications in relevant practical problems of operations research, mathematical economy, and data analysis.

MOTOR 2019 was a successor of the following well-known international and Russian conference series, which were organized in Ural, Siberia, and the Far East:

- Baikal International Triennial School Seminar on Methods of Optimization and Their Applications, BITSS MOPT, was established in 1969 by academic N.N.Moiseev; the 17th event ${ }^{2}$ in this series was held in 2017, in Buryatia.
- All-Russian Conference on Mathematical Programming and Applications, MPA, was established in 1972 by academic I.I.Eremin; the 15 th conference ${ }^{3}$ in this series was held in 2015, near Ekaterinburg.
- International Conference on Discrete Optimization and Operations Research, DOOR, was organized nine times from 1996, and the last event ${ }^{4}$ was held in 2016 in Vladivostok.
- International Conference on Optimization Problems and Their Applications, OPTA, has been organized regularly in Omsk since 1997, the seventh event ${ }^{5}$ in this series was held in 2018.

Starting from different origins, today these conference series grew very close to each other, having much in common in their research topics, scientific community, and organizers. Therefore, this year the common Program Committee (PC) decided to organize a joint conference inheriting the long history of all the events and to name it the 18th International Conference on Mathematical Optimization Theory and Operations Research (MOTOR).

As per tradition, the main conference scope includes but is not limited to mathematical programming, bi-level and global optimization, integer programming and combinatorial optimization, approximation algorithms with theoretical guarantees and approximation schemes, heuristics and meta-heuristics, optimal control and game theory, optimization problems in function approximation, optimization in machine

[^0]learning and data analysis, and valuable practical applications in operations research and economics.

In response to the call for papers, MOTOR 2019 received 232 submissions. Out of 170 full papers considered for reviewing ( 62 abstracts and short communications were excluded because of formal reasons) only 48 papers were selected by the PC for publication. Thus, the acceptances rate for this volume is about $28 \%$. Each submission was reviewed by at least three PC members or invited reviewers, experts in their fields, in order to supply detailed and helpful comments. In addition, the PC recommended to include 50 papers in the supplementary volume after their presentation and discussion during the conference and subsequent revision with respect to the reviewers' comments.

The conference featured ten invited lectures:

- Prof. Olga Battaïa (ISAE-Supaero, Toulouse France), "Decision Under Ignorance: A Comparison of Existing Criteria in a Context of Linear Programming"
- Prof. Oleg Burdakov (Linköping University, Sweden), "Node Partitioning and Cycles Creation Problem"
- Prof. Christoph Dürr (Sorbonne Université, France), "Bijective Analysis of Online Algorithms"
- Prof. Alexander Grigoriev (Maastricht University, The Netherlands), "A Survey on Possible and Impossible Attempts to Solve the Treewidth Problem via ILPs"
- Prof. Mikhail Kovalyov (United Institute of Informatics Problems NASB, Belarus) "No-Idle Scheduling of Unit-Time Jobs with Release Dates and Deadlines on Parallel Machines"
- Prof. Vadim Levit (Ariel University, Israel) "Critical and Maximum Independent Sets Revisited"
- Prof. Bertrand M. T. Lin (National Chiao Tung University, Hsinchu Taiwan), "An Overview of the Relocation Problem"
- Prof. Natalia Shakhlevich (University of Leeds, UK), "On a New Approach for Optimization Under Uncertainty"
- Prof. Angelo Sifaleras (University of Macedonia, Greece), "Exterior Point Simplex-Type Algorithms for Linear and Network Optimization Problems"
- Prof. Vitaly Strusevich (University of Greenwich, UK), "Design of Fully-Polynomial Approximation Schemes for Non-linear Boolean Programming Problems"

The following seven tutorials were given by outstanding scientists:

- Prof. Tatjana Davidović (Mathematical Institute of the Serbian Academy of Sciences and Arts, Serbia), "Distributed Memory-Based Parallelization of Metaheuristic Methods"
- Prof. Stephan Dempe (TU Bergakademie Freiberg, Germany), "Bilevel optimization: The Model and its Transformations"
- Prof. Oleg Khamisov (Melentiev Energy Systems Institute SB RAS, Russia), "The Fundamental Role of Concave Programming in Continuous Global Optimization"
- Prof. Alexander Kononov (Sobolev Institute of Mathematics, Russia), "Primal-dual Method and Online Problems"
- Prof. Nenad Mladenovic (Mathematical Institute SANU, Serbia), "Solving Nonlinear System of Equations as an Optimization Problem"
- Prof. Evgeni A. Nurminski (Far Eastern Federal University, Russia), "Projection Problems and Problems with Projection"
- Prof. Alexander Strekalovsky (Matrosov Institute for System Dynamics and Control Theory SB RAS, Russia), "Modern Methods of Non-convex Optimization"

We would like to thank all the authors for their submissions, as well as all members of the PC and external reviewers for their efforts in providing exhaustive reviews. We thank our sponsors, the Russian Foundation for Basic Research, Higher School of Economics (Campus Nizhny Novgorod), Ural Federal University, and Novosibirsk State University. In addition, we are grateful to Alfed Hofmann, Aliaksandr Birukou, Anna Kramer, and their colleagues from Springer LNCS and CCIS editorial board for their kind and helpful support.
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## Abstracts of Invited Talks

# Decision Under Ignorance: A Comparison of Existing Criteria in a Context of Linear Programming 

Olga Battaïa<br>ISAE-Supaero, Toulouse, France<br>Olga.Battaia@isae.fr


#### Abstract

Decision or optimization problems often arise in an uncertain context. Depending on available information, several approaches have been proposed to model this uncertainty. In this talk, we focus on the case of low knowledge on possible states, namely decision under ignorance. In this case the decision-maker is able to give the set of possible values of optimization problem parameters but she/he is not able to differentiate them. We compare a set of criteria that can be used in this case on the example of a linear programming problem and discuss some possible applications.


Keywords: Decision making • Uncertainty • Linear programming

# Node Partitioning and Cycles Creation Problem 

Oleg Burdakov (1)<br>Linköping University, Sweden<br>oleg.burdakov@liu.se


#### Abstract

We present a new class of network optimization problems, which extend the classical NP-hard travelling salesman problem. It is formulated as follows. Given a graph with a certain time associated with each node and each arc, a feasible partition of the nodes in subsets is such that, for each subset, there exists a Hamiltonian cycle whose travelling time is below the time associated with each node in the tour. It is required to find a feasible partitioning which minimizes the number of such cycles. Problems of this kind are typical in numerous applications, where services are repeatedly provided for a set of customers. For each customer, there is a critical time within which a service must be repeated. Given the travelling time between the customers, the set of customers is partitioned so that each subset is served by one agent in a cyclic manner without violating any individual critical time requirement. The number of agents is minimized. As an example, we consider a problem, in which a fleet of unmanned aerial vehicles is used for area patrolling.

We introduce an mixed integer programming formulation of the node partitioning and cycles creation problem, and also heuristic algorithms for solving this problem. Results of numerical experiments are presented. (Joint work with: Kai Hoppmann, Thorsten Koch and Gioni Mexi (ZIB, Berlin, Germany)).


Keywords: TSP • Subtours • Integer programming

# Bijective Analysis of Online Algorithms 

Christoph Dürr©<br>Sorbonne Université, France<br>christoph.durr@lip6.fr


#### Abstract

In the online computing framework the instance arrives in form a request sequence, every request must be served immediately, through a decision, which generates some cost. Think at the paging problem for memory caches. The goal in this research area is to identify the best strategy, also called online algorithm. Classically this is done through the competitive analysis, i.e. the performance of an online algorithm is compared with the optimal offline solution. The goal is to find an algorithm which minimizes this ratio over the worst case instance. You would say that algorithm $A$ is better than algorithm $B$ if it has a smaller ratio. However there are situations where two algorithms have the same ratio, still in practice one is better than the other. So people came up with a different technique to compare online algorithms directly with each other, rather than through the optimal offline solution. The bijective analysis is one of them. I would do a survey on this technique, and talk about a related personal work: Best-of-two-worlds analysis of online search, with Spyros Angelopoulos and Shendan Jin.


Keywords: Online algorithms • Bijective analysis

# A Survey on Possible and Impossible Attempts to Solve the Treewidth Problem via ILPs 

Alexander Grigoriev (1)<br>Maastricht University, Netherlands<br>a.grigoriev@maastrichtuniversity.nl


#### Abstract

We survey a number of integer programming formulations for the pathwidth and for the treewidth problems. The attempts to find good formulations for the problems span the period of 15 years, yet without any true success. Nevertheless, some formulations provide potentially useful frameworks for attacking these notorious problems. Some others are just curious and interesting fruits of mathematical imagination.


Keywords: Treewidth and pathwidth problems • Integer programming

# No-Idle Scheduling of Unit-Time Jobs with Release Dates and Deadlines on Parallel Machines 

Mikhail Kovalyov (D)<br>United Institute of Informatics Problems NASB, Belarus<br>kovalyov_my@yahoo.co.uk


#### Abstract

While the problem of scheduling unit-time jobs with release dates and deadlines on parallel machines is polynomially solvable via a reduction to the assignment problem, the no-idle requirement destroys this reduction and makes the problem challenging. In the presentation, a number of properties of this problem are reported, and heuristic and optimal algorithms based on these properties are described.


Keywords: Scheduling • Optimal algorithms • Heuristics

# Critical and Maximum Independent Sets Revisited 

Vadim Levit (D)<br>Ariel University, Israel<br>levitv@ariel.ac.il


#### Abstract

A set of vertices of a graph is independent if no two its vertices are adjacent. A set is critical if the difference between its size and the size of its neighborhood is maximum. Critical independent sets define an important area of research due to their close relationships with the well-known NP-hard problem of finding a maximum independent set. Actually, every critical independent set is contained in a maximum independent set, while a maximum critical independent set can be found in polynomial time. If $S$ is an independent set such that there is a matching from its neighborhood into $S$, then it is a crown. It is known that every critical independent set forms a crown. A graph is König-Egerváry if every maximum independent set is a crown. Crowns are also accepted as important tools for fixed parameter tractable problems. For instance, the size of the vertex cover can be substantially reduced by deleting both the vertices of a crown and its neighborhood. In this presentation, we discuss various connections between unions and intersections of maximum (critical) independent sets of graphs, which lead to deeper understanding of crown structures, in general, and König-Egerváry graphs, in particular.


Keywords: Maximum independent set • Critical independent set •
Parameterized complexity

# An Overview of the Relocation Problem 

Bertrand M. T. Lin (D)<br>National Chiao Tung University, Hsinchu, Taiwan<br>bmtlin@mail.nctu.edu.tw


#### Abstract

The relocation problem is formulated from a municipal redevelopment project in east Boston. In its abstract form, the relocation problem incorporates a generalized resource constraint in which the amount of the resource returned by a completed activity is not necessarily the same as that the activity has acquired for commencing the processing. We will first introduce the connection of the relocation problem to flow shop scheduling. Several traditional scheduling models with the generalized resource constraints have been proposed investigated. We will review existing results, suggest new models and present several open questions.


Keywords: Relocation problem $\cdot$ Flow shop scheduling

# On a New Approach for Optimization Under Uncertainty 

Natalia Shakhlevich (1)<br>University of Leeds, UK<br>N.Shakhlevich@leeds.ac.uk


#### Abstract

Research on decision making under uncertainty has a long history of study. Still theoretical findings have strong limitations: stochastic programming requires probability distributions for uncertain parameters which are often hard to specify; robust optimisation essentially relies on worst-case scenarios which can be over-pessimistic and far from realistic scenarios; stability analysis explores optimal solutions which can be hard to find even for well predicted scenarios. As an alternative approach, we propose a new system model based on the concept of resiliency. Resilient solutions are not required to be optimal, but they should keep quality guarantees for the widest range of uncertain problem parameters. The talk illustrates key steps of resiliency analysis considering examples of $0 / 1$ combinatorial optimisation problems.


Keywords: Decision making • Stochastic programming • Resiliency

# Exterior Point Simplex-Type Algorithms for Linear and Network Optimization Problems 

Angelo Sifaleras (1)<br>University of Macedonia, Greece<br>sifalera@uom.gr


#### Abstract

Two decades of research led to the development of a number of efficient algorithms that can be classified as exterior point simplex-type. This type of algorithms can cross over the infeasible region of the primal (dual) problem and find an optimal solution reducing the number of iterations needed. Thus, such approaches aim to find an efficient way to get to an optimal basis via a series of infeasible ones. In this lecture, we present the developments in exterior point simplex-type algorithms for linear and network optimization problems, over the recent years. We also present other approaches that, in a similar way, do not preserve primal or dual feasibility at each iteration such as the monotonic build-up Simplex algorithms and the criss-cross methods, and also discuss some open research problems.


Keywords: Exterior point algorithms • Simplex-type algorithms •
Criss-cross methods

# Design of Fully-Polynomial Approximation Schemes for Non-linear Boolean Programming Problems 

Vitaly Strusevich (1)<br>University of Greenwich, UK<br>V.Strusevich@gre.ac.uk


#### Abstract

The talk is aimed at describing various techniques used for designing fully-polynomial approximation schemes (FPTAS) for problems of minimizing and maximizing non-linear non-separable functions of Boolean variables, either with no additional constraints or with linear knapsack constraints. Most of the reported results are on optimizing a special quadratic function known as the half-product, which has numerous scheduling applications. Besides, problems with a more general objective and nested linear constraints are considered and a design of an FPTAS based on the $K$-approximation calculus is discussed.


Keywords: FPTAS • $K$-approximation calculus • Half-product

## Abstracts of Tutorials

# Distributed Memory Based Parallelization of Metaheuristic Methods 

Tatjana Davidović ©<br>Mathematical Institute of the Serbian Academy<br>of Sciences and Arts, Serbia<br>tanjad@mi.sanu.ac.rs


#### Abstract

Metaheuristics represent powerful tools for addressing hard combinatorial optimization problems. However, real life instances usually cannot be treated efficiently by the means of computing times. Moreover, a major issue in metaheuristic design and calibration is to provide high performance solutions for a variety of problems. Parallel metaheuristics aim to address both issues. The main goal of parallelization is to speed up the computations by dividing the total amount of work between several processors. Parallelization of stochastic algorithms, such as metaheuristics may involve several additional goals. Besides speeding up the search (i.e., reducing the search time), it could be possible to: improve the quality of the obtained solutions (by enabling searching through different parts of the solution space); improve the robustness of the search (in terms of solving different optimization problems and different instances of a given problem in an effective manner; robustness may also be measured in terms of the sensitivity of the metaheuristic to its parameters); and solve large-scale problems (i.e., solve very large instances that cannot be even stored in the memory of a sequential machine). A combination of gains may also be obtained: parallel execution can enable an efficient search through different regions of the solution space, yielding an improvement of the quality of the final solution within a smaller amount of execution time. The objective of this talk is to present a state-of-the-art survey of the main ideas and strategies related to the parallelization of metaheuristic methods. Various paradigms related to the development of parallel metaheuristics are explained. Among them, communications, synchronization, and control aspects are identified as the most relevant. Implementation issues are also discussed, pointing out the characteristics of shared and distributed memory multiprocessors as target architectures. All these topics are illustrated by the examples from recent literature related to the parallelization of various meta-heuristic methods, with the focus on distributed memory parallelization of Variable Neighborhood Search (VNS) and Bee Colony Optimization (BCO) using Message Passing Interface (MPI) communication protocol.


Keywords: Parallel metaheuristics • Distributed memory • MPI

# Bilevel Optimization: The Model and its Transformations 

Stephan Dempe (D)<br>TU Bergakademie Freiberg, Germany<br>dempe@math.tu-freiberg.de


#### Abstract

Bilevel (or hierarchical) optimization problems aim to minimize one function subject to (a subset of) the graph of the solution set mapping of a second, parameter dependent optimization problem. The parameter is the decision variable of the socalled leader, the optimization problem describing the constraints is the problem of the follower. These problems have a large number of applications in science, engineering, economics. To investigate and solve them, they need to be transformed into a single-level optimization problem. For that different approaches can be used.


(1) If the followers problem is regular and convex, it can be replaced using the Karush-Kuhn-Tucker conditions. The result is a so-called Mathematical Program with Equilibrium Constraints. In these nonconvex optimization problems, the Mangasarian-Fromovitz constraint qualification is violated at every feasible point. Solution algorithms converge (under suitable assumptions) to stationary points which are, in general, not related to stationary points of the bilevel optimization problem. To overcome this unpleasant situation, a certain regularization approach can be used. Another approach uses the transformation to a mixed integer (nonlinear) optimization problem.
(2) If the optimal value function of the followers problem is used, a nonconvex, nonsmooth optimization problem arises. Again, the (now nonsmooth) Mangasarian-Fromovitz constraint qualification is violated at every feasible point. If the optimal value function is convex or concave, its approximation is helpful to describe a solution algorithm. Optimality conditions can be derived using partial calmness or a certain penalization approach.
(3) The problem can be reformulated as a generalized Nash equilibrium problem. Topic of the lecture is the introduction of the model together with some surprising properties and a short overview over promising accesses to investigate and solve it.

Keywords: Bilevel optimization • KKT theorem • Constraint qualification
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#### Abstract

A comprehensive description of connections between concave programming and other branches of global optimization like Lipschitz optimization, d.c. optimization etc. is given. It is shown that in general solution of almost every global optimization problem can reduced to solution of a sequence of concave programming problems. Modern concave optimization technology including cuts, branch and bounds, branch and cuts and so on as well as the corresponding extensions to different global optimization problems are presented. A part of the talk is devoted to the connection between concave and mixed 0-1 linear programming.
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# Primal-Dual Method and Online Problems 
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#### Abstract

The primal-dual method is a powerful tool in the design of approximate algorithms for combinatorial optimization problems. In our tutorial we discuss how this method can be extended to develop online algorithms. The tutorial is based on the survey by N. Buchbinder and J. Naor and the web-presentation by N. Bansal.
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# Solving Nonlinear System of Equations as an Optimization Problem 
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#### Abstract

The Nonlinear System of Equations (NSE) problem is usually transformed into an equivalent optimization problem, with an objective function that allows us to find all the zeros. Instead of the usual sum-of-squares objective function, the new objective function is presented as the sum of absolute values. Theoretical investigation confirms that the new objective function provides more accurate solutions regardless of the optimization method used. In addition, we achieve increased precision at the expense of reduced smoothness. In this paper, we propose the continuous variable neighbor-hood search method for finding all the solutions to a NSEs. Computational analysis of standard test instances shows that the proposed method is more precise and much faster than two recently developed methods. Similar conclusions are drawn by comparing the proposed method with many other methods in the literature.
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#### Abstract

This lecture reviews the state of the art for probably the most common computational operation in applied mathematics-projection, which can be also considered as the problem of finding the least norm element (LNE) in a given subset of a linear vector space. The special attention in the lecture will be given to Euclidean or orthogonal projection, but we plan to discuss another norms as well. Projection is computationally intensive operation even for relatively simple sets like canonical simplexes and special algorithms are a way more efficient than off-the-shelf quadratic programming methods especially for large-scale problems. Large-scale projection problems can be decomposed in different sequential or parallel manner as extension of celebrated Kaczmarz sequential projection procedure and block-row action methods. We discuss also the problem of numerical instability of projection operation which is quite common in such applications as new optimization algorithms, linear programming, machine learning and automatic classification.
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# Modern Methods of Nonconvex Optimization 

Alexander Strekalovsky (i)<br>Matrosov Institute for System Dynamics and Control<br>Theory SB RAS, Russia<br>strekal@icc.ru


#### Abstract

We address the nonconvex optimization problem with the cost function and equality and inequality constraints given by d.c. functions. The linear space of d.c. functions possesses a number of very attractive properties. For example, every continuous function can be approximated at any desirable accuracy by a d.c. function and any twice differentiable function belongs to the DC space. In addition, any lower semicontinuous (l.s.c.) function can be approximated at any precision by a sequence of continuous functions. Furthermore, provided that for the optimization problem under study we proposed the new Global Optimality Conditions (GOCs), which have been published in the English and Russian languages. The natural question arises: is it possible to construct a computational scheme based on the GOCs (otherwise, what are they for?) that would allow us not only to generate critical points (like the KKT-vectors) but to escape any local pitfall, which makes it possible to reach a global solution to the problem in question? First of all, we recall that with the help of the Theory of Exact Penalization, the original d.c. problem was reduced to a problem without constraints. Moreover, it can be readily seen that this penalized problem is a d.c. problem as well. Furthermore, special Local Search Methods (LSMs) were developed and substantiated in view of their convergence features. In addition, the GOCs were generalized for the minimizing sequences in the penalized problem. A special theoretical method was proposed and its convergence properties were studied. We developed a Global Search Scheme (GSS) based on all theoretical results presented above, and, moreover, we were lucky to prove that the sequence produced by the GSS turned out to be minimizing in the original d.c. optimization problem. Finally, we developed a Global Search Method (GSM), combining the special LSM and the GSS proposed. The convergence of the GSM is also investigated under some natural assumptions. The first results of numerical testing of the approach will be demonstrated.


Keywords: Global optimization • d.c. functions
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#### Abstract

Let $G$ be a simple graph with vertex set $V(G)$. A set $S \subseteq V(G)$ is independent if no two vertices from $S$ are adjacent, and by $\operatorname{Ind}(G)$ we mean the family of all independent sets of $G$.

The number $d(X)=|X|-|N(X)|$ is the difference of $X \subseteq V(G)$, and a set $A \in \operatorname{Ind}(G)$ is critical if $d(A)=\max \{d(I): I \in \operatorname{Ind}(G)\}[34]$.

Let us recall the following definitions: - core $(G)=\bigcap\{S: S$ is a maximum independent set $\}$ [16], - corona $(G)=\bigcup\{S: S$ is a maximum independent set $\}$ [5], - $\operatorname{ker}(G)=\bigcap\{S: S$ is a critical independent set $\}[18]$, - nucleus $(G)=\bigcap\{S: S$ is a maximum critical independent set $\}$ [12] - $\operatorname{diadem}(G)=\bigcup\{S: S$ is a (maximum) critical independent set $\}$ [24]. In this paper we focus on interconnections between ker, core, corona, nucleus, and diadem.


Keywords: Independent set • Critical set • Ker • Core • Corona • Diadem • Matching

## 1 Introduction

Throughout this paper $G=(V, E)$ is a finite, undirected, loopless graph without multiple edges, with vertex set $V=V(G)$ of cardinality $|V(G)|=n(G)$, and edge set $E=E(G)$ of size $|E(G)|=m(G)$. If $X \subseteq V(G)$, then $G[X]$ is the subgraph of $G$ induced by $X$. By $G-W$ we mean either the subgraph $G[V(G)-$ $W]$, if $W \subseteq V(G)$, or the subgraph obtained by deleting the edge set $W$, for $W \subseteq E(G)$. In either case, we use $G-w$, whenever $W=\{w\}$. If $A, B \subseteq V(G)$, then $(A, B)$ stands for the set $\{a b: a \in A, b \in B, a b \in E(G)\}$.

The neighborhood $N(v)$ of a vertex $v \in V(G)$ is the set $\{w: w \in V(G)$ and $v w \in E(G)\}$, while the closed neighborhood $N[v]$ of $v \in V(G)$ is the set $N(v) \cup\{v\}$; in order to avoid ambiguity, we use also $N_{G}(v)$ instead of $N(v)$. A vertex $v$ is isolated if $N(v)=\emptyset$. Let us define $\operatorname{isol}(G)$ as the set of all isolated vertices.

The neighborhood $N(A)$ of $A \subseteq V(G)$ is $\{v \in V(G): N(v) \cap A \neq \emptyset\}$, and $N[A]=N(A) \cup A$. We may also use $N_{G}(A)$ and $N_{G}[A]$, when referring to neighborhoods in a graph $G$.

A set $S \subseteq V(G)$ is independent if no two vertices from $S$ are adjacent, and by $\operatorname{Ind}(G)$ we mean the family of all the independent sets of $G$. An independent set of maximum size is a maximum independent set of $G$, and the independence number $\alpha(G)$ of $G$ is $\max \{|S|: S \in \operatorname{Ind}(G)\}$. Let $\Omega(G)$ denote the family of all maximum independent sets, and let

- $\operatorname{core}(G)=\bigcap\{S: S \in \Omega(G)\}[16]$,
- $\operatorname{corona}(G)=\bigcup\{S: S \in \Omega(G)\}[5]$.

Clearly, $N(\operatorname{core}(G)) \subseteq V(G)-\operatorname{corona}(G)$, and there exist graphs with $N(\operatorname{core}(G)) \neq V(G)-\operatorname{corona}(G)$. The problem of whether $\operatorname{core}(G) \neq \emptyset$ is NP-hard [5].

A matching is a set $M$ of pairwise non-incident edges of $G$. If $A \subseteq V(G)$, then $M(A)$ is the set of all the vertices matched by $M$ with vertices belonging to A. A matching of maximum cardinality, denoted $\mu(G)$, is a maximum matching. Recall from [34] the following definitions for a graph $G$ :

- $d(X)=|X|-|N(X)|$ is the difference of $X \subseteq V(G)$;
- $d(G)=\max \{d(X): X \subseteq V(G)\}$ is the critical difference;
- id $(G)=\max \{d(I): I \in \operatorname{Ind}(G)\}$ is the critical independence difference;
- if $A \in \operatorname{Ind}(G)$ and $d(A)=i d(G)$, then $A$ is a critical independent set.

Clearly, $d(G) \geq i d(G)$. It was shown in [34] that $d(G)=i d(G)$ holds for every graph $G$. All pendant vertices not belonging to $K_{2}$ components are included in every inclusion maximal critical independent set.

For example, let $X=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ and $I=\left\{v_{1}, v_{2}, v_{3}, v_{6}, v_{7}\right\}$ in the graph $G$ of Fig. 1. Note that $X$ is a critical set, since $N(X)=\left\{v_{3}, v_{4}, v_{5}\right\}$ and $d(X)=$ $1=d(G)$, while $I$ is a critical independent set, because $d(I)=1=i d(G)$. Other critical sets are $\left\{v_{1}, v_{2}\right\},\left\{v_{1}, v_{2}, v_{3}\right\},\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{6}, v_{7}\right\}$.


Fig. 1. $\operatorname{core}(G)=\left\{v_{1}, v_{2}, v_{6}, v_{10}\right\}$ is a critical set.

It is known that finding a maximum independent set is an NP-hard problem [10]. Zhang proved that a critical independent set can be found in polynomial time [34]. A simpler algorithm, reducing the critical independent set problem to computing a maximum independent set in a bipartite graph is given in [1].

Theorem 1. [6] Each critical independent set can be enlarged to a maximum independent set.

Theorem 1 leads to an efficient way of approximating $\alpha(G)$ [33]. Moreover, it has been shown that a critical independent set of maximum cardinality can be computed in polynomial time [14]. Recently, a parallel algorithm computing the critical independence number was developed [8].

Recall that if $\alpha(G)+\mu(G)=n(G)$, then $G$ is a König-Egerváry graph $[9,32]$. As a well-known example, each bipartite graph is a König-Egerváry graph as well. Various properties of König-Egerváry graphs can be found in [2-4, 11-20, 23, 26, 31].

Theorem 2. [17] If $G$ is a König-Egerváry graph, $M$ is a maximum matching of $G$, and $S \in \Omega(G)$, then:
(i) $M$ matches $V(G)-S$ into $S$, and $N(\operatorname{core}(G))$ into core $(G)$;
(ii) $N(\operatorname{core}(G))=\bigcap\{V(G)-S: S \in \Omega(G)\}=V(G)-\operatorname{corona}(G)$.

The deficiency $\operatorname{def}(G)$ is the number of non-saturated vertices relative to a maximum matching, i.e., $\operatorname{def}(G)=n(G)-2 \mu(G)$ [28]. A proof of a conjecture of Graffiti.pc [7] yields a new characterization of König-Egerváry graphs: these are exactly the graphs, where there exists a critical maximum independent set [15].

Theorem 3. [19] For a König-Egerváry graph $G$ the following equalities hold

$$
d(G)=|\operatorname{core}(G)|-|N(\operatorname{core}(G))|=\alpha(G)-\mu(G)=\operatorname{def}(G)
$$

Using this finding, we have strengthened a characterization of KönigEgerváry graphs given in [15].

Theorem 4. [19] $G$ is a König-Egerváry graph if and only if each of its maximum independent sets is critical.

For a graph $G$, let us denote

- $\operatorname{ker}(G)=\bigcap\{A: A$ is a critical independent set $\}$ [18],
- MaxCritIndep $(G)=\{S: S$ is a maximum critical independent set $\}$,
- $\operatorname{nucleus}(G)=\bigcap \operatorname{MaxCritIndep}(G)[12]$,
- $\operatorname{diadem}(G)=\bigcup \operatorname{MaxCritIndep}(G)[24]$.

Clearly, $\operatorname{isol}(G) \subseteq \operatorname{ker}(G) \subseteq \operatorname{nucleus}(G)$ and, according to Theorem 1, the inclusion $\operatorname{diadem}(G) \subseteq \operatorname{corona}(G)$ is true for every graph $G$.

In this paper we present several properties of $\operatorname{ker}(G)$, in relation with core $(G)$, corona $(G)$, diadem $(G)$, and nucleus $(G)$.

## 2 Preliminaries

Theorem 5. [18] For a graph $G$, the following assertions are true:
(i) the function $d$ is supermodular, i.e., $d(A \cup B)+d(A \cap B) \geq d(A)+d(B)$ for every $A, B \subseteq V(G)$;
(ii) if $A$ and $B$ are critical in $G$, then $A \cup B$ and $A \cap B$ are critical as well;
(iii) $G$ has a unique minimal independent critical set, namely, $\operatorname{ker}(G)$.

As a consequence, we have the following.
Corollary 1. For every graph $G$, $\operatorname{diadem}(G)$ is a critical set.
For instance, $\operatorname{diadem}(G)=\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{6}, v_{7}, v_{8}, v_{10}\right\}$ is critical, but not independent, where the graph $G$ is from Fig. 1.


Fig. 2. Both $G_{1}$ and $G_{2}$ are not König-Egerváry graphs.

Combining Theorems 4 and 5 (ii), we deduce the following.
Corollary 2. If $G$ is a König-Egerváry graph, then both core $(G)$ and corona $(G)$ are critical sets.

Let us consider the graphs $G_{1}$ and $G_{2}$ from Fig. 2: core $\left(G_{1}\right)=\{a, b, c, d\}$ and it is a critical set, while $\operatorname{core}\left(G_{2}\right)=\{x, y, z, w\}$ and it is not critical.

Theorem 6. [14] All inclusion maximal critical independent sets are of the same size. In other words,
$\{A: A$ is an inclusion maximal critical independent set $\}=\operatorname{MaxCritIndep}(G)$.
By Theorems 1,6 , corona $(G) \supseteq \operatorname{diadem}(G)$ for every graph.
Theorem 7. [12] If core $(G)$ is a critical set, then core $(G) \subseteq$ nucleus $(G)$. If, in addition, $\operatorname{diadem}(G)=\operatorname{corona}(G)$, then $\operatorname{core}(G) \subseteq$ nucleus $(G)$.

## 3 Structural Properties of $\operatorname{ker}(G)$

Deleting a vertex from a graph may change its critical difference. For instance, $d\left(G-v_{1}\right)=d(G)-1, d\left(G-v_{13}\right)=d(G)$, while $d\left(G-v_{3}\right)=d(G)+1$, where $G$ is the graph of Fig. 1 .

Proposition 1. [21] For a vertex $v$ in a graph $G$, the following assertions hold:
(i) $d(G-v)=d(G)-1$ if and only if $v \in \operatorname{ker}(G)$;
(ii) if $v \in \operatorname{ker}(G)$, then $\operatorname{ker}(G-v) \subseteq \operatorname{ker}(G)-\{v\}$.

Note that $\operatorname{ker}(G-v)$ may differ from $\operatorname{ker}(G)-\{v\}$. For example, $\operatorname{ker}\left(K_{3,2}\right)$ is equal to the partite set of size 3 , but $\operatorname{ker}\left(K_{3,2}-v\right)=\emptyset$ whenever $v$ is in that set. Also, if $G=C_{4}$, then $\operatorname{ker}(G)-\{v\}=\emptyset-\{v\}=\emptyset$, while $\operatorname{ker}(G-v)=N_{G}(v)$ for every $v \in V(G)$.

Since $d(G)$ is polynomially computable [34], Proposition 1 implies the following.

Corollary 3. [18] The set $\operatorname{ker}(G)$ can be computed by an algorithm of polynomial complexity.

It seems interesting to find even better polynomial approximations of core $(G)$.
Theorem 8. [14] There is a matching from $N(S)$ into $S$ for every critical independent set $S$.

In the graph $G$ of Fig. 1, let $S=\left\{v_{1}, v_{2}, v_{3}\right\}$. By Theorem 8, there is a matching from $N(S)$ into $S=\left\{v_{1}, v_{2}, v_{3}\right\}$, for instance, $M=\left\{v_{2} v_{5}, v_{3} v_{4}\right\}$, since $S$ is critical independent. On the other hand, there is no matching from $N(S)$ into $S-v_{3}$.

Theorem 9. [21] For a critical independent set $A$ in a graph $G$, the following statements are equivalent:
(i) $A=\operatorname{ker}(G)$;
(ii) there is no set $B \subseteq N(A), B \neq \emptyset$ such that $|N(B) \cap A|=|B|$;
(iii) for each $v \in A$ there exists a matching from $N(A)$ into $A-v$.

The graphs $G_{1}$ and $G_{2}$ in Fig. 3 satisfy $\operatorname{ker}\left(G_{1}\right)=\operatorname{core}\left(G_{1}\right), \operatorname{ker}\left(G_{2}\right)=$ $\{x, y, z\} \subset \operatorname{core}\left(G_{2}\right)$, and both core $\left(G_{1}\right)$ and core $\left(G_{2}\right)$ are critical sets of maximum size. The graph $G_{3}$ in Fig. 3 has $\operatorname{ker}\left(G_{3}\right)=\{u, v\}$, the set $\{t, u, v\}$ as a critical independent set of maximum size, while core $\left(G_{3}\right)=\{t, u, v, w\}$ is not a critical set.

An independent set $S$ is inclusion minimal with $d(S)>0$ if no proper subset of $S$ has positive difference. For example, in Fig. 3 one can see that $\operatorname{ker}\left(G_{1}\right)$ is an inclusion minimal independent set with positive difference, while for the graph


Fig. 3. $\operatorname{core}\left(G_{1}\right)=\{a, b\}, \operatorname{core}\left(G_{2}\right)=\{q, x, y, z\}, \operatorname{core}\left(G_{3}\right)=\{t, u, v, w\}$.
$G_{2}$ the sets $\{x, y\},\{x, z\},\{y, z\}$ are inclusion minimal independent with positive difference, and $\operatorname{ker}\left(G_{2}\right)=\{x, y\} \cup\{x, z\} \cup\{y, z\}$.

Actually, all inclusion minimal independent sets $S$ with $d(S)>0$ are of the same difference.

Proposition 2. [21] If $S_{0}$ is an inclusion minimal independent set such that $d\left(S_{0}\right)>0$, then $d\left(S_{0}\right)=1$. In other words,
$\left\{S_{0}: S_{0}\right.$ is an inclusion minimal independent set with $\left.d\left(S_{0}\right)>0\right\}=$
$\left\{S_{0}: S_{0}\right.$ is an inclusion minimal independent set with $\left.d\left(S_{0}\right)=1\right\}$.
The converse of Proposition 2 is not true. For instance, $S=\{x, y, u\}$ is independent in the graph $G$ of Fig. 4 and $d(S)=1$, but $S$ is not minimal with this property.

Theorem 10. [21] If $\operatorname{ker}(G) \neq \emptyset$, then
$\operatorname{ker}(G)=\bigcup\left\{S_{0}: S_{0}\right.$ is inclusion minimal independent with $\left.d\left(S_{0}\right)=1\right\}$
$=\bigcup\left\{S_{0}: S_{0}\right.$ is inclusion minimal independent with $\left.d\left(S_{0}\right)>0\right\}$.


Fig. 4. Both $S_{1}=\{x, y\}$ and $S_{2}=\{u, v, w\}$ are inclusion minimal independent sets satisfying $d(S)>0$. The same is true for each pair of leaves in $H$.

In a graph $G$, the union of all minimum cardinality independent sets $S$ with $d(S)>0$ may be a proper subset of $\operatorname{ker}(G)$. For example, consider the graph $G$ in Fig. 4, where $\{x, y\} \subset \operatorname{ker}(G)=\{x, y, u, v, w\}$.

Proposition 3. [21] $\min \left\{\left|S_{0}\right|: d\left(S_{0}\right)>0, S_{0} \in \operatorname{Ind}(G)\right\} \leq|\operatorname{ker}(G)|-d(G)+1$ is true for every graph $G$.

Conjecture 1. [21] The number of inclusion minimal independent set $S$ such that $d(S)>0$ is greater than or equal to $d(G)$.

For an independent set $X$ of $G$ a new graph $H_{X}$ is defined as follows. The vertex set $V\left(H_{X}\right)=X \cup N(X) \cup\{v, w\}$, where $v$ and $w$ are two new vertices not in $V(G)$ and the edge set

$$
E\left(H_{X}\right)=\{x y \in E(G): x \in X, y \in N(X)\} \cup\{v w\} \cup\{v x: x \in N(X)\} .
$$

Note that if $G$ is a connected graph with $|V(G)|>1$, then $H_{X}$ is a connected bipartite graph. Also observe that for all $Y \subset X, d_{H_{X}}(Y)=d_{G}(Y)$.

Theorem 11. [3] If $X$ is an independent set of $G$ with $d(X)>0$ such that $d(Y)<d(X)$ for all proper subsets $Y$ of $X$, then $\operatorname{ker}\left(H_{X}\right)=X \subset \operatorname{ker}(G)$.

Proposition 4. [3] A set $S$ with $d(S)>0$ such that no proper subset of $S$ has positive difference must be an independent set.

Theorem 12. [3] Let $X \in \operatorname{Ind}(G)$ with $d(X)=k>0$. If $d(Y)<k$ for all proper subsets $Y$ of $X$, then $X$ can be expressed as a union of $k$ distinct inclusion minimal sets with positive difference.

Putting $X=\operatorname{ker}(G)$ in Theorem 12, one may conclude that there exist $d(\operatorname{ker}(G))=d(G)$ inclusion minimal independent sets, which validates Conjecture 1.

## 4 Relationships Between $\operatorname{ker}(\boldsymbol{G})$ and $\operatorname{Core}(G)$

Let us consider again the graph $G_{2}$ from Fig. 2: core $\left(G_{2}\right)=\{x, y, z, w\}$ and it is not critical, but $\operatorname{ker}\left(G_{2}\right)=\{x, y, z\} \subseteq \operatorname{core}\left(G_{2}\right)$. Clearly, the same inclusion holds for $G_{1}$, whose core $\left(G_{1}\right)$ is a critical set.

Theorem 13. [18] For every graph $G, \operatorname{ker}(G) \subseteq \operatorname{core}(G)$.
Let $I_{c}$ be a maximum critical independent set of $G$, and $X=I_{c} \cup N\left(I_{c}\right)$. In [30] it is proved that core $(G[X]) \subseteq$ core $(G)$. Moreover, in [18], we showed that the chain of relationships $\operatorname{ker}(G)=\operatorname{ker}(G[X]) \subseteq \operatorname{core}(G[X]) \subseteq \operatorname{core}(G)$ holds for every graph $G$. Theorem 13 allows an alternative proof of the following finding due to Lorentzen.

Corollary 4. [18, 27, 29] The inequality $d(G) \geq \alpha(G)-\mu(G)$ holds for every graph.

The following lemma will be used further to give an alternative proof for the assertion that $\operatorname{ker}(G)=\operatorname{core}(G)$ holds for every bipartite graph $G$.

Lemma 1. If $G=(A, B, E)$ is a bipartite graph with a perfect matching, say $M, S \in \Omega(G), X \in \operatorname{Ind}(G), X \subseteq V(G)-S$, and $G[X \cup M(X)]$ is connected, then

$$
X^{1}=X \cup M((N(X) \cap S)-M(X))
$$

is an independent set, and $G\left[X^{1} \cup M\left(X^{1}\right)\right]$ is connected.
Proof. Let us show that the set $M((N(X) \cap S)-M(X))$ is independent. Suppose, to the contrary, that there exist $v_{1}, v_{2} \in M((N(X) \cap S)-M(X))$ such that $v_{1} v_{2} \in E(G)$. Hence $M\left(v_{1}\right), M\left(v_{2}\right) \in(N(X) \cap S)-M(X)$.

If $M\left(v_{1}\right)$ and $M\left(v_{2}\right)$ have a common neighbor $w \in X$, then the set of vertices $\left\{v_{1}, v_{2}, M\left(v_{2}\right), w, M\left(v_{1}\right)\right\}$ spans $C_{5}$, which is forbidden for bipartite graphs.

Otherwise, let $w_{1}, w_{2} \in X$ be neighbors of $M\left(v_{1}\right)$ and $M\left(v_{2}\right)$, respectively. Since $G[X \cup M(X)]$ is connected, there is a path with an even number of edges connecting $w_{1}$ and $w_{2}$. Together with $\left\{w_{1}, M\left(v_{1}\right), v_{1}, v_{2}, M\left(v_{2}\right), w_{2}\right\}$ this path
produces a cycle of odd length in contradiction with the hypothesis on $G$ being a bipartite graph.

To complete the proof of independence of the set

$$
X^{1}=X \cup M((N(X) \cap S)-M(X))
$$

it is enough to demonstrate that there are no edges connecting vertices of $X$ and $M((N(X) \cap S)-M(X))$.

Assume, to the contrary, that there is an edge $v w \in E$, such that $v \in$ $M((N(X) \cap S)-M(X))$ and $w \in X$. Since $M(v) \in(N(X) \cap S)-M(X)$ and $G[X \cup M(X)]$ is connected, it follows that there exists a path with an odd number of edges connecting $M(v)$ to $w$. This path together with the edges $v w$ and $v M(v)$ produces cycle of odd length, in contradiction with the bipartiteness of $G$.

Finally, since $G[X \cup M(X)]$ is connected, $G\left[X^{1} \cup M\left(X^{1}\right)\right]$ is connected as well, by definitions of set functions $N$ and $M$ (Fig. 5).


Fig. 5. $S \in \Omega(G), Y=(N(X) \cap S)-M(X)$ and $X^{1}=X \cup M(Y)$.

Theorem 13 claims that $\operatorname{ker}(G) \subseteq \operatorname{core}(G)$ for every graph.
Theorem 14. [20] If $G$ is a bipartite graph, then $\operatorname{ker}(G)=\operatorname{core}(G)$.
Proof (Alternative Proof). The assertions are clearly true, whenever core $(G)=$ $\emptyset$, i.e., for $G$ having a perfect matching. Assume that core $(G) \neq \emptyset$.

Let $S \in \Omega(G)$ and $M$ be a maximum matching. By Theorem $2(i), M$ matches $V(G)-S$ into $S$, and $N(\operatorname{core}(G))$ into core $(G)$.

According to Theorem 9(ii), it is sufficient to show that there is no set $Z \subseteq$ $N(\operatorname{core}(G)), Z \neq \emptyset$, such that $|N(Z) \cap \operatorname{core}(G)|=|Z|$.

Suppose, to the contrary, that there exists a non-empty set $Z \subseteq N(\operatorname{core}(G))$ such that $|N(Z) \cap \operatorname{core}(G)|=|Z|$. Let $Z_{0}$ be a minimal non-empty subset of $N($ core $(G))$ enjoying this equality.

Clearly, $H=G\left[Z_{0} \cup M\left(Z_{0}\right)\right]$ is bipartite, because it is a subgraph of a bipartite graph. Moreover, the restriction of $M$ on $H$ is a perfect matching.

Claim 1. $Z_{0}$ is independent.
Since $H$ is a bipartite graph with a perfect matching, it has two maximum independent sets at least. Hence there exists $W \in \Omega(H)$ different from $M\left(Z_{0}\right)$. Thus $W \cap Z_{0} \neq \emptyset$. Therefore, $N\left(W \cap Z_{0}\right) \cap \operatorname{core}(G)=M\left(W \cap Z_{0}\right)$. Consequently,

$$
\left|N\left(W \cap Z_{0}\right) \cap \operatorname{core}(G)\right|=\left|M\left(W \cap Z_{0}\right)\right|=\left|W \cap Z_{0}\right|
$$

Finally, $W \cap Z_{0}=Z_{0}$, because $Z_{0}$ has been chosen as a minimal subset of $N(\operatorname{core}(G))$ such that $\left|N\left(Z_{0}\right) \cap \operatorname{core}(G)\right|=\left|Z_{0}\right|$. Since $\left|Z_{0}\right|=\alpha(H)=|W|$ we conclude with $W=Z_{0}$, which means, in particular, that $Z_{0}$ is independent.

Claim 2. $H$ is a connected graph.
Otherwise, for any connected component of $H$, say $\tilde{H}$, the set $V(\tilde{H}) \cap Z_{0}$ contradicts the minimality property of $Z_{0}$.

Claim 3. $Z_{0} \cup\left(\operatorname{core}(G)-M\left(Z_{0}\right)\right)$ is independent.
By Claim 1, $Z_{0}$ is independent. The equality $\left|N\left(Z_{0}\right) \cap \operatorname{core}(G)\right|=\left|Z_{0}\right|$ implies $N\left(Z_{0}\right) \cap \operatorname{core}(G)=M\left(Z_{0}\right)$, which means that there are no edges connecting $Z_{0}$ and core $(G)-M\left(Z_{0}\right)$. Consequently, $Z_{0} \cup\left(\operatorname{core}(G)-M\left(Z_{0}\right)\right)$ is independent.

Claim 4. $Z_{0} \cup\left(\operatorname{core}(G)-M\left(Z_{0}\right)\right)$ is included in a maximum independent set.
Let $Z_{i}=M\left(\left(N\left(Z_{i-1}\right) \cap S\right)-M\left(Z_{i-1}\right)\right), 1 \leq i<\infty$. By Lemma 1 all the sets $Z^{i}=\bigcup_{0 \leq j \leq i} Z_{j}, 1 \leq i<\infty$ are independent. Define

$$
Z^{\infty}=\bigcup_{0 \leq i \leq \infty} Z_{i}
$$

which is, actually, the largest set in the sequence $\left\{Z^{i}, 1 \leq i<\infty\right\}$ (Fig. 6).


Fig. 6. $S \in \Omega(G), Q=\operatorname{core}(G)-M\left(Z_{0}\right), Y_{0}=M\left(Z_{0}\right), Y_{1}=\left(N\left(Z_{0}\right)-M\left(Z_{0}\right)\right) \cap S$, $Y_{2}=\ldots$, and $Z_{i}=M\left(Y_{i}\right), i=1,2, \ldots$.

The inclusion

$$
Z_{0} \cup\left(\operatorname{core}(G)-M\left(Z_{0}\right)\right) \subseteq\left(S-M\left(Z^{\infty}\right)\right) \cup Z^{\infty}
$$

is justified by the definition of $Z^{\infty}$.
Since $\left|M\left(Z^{\infty}\right)\right|=\left|Z^{\infty}\right|$ we obtain $\left|\left(S-M\left(Z^{\infty}\right)\right) \cup Z^{\infty}\right|=|S|$. According to the definition of $Z^{\infty}$ the set

$$
\left(N\left(Z^{\infty}\right) \cap S\right)-M\left(Z^{\infty}\right)
$$

is empty. In other words, the set $\left(S-M\left(Z^{\infty}\right)\right) \cup Z^{\infty}$ is independent. Therefore, we arrive at

$$
\left(S-M\left(Z^{\infty}\right)\right) \cup Z^{\infty} \in \Omega(G)
$$

Thus $\left(S-M\left(Z^{\infty}\right)\right) \cup Z^{\infty}$ is a desired enlargement of the set $Z_{0} \cup$ (core $\left.(G)-M\left(Z_{0}\right)\right)$.

Claim 5. core $(G) \cap\left(\left(S-M\left(Z^{\infty}\right)\right) \cup Z^{\infty}\right)=\operatorname{core}(G)-M\left(Z_{0}\right)$.
The only part of $\left(S-M\left(Z^{\infty}\right)\right) \cup Z^{\infty}$ that interacts with core $(G)$ is the subset

$$
Z_{0} \cup\left(\operatorname{core}(G)-M\left(Z_{0}\right)\right)
$$

Hence we obtain

$$
\begin{aligned}
& \operatorname{core}(G) \cap\left(\left(S-M\left(Z^{\infty}\right)\right) \cup Z^{\infty}\right)= \\
& \operatorname{core}(G) \cap\left(Z_{0} \cup\left(\operatorname{core}(G)-M\left(Z_{0}\right)\right)\right)=\operatorname{core}(G)-M\left(Z_{0}\right) .
\end{aligned}
$$

Since $Z_{0}$ is non-empty, by Claim 5 we arrive at the following contradiction

$$
\operatorname{core}(G) \text { is not a subset of }\left(S-M\left(Z^{\infty}\right)\right) \cup Z^{\infty} \in \Omega(G) .
$$

Finally, we conclude with the fact there is no set $Z \subseteq N(\operatorname{core}(G)), Z \neq \emptyset$ such that $|N(Z) \cap \operatorname{core}(G)|=|Z|$, which, by Theorem 9 , means that core $(G)$ and $\operatorname{ker}(G)$ coincide.


Fig. 7. $\operatorname{core}\left(G_{1}\right)=\operatorname{ker}\left(G_{1}\right)=\{x, y\}$ and $\operatorname{core}\left(G_{2}\right)=\operatorname{ker}\left(G_{2}\right)=\{a, b\}$.

Notice that there are non-bipartite graphs enjoying the equality $\operatorname{ker}(G)=$ core $(G)$; e.g., the graphs from Fig. 7, where only $G_{1}$ is a König-Egerváry graph.

There is a non-bipartite König-Egerváry graph $G$, such that $\operatorname{ker}(G) \neq$ core $(G)$. For instance, the graph $G_{1}$ from Fig. 8 has $\operatorname{ker}\left(G_{1}\right)=\{x, y\}$, while $\operatorname{core}\left(G_{1}\right)=\{x, y, u, v\}$. The graph $G_{2}$ from Fig. 8 has $\operatorname{ker}\left(G_{2}\right)=\emptyset$, while $\operatorname{core}\left(G_{2}\right)=\{w\}$.
$G_{1}$

$G_{2}$


Fig. 8. Both $G_{1}$ and $G_{2}$ are König-Egerváry graphs. Only $G_{2}$ has a perfect matching.

## 5 Interrelationships Between $\operatorname{ker}(G)$, Nucleus $(G)$, $\operatorname{Diadem}(G)$ and Corona $(G)$

There is a non-König-Egerváry graph $G$ with $V(G)=N(\operatorname{core}(G)) \cup \operatorname{corona}(G)$; e.g., the graph $G$ from Fig. 9.


Fig. 9. $G$ is not a König-Egerváry graph, and core $(G)=\{x, y, z\}$.

Theorem 15. If $G$ is a König-Egerváry graph, then
(i) $[23]|\operatorname{corona}(G)|+|\operatorname{core}(G)|=2 \alpha(G)$;
(ii) [25] diadem $(G)=\operatorname{corona}(G)$, while diadem $(G) \subseteq \operatorname{corona}(G)$ is true for every graph;
(iii) $[25]|\operatorname{ker}(G)|+|\operatorname{diadem}(G)| \leq 2 \alpha(G)$.

Notice that the graph from Fig. 9 has $|\operatorname{corona}(G)|+|\operatorname{core}(G)|>2 \alpha(G)$. For a König-Egerváry graph with $|\operatorname{ker}(G)|+|\operatorname{diadem}(G)|<2 \alpha(G)$, see Fig. 8. Figure 9 shows that a graph may have $\operatorname{diadem}(G) \neq \operatorname{corona}(G)$ and $\operatorname{ker}(G) \neq \operatorname{core}(G)$.


Fig. 10. $G_{1}$ is a non-bipartite König-Egerváry graph, $\operatorname{such}$ that $\operatorname{ker}\left(G_{1}\right)=\operatorname{core}\left(G_{1}\right)$ and $\operatorname{diadem}\left(G_{1}\right)=\operatorname{corona}\left(G_{1}\right) ; G_{2}$ is a non-König-Egerváry graph, such that $\operatorname{ker}\left(G_{2}\right)=$ $\operatorname{core}\left(G_{2}\right)=\{x, y\} ; \operatorname{diadem}\left(G_{2}\right) \cup\{z, t, v, w\}=\operatorname{corona}\left(G_{2}\right)$.

The combination of $\operatorname{diadem}(G) \neq \operatorname{corona}(G)$ and $\operatorname{ker}(G)=\operatorname{core}(G)$ is realized in Fig. 10.

The following three conjectures were resolved in [31].
Conjecture 2. $[11,22]|\operatorname{ker}(G)|+|\operatorname{diadem}(G)| \leq 2 \alpha(G)$ for every graph $G$.
Conjecture 3. [12] If $|\operatorname{nucleus}(G)|+|\operatorname{diadem}(G)|=2 \alpha(G)$, then $G$ is a KönigEgerváry graph.

Conjecture 4. [11] If $|\operatorname{diadem}(G)|=|\operatorname{corona}(G)|$, then $G$ is a König-Egerváry graph.

Actually, all these conjectures are involved in a more general framework, where they appear as corollaries.

If $\Gamma, \Gamma^{\prime}$ are two set collections, we write $\Gamma^{\prime} \preceq \Gamma$ if $\bigcup \Gamma^{\prime} \subseteq \bigcup \Gamma$ and $\bigcap \Gamma \subseteq$ $\bigcap \Gamma^{\prime}[12]$.

Theorem 16. [12] Let $\emptyset \neq \Gamma \subseteq \Omega(G)$.
(i) If $\Gamma^{\prime} \subseteq \operatorname{Ind}(G)$ is such that $\Gamma^{\prime} \preceq \Gamma$, then $\left|\bigcap \Gamma^{\prime}\right|+\left|\bigcup \Gamma^{\prime}\right| \leq|\bigcap \Gamma|+|\bigcup \Gamma|$.
(ii) $2 \alpha(G) \leq|\bigcap \Gamma|+|\bigcup \Gamma|$.
(iii) If, in addition, $G$ is a König-Egerváry graph, then $|\bigcap \Gamma|+|\bigcup \Gamma|=2 \alpha(G)$, and, in particular, $|\operatorname{corona}(G)|+|\operatorname{core}(G)|=2 \alpha(G)$.

Notice that if $S \in \operatorname{Ind}(G)$, then $G[N[S]]$ is not necessarily a König-Egerváry graph.

Theorem 17. [15] For every graph $G$, there is some $X \subseteq V(G)$, such that:
(i) $X=N[S]$ for every $S \in \operatorname{MaxCritIndep}(G)$;
(ii) $G[X]$ is a König-Egerváry graph.

In other words, Theorem $17(i)$ claims that $X=N[S]$ does not depend on the choice of $S \in \operatorname{MaxCritIndep}(G)$.

Lemma 2. If $S \in \operatorname{MaxCritIndep}(G)$ and $X=N[S]$, then $\operatorname{MaxCritIndep}(G) \preceq$ $\Omega(G[X])$.

There exist graphs, such that

$$
\operatorname{MaxCritIndep}(G) \neq \Omega(G[X]), S \in \operatorname{MaxCritIndep}(G)
$$

and $X=N[S]$.
Corollary 5. [31] If $S \in \operatorname{MaxCritIndep}(G)$ and $X=N[S]$, then

$$
\operatorname{diadem}(G) \subseteq \operatorname{diadem}(G[X]) \text { and } \operatorname{nucleus}(G[X]) \subseteq \operatorname{nucleus}(G)
$$

The critical independence number is

$$
\alpha^{\prime}(G)=\max \{|S|: S \in \operatorname{MaxCritIndep}(G)\}
$$

[15].
Lemma 3. [26] If $\emptyset \neq \Gamma^{\prime} \subseteq \operatorname{MaxCritIndep}(G)$ and $\emptyset \neq \Gamma \subseteq \Omega(G)$, then

$$
\left|\bigcap \Gamma^{\prime}\right|+\left|\bigcup \Gamma^{\prime}\right| \leq 2 \alpha^{\prime}(G) \leq 2 \alpha(G) \leq|\bigcap \Gamma|+|\bigcup \Gamma| .
$$

If $\Gamma^{\prime}=\operatorname{MaxCritIndep}(G)$ and $\Gamma=\Omega(G)$, Lemma 3 implies the following.
Corollary 6. [31] $|\operatorname{nucleus}(G)|+|\operatorname{diadem}(G)| \leq 2 \alpha(G)$ for every graph $G$.
Since $\operatorname{ker}(G) \subseteq$ nucleus $(G)$, Corollary 6 validates Conjecture 2. An alternative proof of Conjecture 2 may be found in [3].

A family $\Gamma \subseteq \operatorname{Ind}(G)$ is a König-Egerváry collection if $|\cap \Gamma|+|\bigcup \Gamma|=2 \alpha(G)$ [12]. It is worth mentioning that $\Omega(G)$ may be a König-Egerváry collection, while $G$ is not a König-Egerváry graph.

Theorem 18. [26] For a graph $G$, the following assertions are equivalent:
(i) $G$ is a König-Egerváry graph;
(ii) every non-empty family of maximum critical independent sets of $G$ is a König-Egerváry collection;
(iii) there is a König-Egerváry collection of maximum critical independent sets of $G$.

Since $\mid$ nucleus $(G)|+|\operatorname{diadem}(G)|=2 \alpha(G)$ means that $\operatorname{MaxCritIndep}(G)$ is a König-Egerváry collection, Theorem 18 implies the validity of Conjecture 3.

Corollary 7. [31] If $|\operatorname{nucleus}(G)|+|\operatorname{diadem}(G)|=2 \alpha(G)$, then $G$ is a KönigEgerváry graph.

If $\emptyset \neq \Gamma \subseteq \Omega(G)$, then none of $\bigcap \Gamma$ and $\bigcup \Gamma$ is necessarily critical.
Proposition 5. [26] Let $\Gamma \subseteq \Omega(G)$ and $\emptyset \neq \Gamma^{\prime} \subseteq \operatorname{MaxCritIndep}(G)$ be such that for every $A \in \Gamma^{\prime}$ there exists $S \in \Gamma$ such that $A \subseteq S$. If $\bigcup \Gamma^{\prime}=\bigcup \Gamma$, then $G$ is a König-Egerváry graph.

If $\Gamma^{\prime}=\operatorname{MaxCritIndep}(G)$ and $\Gamma=\Omega(G)$, Proposition 5 immediately implies the validity of Conjecture 4.

Corollary 8. [31] If diadem $(G)=$ corona $(G)$, then $G$ is a König-Egerváry graph.

## 6 Conclusions

Theorem 14 claims that the equality $\operatorname{ker}(G)=\operatorname{core}(G)$ is true for bipartite graphs.

Problem 1. [20] Characterize graphs with $\operatorname{ker}(G)=\operatorname{core}(G)$.
By Corollary 2, core $(G)$ is critical for every König-Egerváry graph.
Problem 2. [11] Characterize graphs, where core $(G)$ is a critical set.
Conjecture 5. If core $(G)$ is a critical set, then $\operatorname{core}(G)=\operatorname{nucleus}(G)$.
By Theorem 4, for König-Egerváry graphs core $(G)=$ nucleus $(G)$.
Problem 3. [12] Characterize graphs with $\operatorname{core}(G)=\operatorname{nucleus}(G)$.
For König-Egerváry graphs corona $(G)$ is critical in accordance with Theorem 4 and Theorem 5(ii).

Problem 4. [25] Characterize graphs such that corona $(G)$ is a critical set.
By Theorem 16, every subcollection of a König-Egerváry collection of maximum independent sets is König-Egerváry as well.

Problem 5. [12] Characterize the graphs such that every collection of maximum independent sets is König-Egerváry. In other words, characterize the graphs such that $|\operatorname{corona}(G)|+|\operatorname{core}(G)|=2 \alpha(G)$.

Theorem 3 says that $d(G)=\alpha(G)-\mu(G)$ for König-Egerváry graphs.
Problem 6. Characterize graphs satisfying $d(G)=\alpha(G)-\mu(G)$.
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#### Abstract

This paper addresses a technique for generating two types of nonconvex test problems. We study quadratic problems with d.c. inequality constraints and sum-of-ratios programs where both numerators and denominators are quadratic functions. Based on the idea of P. Calamai and L. Vicente, we propose the procedures for constructing nonconvex test problems with quadratic functions of any dimension, where global and local solutions are known. The implementation of the procedures does not require any complicated operations and solving auxiliary problems, except for elementary operations with matrices and vectors.


Keywords: Nonconvex test problems • Quadratic function • Fractional program • d.c. functions

## 1 Introduction

Test problems play an important role in computational testing of numerical methods. They help verify the efficiency of algorithm and allow us to compare it with other methods. Test problems often come from two sources: (pseudo)random generators and existing test collections (libraries). As for randomly generated problems, we usually do not know the properties of problems, such as the number of stationary points, the number of local and global solutions. Moreover, we often do not even know if these solutions actually exist. The libraries of test problems offer us specific classes of problems of given dimension. For instance, there are Floudas and Pardalos' collection [3], COCONUT Benchmark [14], DEGEN collection, etc. But it is rather difficult to find test instances of required dimension for minimizing a quadratic function with quadratic inequality constraints in these collections. Let alone instances with nonconvex functions both in the objective function and in the constraints. The situation remains the same with test problems for fractional optimization. There are some examples with affine functions [8] or with quadratic functions, but with the small number of fractions [6].

Thus, this paper was motivated by the necessity to have a test problem collection for nonconvex problems with quadratic functions. We consider a method of generating nonconvex test problems based on the technique proposed by Calamai

[^2]and Vicente $[1,2,13]$. The idea of their method is to construct a "big" problem of the desired dimension by combining a finite number of low-dimensional problems. These so-called kernel problems are rather simple, and we can find all their local and global solutions. In addition, this technique does not require solving auxiliary problems or systems of equations. Thus, we can construct test instances of any dimension with needed properties and known local and global solutions.

In the paper we propose a method for generating nonconvex quadratic problems in the following form:
$(\mathcal{P}): \quad\left\{\begin{array}{l}f_{0}(x):=\left\langle x, Q^{0} x\right\rangle+\left\langle b^{0}, x\right\rangle+d_{0} \downarrow \min _{x}, x \in S, \\ f_{i}(x):=\left\langle x, Q^{i} x\right\rangle+\left\langle b^{i}, x\right\rangle+d_{i} \leq 0, \quad i \in \mathcal{I}=\{1, \ldots, N\},\end{array}\right.$
where $S \subset \mathbb{R}^{n}$ is a closed convex set, $Q^{i} \in \mathbb{R}^{n \times n}$ are indefinite, symmetric matrices, and $x, b^{i} \in \mathbb{R}^{n}, d_{i} \in \mathbb{R}, i=0, \ldots, N$.

Furthermore, we propose a method for constructing fractional programs in the following form:
$(\mathcal{F P}): \quad \sum_{i=1}^{m} \frac{\psi_{i}(x)}{\varphi_{i}(x)}=\sum_{i=1}^{m} \frac{\left\langle x, A_{i} x\right\rangle+\left\langle p^{i}, x\right\rangle+q_{i}}{\left\langle x, B_{i} x\right\rangle+\left\langle c^{i}, x\right\rangle+t_{i}} \downarrow \min _{x}, \quad x \in S$,
where $A_{i}, B_{i} \in \mathbb{R}^{n \times n}, x, p^{i}, c^{i} \in \mathbb{R}^{n}, q_{i}, t_{i} \in \mathbb{R}, i=1, \ldots, m$, and $\psi_{i}, \varphi_{i}$ such that
$\left(\mathcal{H}_{0}\right): \quad \psi_{i}(x)>0, \varphi_{i}(x)>0 \quad \forall x \in S, \quad i=1, \ldots, m$.
In contrast to the techniques for generating test quadratic programs proposed in [1] or in $[10,11]$, we construct problems with nonconvex quadratic inequality constraints $(\mathcal{P})$. Moreover, due to some easy additional operations, we can generate fractional test problems $(\mathcal{F P})$.

## 2 Quadratic Program Generating Scheme

The proposed method of the generation of the nonconvex quadratic test problem $(\mathcal{P})$ consists of three stages [1]. The first one includes the construction of low-dimensional kernel problems and the analytical search for all local and global solutions of these problems. At the second stage, a separable problem of the required dimension is constructed by merging a finite number of kernel problems having different properties. Finally, the separable problem is transformed in order to eliminate the separability of constructed problem. Each of these stages is described below.

### 2.1 Kernel Problems

In this section, we describe the classes of nonconvex quadratic kernel problems. Each class possesses its own properties. These classes will be combined to generate a "big" separable problem.

Define kernel problems in the following way:
$\left(\mathcal{P}_{k}\right):$

$$
\left\{\begin{array}{l}
f_{0}(x)=-p_{k} x_{1}\left(x_{1}-3\right)-0.5+x_{2} \downarrow \min _{x} \\
f_{1}(x)=-x_{1}^{2}-x_{2} \leq 0 \\
f_{2}(x)=\left(x_{1}-1\right)^{2}-x_{2}-2.5 \leq 0
\end{array}\right.
$$

where $x \in \mathbb{R}^{2}, p_{k} \in\left\{p_{1}, p_{2}, p_{3}\right\}$.
The problems $\left(\mathcal{P}_{k}\right)$ are nonconvex quadratic problems in the space $\mathbb{R}^{2}$ with parameters $p_{k}, k=1,2,3$, in the objective function. All stationary points of problems $\left(\mathcal{P}_{k}\right)$ were obtained analytically using KKT-theorem. They are illustrated in Fig. 1.


Fig. 1. Three classes of kernel problems

Analytical solutions for all types of kernel problem are provided below. There are three following classes to consider.

Class $1\left(p_{1}=0.5\right)$ :

$$
\begin{gathered}
z_{0}=(1 / 2,-1 / 4), \quad f_{0}\left(z_{0}\right)=-0.125 \\
z_{1}=(-1 / 2,-1 / 4), \quad f_{0}\left(z_{1}\right)=-1.625 \\
z_{2}=(3 / 2,-9 / 4), \quad f_{0}\left(z_{2}\right)=-1.625
\end{gathered}
$$

Points $z_{1}, z_{2}$ are the global solutions, $z_{0}$ is the stationary point (see Fig. 1(a)).

$$
\begin{gathered}
\text { Class } 2\left(p_{2}=0.25\right) \\
z_{0}=(3 / 10,-9 / 100), \quad f_{0}\left(z_{0}\right)=-1.7375 \\
z_{1}=(-1 / 2,-1 / 4), \quad f_{0}\left(z_{1}\right)=-1.1875 \\
z_{2}=(3 / 2,-9 / 4), \quad f_{0}\left(z_{2}\right)=-2.1875
\end{gathered}
$$

Point $z_{2}$ is the global solution, $z_{1}, z_{0}$ are the stationary ones (see Fig. 1(b)).

Class 3 ( $p_{3}=0.6$ ):

$$
\begin{gathered}
z_{0}=(9 / 16,-81 / 256), \quad f_{0}\left(z_{0}\right)=-0.3164 \\
z_{1}=(-1 / 2,-1 / 4), \quad f_{0}\left(z_{1}\right)=-1.8 \\
z_{2}=(3 / 2,-9 / 4), \quad f_{0}\left(z_{2}\right)=-1.4
\end{gathered}
$$

Point $z_{1}$ is the global solution, $z_{2}, z_{0}$ are the stationary points (see Fig. 1(c)).
Further, these kernel problems will be used to construct a separable problem.

### 2.2 Separable Quadratic Problem

At the second stage of the method, a separable problem is generated by combining a finite number of different classes of kernel problems. Let $n$ is desired dimension of the "big" problem. So, we construct the quadratic problem of the form:
$(\mathcal{S P})$ :

$$
\left\{\begin{array}{l}
\sum_{i=1}^{r}\left[-p_{k} x_{2 i-1}\left(x_{2 i-1}-3\right)-0.5+x_{2 i}\right] \downarrow \min _{x} \\
f_{2 i-1}(x)=-x_{2 i-1}^{2}-x_{2 i} \leq 0, \\
f_{2 i}(x)=\left(x_{2 i-1}-1\right)^{2}-x_{2 i}-2.5 \leq 0, \quad i=1, \ldots, r
\end{array}\right.
$$

where $r$ is the number of kernel problem, $n=2 r, x \in \mathbb{R}^{n}, p_{k} \in\left\{p_{1}, p_{2}, p_{3}\right\}$. Note that in this case the number of variables of the problem $(\mathcal{S P})$ coincides with the number of constraints $2 r=n=N$.

Let us specify following properties of the separable problem $(\mathcal{S P})$.
Proposition 1. [1, 2, 9, 13] The vector $x^{*} \in \mathbb{R}^{2 r}$ is a local (global) solution to the problem ( $\mathcal{S P}$ ) if and only if its components are local (global) solutions to the problems $\left(\mathcal{P}_{k}\right), k=1,2,3$.

Proposition 2. [1, 2, 9, 13] The problem (SP) that includes $r_{1}$ kernel problems of the class 1, $r_{2}$ kernel problems of the class 2, and $r_{3}$ kernel problems of the class 3, so that $r_{1}+r_{2}+r_{3}=r$, has $3^{r_{1}+r_{2}+r_{3}}$ stationary points among which $2^{r_{1}}$ solutions are global solutions to this problem.

The problem $(\mathcal{S P})$ can be reformulated as follows:
$(\mathcal{Q P}): \quad\left\{\begin{array}{l}f_{0}(x)=\left\langle x, Q_{0} x\right\rangle+\left\langle b_{0}, x\right\rangle+d_{0} \downarrow \min _{x}, \\ f_{i}(x)=\left\langle x, Q_{i} x\right\rangle+\left\langle b_{i}, x\right\rangle+d_{i} \leq 0, \quad i \in \mathcal{I}=\{1, \ldots, 2 r\},\end{array}\right.$
where

$$
Q_{0}=\left(\begin{array}{cccccc}
-p_{k} & & & & & \\
& 0 & & & & (0) \\
& & -p_{k} & & & \\
& & & 0 & & \\
& & & \ddots & & \\
& (0) & & & -p_{k} & \\
& & & & & 0
\end{array}\right), \quad b_{0}=\left(\begin{array}{c}
3 p_{k} \\
1 \\
3 p_{k} \\
1 \\
\vdots \\
3 p_{k} \\
1
\end{array}\right), d_{0}=-0.5 r
$$

and for odd indexes $i, i \in \mathcal{I}$ :

$$
Q_{i}=\left(\begin{array}{ccccc}
0 & & & & \\
& \ddots & & (0) \\
& & -1 & & \\
& (0) & \ddots & \\
& & & 0
\end{array}\right){ }^{i}, \quad b_{i}=\left(\begin{array}{c}
0 \\
0 \\
\vdots \\
-1 \\
\vdots \\
0
\end{array}\right){ }^{i}, \quad d_{i}=0
$$

for even indexes $i, i \in \mathcal{I}$ :

$$
Q_{i}=\left(\begin{array}{cccc}
0 & & & \\
& & & \\
& \ddots & (0) \\
& & 1 & \\
\\
& (0) & \ddots & \\
& & & 0
\end{array}\right) \quad i, \quad b_{i}=\left(\begin{array}{c}
i \\
0 \\
\vdots \\
-2 \\
-1 \\
\vdots \\
0
\end{array}\right){ }_{i=1}^{i} \quad, \quad d_{i}=-1.5 ;
$$

$Q_{i} \in \mathbb{R}^{2 r \times 2 r}, \quad b_{i} \in \mathbb{R}^{2 r}, d_{i} \in \mathbb{R}, i=0, \ldots, 2 r$.

### 2.3 Transformation of the Separable Problem

At the final stage of the method, it is necessary to get rid of the separability to expand the variety of the constructed problem. For this purpose, we use the substitution

$$
x=M \cdot M^{-1} x,
$$

where $M \in \mathbb{R}^{2 r \times 2 r}: \operatorname{det} M \neq 0$, and replacement of a variable:

$$
z=M^{-1} x .
$$

Applying the above-described transformation to an arbitrary problem of the class $(\mathcal{Q P})$, we obtain the following problem:
$\left(\mathcal{Q} \mathcal{P}^{\prime}\right)$

$$
\left\{\begin{array}{l}
f_{0}(z)=\left\langle z, M^{T} Q_{0} M z\right\rangle+\left\langle M^{T} b_{0}, z\right\rangle+d_{0} \downarrow \min _{z}, \\
f_{i}(z)=\left\langle z, M^{T} Q_{i} M z\right\rangle+\left\langle M^{T} b_{i}, z\right\rangle+d_{i} \leq 0, \quad i \in \mathcal{I} .
\end{array}\right.
$$

Using the standard definitions of the linear algebra [4], one can easily show that the matrices $Q_{i}$ remain indefinite after the transformation $M^{T} Q_{i} M$, $i=0, \ldots, 2 r$. Therefore, the problem $\left(\mathcal{Q P}^{\prime}\right)$ remains in the class of nonconvex quadratic problems.

Let us describe one of the methods of constructing the matrix $M$. First, calculate a random Householder matrix [7] satisfying

$$
\begin{equation*}
H=E-\frac{2}{\langle h, h\rangle} h h^{T} \tag{1}
\end{equation*}
$$

where $E$ is the identity matrix, $h \in \mathbb{R}^{2 r}$ is an arbitrary nonzero vector.
And then the matrix $M$ is in the following form:

$$
\begin{equation*}
M=\Lambda \cdot H \tag{2}
\end{equation*}
$$

where $\Lambda$ is random positive defined diagonal matrix $(2 r \times 2 r)$.
Therefore, inverse matrices with respect to $M$ can be obtained by

$$
M^{-1}=H \cdot \Lambda^{-1}=W
$$

Proposition 3. [1] The problem ( $\mathcal{P}$ ) in the variables $z \in \mathbb{R}^{2 r}$ is equivalent to the problem $\left(\mathcal{Q} P^{\prime}\right)$ in the variables $\bar{z} \in \mathbb{R}^{2 r}$ under the nonsingular transformation $\bar{z}=W z$.

### 2.4 A Simple Example

Let us construct a low-dimension example to demonstrate how the method can be used to generate nonconvex quadratic problems.

Suppose that $n=4, r=2, r_{1}=1, r_{2}=1$ and $r_{3}=0$, i.e. we choose one problem from the first class of kernel problem and another one from the second class. This corresponds to the following separable quadratic problem:

$$
\left.\begin{array}{c}
f_{0}(x)=-0.5 x_{1}^{2}+1.5 x_{1}+x_{2}-0.25 x_{3}^{2}+0.75 x_{3}+x_{4}-1 \downarrow \min _{x}  \tag{3}\\
f_{1}(x)=-x_{1}^{2}-x_{2} \leq 0, \\
f_{2}(x)=\left(x_{1}-1\right)^{2}-x_{2}-2.5 \leq 0, \\
f_{3}(x)=-x_{3}^{2}-x_{4} \leq 0, \\
f_{4}(x)=\left(x_{3}-1\right)^{2}-x_{4}-2.5 \leq 0 .
\end{array}\right\}
$$

The problem (3) is a nonconvex quadratic 4-dimension problem with 2 nonconvex and 2 convex quadratic constrains. Since $r=2, r_{1}=1, r_{2}=1$, $r_{3}=0$, the problem (3) has $3^{r_{1}+r_{2}+r_{3}}=3^{2}=9$ stationary points including $2^{r_{1}}=2^{1}=2$ global solutions, namely $z_{1}^{*}=(-1 / 2,-1 / 4,3 / 2,-9 / 4)$ and $z_{2}^{*}=(3 / 2,-9 / 4,3 / 2,-9 / 4)$.

Then after using transformations (1)-(2) with the following parameters

$$
\Lambda=\left(\begin{array}{llll}
9 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 \\
0 & 0 & 10 & 0 \\
0 & 0 & 0 & 4
\end{array}\right), \quad h=\left(\begin{array}{c}
-6 \\
-5 \\
2 \\
-1
\end{array}\right), \quad M=\left(\begin{array}{cccc}
-0.82 & -8.18 & 3.27 & -1.64 \\
-2.73 & 0.73 & 0.91 & -0.45 \\
3.64 & 3.03 & 8.79 & 0.61 \\
-0.73 & -0.61 & 0.24 & 3.88
\end{array}\right),
$$

the transformed nonconvex quadratic problem $\left(\mathcal{Q P}^{\prime}\right)$ would be:

$$
\begin{aligned}
& f_{0}(\bar{x})=\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)^{T}\left(\begin{array}{cccc}
-3.64 & -6.10 & -6.65 & -1.22 \\
-6.10 & -35.76 & 6.73 & -7.15 \\
-6.65 & 6.73 & -24.66 & 1.34 \\
-1.22 & -7.15 & 1.34 & -1.43
\end{array}\right)\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)-\left(\begin{array}{c}
-1.95 \\
-9.87 \\
12.65 \\
1.42
\end{array}\right)^{T}\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)-1 \downarrow \min _{\bar{x}}, \\
& f_{1}(\bar{x})=\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)^{T}\left(\begin{array}{cccc}
-0.66 & -6.69 & 2.67 & -1.33 \\
-6.69 & -66.94 & 26.77 & -13.38 \\
2.67 & 26.77 & -10.71 & 5.35 \\
-1.33 & -13.38 & 5.35 & -2.67
\end{array}\right)\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)-\left(\begin{array}{c}
2.72 \\
-0.72 \\
-0.90 \\
0.45
\end{array}\right)^{T}\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right) \leq 0, \\
& f_{2}(\bar{x})=\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)^{T}\left(\begin{array}{cccc}
0.66 & 6.69 & -2.67 & 1.33 \\
6.69 & 66.94 & -26.77 & 13.38 \\
-2.67 & -26.77 & 10.71 & -5.35 \\
1.33 & 13.38 & -5.35 & 2.67
\end{array}\right)\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)-\left(\begin{array}{c}
4.36 \\
15.63 \\
-7.45 \\
3.72
\end{array}\right)^{T}\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right) \leq 1.5, \\
& f_{3}(\bar{x})=\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)^{T}\left(\begin{array}{cccc}
-13.22 & -11.01 & -31.95 & -2.20 \\
-11.01 & -9.18 & -26.62 & -1.83 \\
-31.95 & -26.62 & -77.22 & -5.32 \\
-2.20 & -1.83 & -5.32 & -0.36
\end{array}\right)\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)-\left(\begin{array}{c}
0.72 \\
0.60 \\
-0.24 \\
-3.87
\end{array}\right)^{T}\left(\begin{array}{l}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right) \leq 0, \\
& f_{4}(\bar{x})=\left(\begin{array}{c}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)^{T}\left(\begin{array}{cccc}
13.22 & 11.01 & 31.95 & 2.20 \\
11.01 & 9.18 & 26.62 & 1.83 \\
31.95 & 26.62 & 77.22 & 5.32 \\
2.20 & 1.83 & 5.32 & 0.36
\end{array}\right)\left(\begin{array}{c}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right)-\left(\begin{array}{c}
-6.54 \\
-5.45 \\
-17.81 \\
-5.09
\end{array}\right)^{T}\left(\begin{array}{c}
\bar{x}_{1} \\
\bar{x}_{2} \\
\bar{x}_{3} \\
\bar{x}_{4}
\end{array}\right) \leq 1.5 .
\end{aligned}
$$

As we can see, we have obtained a nonconvex quadratic problem with nonconvex inequality constraints. All transformed matrices are indefinite and dense.

The two global minima for this problem are:

$$
\begin{aligned}
& \bar{z}_{1}=(0.238,0.161,0.052,-0.514) \\
& \bar{z}_{2}=(0.823,-0.203,-0.069,-0.453),
\end{aligned}
$$

with value $f_{0}\left(\bar{z}_{1}\right)=f_{0}\left(\bar{z}_{2}\right)=-3.8125$.

## 3 Fractional Programming Test Problem

For describing the technique of construction fractional programming problem it is necessary to recall reduction theorem which shows the relations between fractional and d.c. minimization problem. This reduction will be need to produce the fractional problem $(\mathcal{F P})$ from the quadratic in the test problem generation scheme.

In that purpose we consider the following d.c. minimization problem with vector parameter $\alpha$
$\left(\mathcal{P}_{\alpha}\right):$

$$
\Phi(x, \alpha):=\sum_{i=1}^{m}\left[\psi_{i}(x)-\alpha_{i} \varphi_{i}(x)\right] \downarrow \min _{x}, \quad x \in S
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)^{\top} \in \mathbb{R}_{+}^{m}$.
Suppose, that the data of the problem $(\mathcal{F P})$ satisfies "the nonnegativity condition", so that the following inequalities hold
$\left(\mathcal{H}_{\alpha}\right): \quad \psi_{i}(x)-\alpha_{i} \varphi_{i}(x) \geq 0 \quad \forall x \in S, \quad i=1, \ldots, m$.
In addition, suppose that the following assumptions are fulfilled:
$\left(\mathcal{H}_{1}\right): \quad\left\{\begin{array}{l}(a) \mathcal{V}(\alpha)>-\infty \quad \forall \alpha \in \mathcal{K}, \text { where } \mathcal{K} \text { is a convex set from } \mathbb{R}^{m} ; \\ (b) \forall \alpha \in \mathcal{K} \subset \mathbb{R}^{m} \text { there exists a solution } z=z(\alpha) \text { to Problem }\left(\mathcal{P}_{\alpha}\right) .\end{array}\right.$
Theorem 1. [5] Suppose that the assumptions $\left(\mathcal{H}_{0}\right),\left(\mathcal{H}_{1}\right)$ are satisfied in the problem $(\mathcal{F P})$.

In addition, let there exist a vector $\alpha_{0}=\left(\alpha_{01}, \ldots, \alpha_{0 m}\right)^{\top} \in \mathcal{K} \subset \mathbb{R}^{m}$ at which "the nonnegativity condition" $\left(\mathcal{H}_{\alpha_{0}}\right)$ holds.

Besides, suppose that in Problem $\left(\mathcal{P}_{\alpha_{0}}\right)$ the following equality takes place

$$
\begin{equation*}
\mathcal{V}\left(\alpha_{0}\right) \triangleq \min _{x}\left\{\sum_{i=1}^{m}\left[\psi_{i}(x)-\alpha_{0 i} \varphi_{i}(x)\right]: x \in S\right\}=0 \tag{4}
\end{equation*}
$$

Then, any solution $z=z\left(\alpha_{0}\right)$ to the problem $\left(\mathcal{P}_{\alpha_{0}}\right)$ is a solution to Problem $(\mathcal{F P})$, so that $z \in \operatorname{Sol}\left(\mathcal{P}_{\alpha_{0}}\right) \subset \operatorname{Sol}(\mathcal{F P})$.

Let us turn to the generation scheme (Fig. 2). In order to generate one ratio of the problem $(\mathcal{F P})$, first of all, we should construct the quadratic problem of the required dimension with linear or box constraints by the scheme described in Sect.2. It is well known that all quadratic functions can be represented as a


Fig. 2. Generation scheme
difference of two convex functions, i.e. d.c. functions [12]. Therefore, after that, we rewrite the constructed quadratic problem in a d.c. form. Then, in view of the reduction Theorem 1, we obtain one ratio with quadratic functions. By repeating this procedure $m$ times we generate the sum-of-ratios problem $(\mathcal{F P})$ with $m$ fractions.

### 3.1 Kernel Problems

Let us construct the following kernel problems:
$\left(\mathcal{K P}_{k}\right)$

$$
\left\{\begin{array}{l}
f_{k}(x) \downarrow \min _{x}, \\
x \in S_{k}, \quad k=1,2,3,
\end{array}\right.
$$

where $f_{1}(x)=-\frac{2}{3} x^{2}+\frac{14}{3} x-4, \quad S_{1}=\{x \in \mathbb{R} \mid-2 x+2 \leq 0, x-5.5 \leq 0\}$,

$$
\begin{aligned}
& f_{2}(x)=-\frac{1}{2} x^{2}+3 x-\frac{5}{2}, \quad S_{2}=\{x \in \mathbb{R} \mid-2 x+2 \leq 0, x-4.5 \leq 0\} \\
& f_{3}(x)=-\frac{1}{4} x^{2}+\frac{9}{4} x-2, \quad S_{3}=\{x \in \mathbb{R} \mid-2 x+2 \leq 0, x-7.5 \leq 0\}
\end{aligned}
$$

These problems are nonconvex quadratic minimization problems with linear constraints, and their solutions are illustrated by Fig. 3.




Fig. 3. Kernel problems

The bold line in Fig. 3 shows the feasible sets of the problems $\left(\mathcal{K} P_{k}\right), k=$ $1,2,3$. The point $z_{1}$ is the global solution for each kernel problem and the point $z_{2}$ is the local one. It should be noted that, in order for the "nonnegative condition" $\left(H_{\alpha}\right)$ to be fulfilled, the optimal values of all problems are equal to zero and their global solutions coincide.

### 3.2 Separable Problem and Its Transformation

At the second stage of the method we combine a finite number of kernel problems to construct the following separable problem

$$
\left\{\begin{array}{l}
\sum_{i=1}^{l} f_{k}\left(x_{i}\right) \downarrow \min _{x},  \tag{FSP}\\
-2 x_{i}+2 \leq 0, \\
x_{i}-p_{k} \leq 0, \quad i=1, \ldots, l,
\end{array}\right.
$$

where $l$ is the number of classes of kernel problems, $x \in \mathbb{R}^{l}, f_{k} \in\left\{f_{1}, f_{2}, f_{3}\right\}$, $p_{k} \in\{5.5,4.5,7.5\}$.

Then we reformulate problem $(\mathcal{F S P})$ as follows:

$$
\left\{\begin{array}{l}
f_{0}(x)=\left\langle x, Q_{0} x\right\rangle+\left\langle b_{0}, x\right\rangle+d_{0} \downarrow \min _{x}  \tag{FQP}\\
\mathcal{A} x \leq \mathcal{B}
\end{array}\right.
$$

where $Q_{0} \in \mathbb{R}^{l \times l}, \quad b_{0} \in \mathbb{R}^{l}, \quad d_{0} \in \mathbb{R}, \mathcal{A} \in \mathbb{R}^{2 l \times l}, \mathcal{B} \in \mathbb{R}^{2 l}$.
In order to increase the variety of constructed problems, it is necessary to eliminate separateness. For this purpose, we use the substitution $x=M \cdot M^{-1} x$, where $M \in \mathbb{R}^{l \times l}: \operatorname{det} M \neq 0$, and a change of the variable: $y=M^{-1} x$.

We obtain the following problem:
$\left(\mathcal{F} \mathcal{Q} \mathcal{P}^{\prime}\right)$

$$
\left\{\begin{array}{l}
f_{0}(y)=\left\langle y M, Q_{0} M y\right\rangle+\left\langle M^{T} b_{0}, y\right\rangle+d_{0} \downarrow \min _{y} \\
\mathcal{A} M y \leq \mathcal{B}
\end{array}\right.
$$

Thus, we have generated nonconvex quadratic problems of the given dimension.

### 3.3 Fractional Problem

Further, we represent the objective function of the problem $\left(\mathcal{F Q} \mathcal{P}^{\prime}\right)$ as a d.c. function using the well-known decomposition $M^{T} Q_{0} M=Q_{01}-Q_{02}$, where $Q_{01}, Q_{02}$ are positive definite symmetric matrices such that

$$
\begin{aligned}
f_{0}(y) & =\left\langle y, M^{T} Q_{0} M y\right\rangle+\left\langle M^{T} b_{0}, y\right\rangle+d_{0}=g_{0}(y)-h_{0}(y) \\
& =[\langle y, A y\rangle+\langle p, y\rangle+q]-\alpha[\langle y, B y\rangle+\langle c, y\rangle+t]
\end{aligned}
$$

where $\alpha>0, \alpha \in \mathbb{R}$ is some given parameter, i.e. $Q_{02}=\alpha B$. As well-known, the d.c. decomposition of a function is not unique, therefore we can choose some positive parameter $\alpha$. For example, we can set $\alpha=1$.

Further, due to the reduction Theorem $1 f_{0}(\cdot)=0$ (see equality (4) for $m=1$ ), we get one ratio $\alpha=\frac{\langle y, A y\rangle+\langle p, y\rangle+q}{\langle y, B y\rangle+\langle c, y\rangle+t}$, and the corresponding fractional program

$$
\begin{equation*}
\frac{\langle y, A y\rangle+\langle p, y\rangle+q}{\langle y, B y\rangle+\langle c, y\rangle+t} \downarrow \min _{y}, \quad \mathcal{A} M y \leq \mathcal{B} . \tag{5}
\end{equation*}
$$

Repeating this procedure $m$ times and summing ratios, we generate an objective function of the test Problem $(\mathcal{F P})$. The feasible set of $(\mathcal{F P})$ is obviously constructed by adding all constraints of all problems (5).

### 3.4 A Simple Example

The following example demonstrates how the method can be used to generate a fractional problem with quadratic functions in 2 ratios.

First of all, let us generate a nonconvex quadratic problem for the first fraction. Suppose that number of kernel problems of first class is $l_{1}=1$, the second class is $l_{2}=1$, and the third one is $l_{3}=0$. So, the total number of kernel problem is $l=l_{1}+l_{2}+l_{3}=2$. This corresponds to the following separable quadratic problem:

$$
\left.\begin{array}{c}
f_{0}(x)=-\frac{2}{3} x_{1}^{2}+\frac{14}{3} x_{1}-\frac{1}{2} x_{2}^{2}+3 x_{2}-\frac{13}{2} \downarrow \min _{x},  \tag{6}\\
-2 x_{1}^{2}+2 \leq 0, \\
x_{1}-5.5 \leq 0, \\
-2 x_{2}^{2}+2 \leq 0, \\
x_{2}-4.5 \leq 0
\end{array}\right\}
$$

Then, let us generate a nonconvex quadratic problem for the second fraction with parameters: $l_{1}=0, l_{2}=1, l_{3}=1, l=2$.

$$
\left.\begin{array}{c}
f_{0}(x)=-\frac{1}{2} x_{2}^{2}+3 x_{2}-\frac{1}{4} x_{3}^{2}+\frac{9}{4} x_{3}-\frac{9}{2} \downarrow \min _{x},  \tag{7}\\
-2 x_{2}^{2}+2 \leq 0, \\
x_{2}-4.5 \leq 0, \\
-2 x_{3}^{2}+2 \leq 0, \\
x_{3}-7.5 \leq 0
\end{array}\right\}
$$

Problems (6)-(7) are nonconvex quadratic 3-dimension problems each of which has $2^{l_{1}+l_{2}+l_{3}}=2^{2}=4$ local solutions and one global solution. These global solutions coincide $y_{1}^{*}=y_{2}^{*}=(1,1,1)$ and the optimal values of the problems are equal to zero.

Now suppose the following data were used in the transformation:

$$
\Lambda=\left(\begin{array}{lll}
8 & 0 & 0 \\
0 & 3 & 0 \\
0 & 0 & 6
\end{array}\right), \quad h=\left(\begin{array}{c}
4 \\
8 \\
10
\end{array}\right), \quad M=\left(\begin{array}{ccc}
6.58 & -2.84 & -3.56 \\
-1.07 & 0.87 & -2.67 \\
-2.67 & -5.33 & -0.67
\end{array}\right) .
$$

This yield the following quadratic programming problems $\left(\mathcal{F} \mathcal{Q} \mathcal{P}^{\prime}\right)$ : for the first ratio

$$
f_{0}^{1}(y)=\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)^{T}\left(\begin{array}{ccc}
-29.41 & 12.94 & 14.17 \\
12.94 & -5.77 & -5.59 \\
14.17 & -5.59 & -11.98
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)-\left(\begin{array}{c}
27.49 \\
-10.67 \\
-24.59
\end{array}\right)^{T}\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)-6.5 \downarrow \min _{y}
$$

subject to

$$
\begin{align*}
-13.15 y_{1}+5.69 y_{2}+7.11 y_{3} & \leq-2, \\
6.57 y_{1}-2.84 y_{2}-3.56 y_{3} & \leq 5.5, \\
2.13 y_{1}-1.73 y_{2}+5.33 y_{3} & \leq-2,  \tag{8}\\
-1.07 y_{1}+0.87 y_{2}-2.67 y_{3} & \leq 4.5, \\
5.33 y_{1}+10.67 y_{2}+1.33 y_{3} & \leq-2, \\
-2.67 y_{1}-5.33 y_{2}-0.67 y_{3} & \leq 7.5,
\end{align*}
$$

and for the second one:

$$
f_{0}^{2}(y)=\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)^{T}\left(\begin{array}{ccc}
-2.35 & -3.09 & -1.87 \\
-3.09 & -7.49 & 0.27 \\
-1.87 & 0.27 & -3.67
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)-\left(\begin{array}{l}
-9.2 \\
-9.4 \\
-9.5
\end{array}\right)^{T}\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right)-4.5 \downarrow \min _{y}
$$

subject to (8).
Further, we represent objective functions $f_{0}^{1}, f_{0}^{2}$ of transformed problems as d.c. functions using the well-known decomposition [12]:

$$
f_{0}^{1}(y)=\left[\left\langle y, A^{1} y\right\rangle+\left\langle p^{1}, y\right\rangle+q_{1}\right]-\alpha\left[\left\langle y, B^{1} y\right\rangle+\left\langle c^{1}, y\right\rangle+t_{1}\right],
$$

and

$$
f_{0}^{2}(y)=\left[\left\langle y, A^{2} y\right\rangle+\left\langle p^{2}, y\right\rangle+q_{2}\right]-\alpha\left[\left\langle y, B^{2} y\right\rangle+\left\langle c^{2}, y\right\rangle+t_{2}\right],
$$

where

$$
\begin{gathered}
A^{1}=\left(\begin{array}{ccc}
27.11 & 12.94 & 14.17 \\
12.94 & 12.94 & 0 \\
14.17 & 0 & 14.17
\end{array}\right), \quad p^{1}=\left(\begin{array}{c}
27.49 \\
-10.67 \\
-24.59
\end{array}\right), q_{1}=-6.5, \\
B^{1}=\left(\begin{array}{ccc}
56.52 & 0 & 0 \\
0 & 18.71 & 5.59 \\
0 & 5.59 & 26.15
\end{array}\right), \quad c^{1}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right), t_{1}=0, \\
A^{2}=\left(\begin{array}{ccc}
2.61 & 0 & 0 \\
0 & 0.27 & 0.27 \\
0 & 0.27 & 0.27
\end{array}\right), p^{2}=\left(\begin{array}{l}
-9.2 \\
-9.4 \\
-9.5
\end{array}\right), \quad q_{2}=-6.5, \\
B^{2}=\left(\begin{array}{ccc}
4.96 & 3.09 & 1.87 \\
3.09 & 7.75 & 0 \\
1.87 & 0 & 3.93
\end{array}\right), \quad c^{2}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right), t_{2}=0, \alpha=1 .
\end{gathered}
$$

Finally, due to the reduction Theorem 1, we obtain 2 ratios. Summing them, we generate an objective function of the test problem. Its feasible set is obviously constructed by adding all constraints.

Thus, we have the following sum-of-ratios test problem:

$$
\begin{equation*}
f(y)=\frac{\left\langle y, A^{1} y\right\rangle+\left\langle p^{1}, y\right\rangle+q_{1}}{\left\langle y, B^{1} y\right\rangle+\left\langle c^{1}, y\right\rangle+t_{1}}+\frac{\left\langle y, A^{2} y\right\rangle+\left\langle p^{2}, y\right\rangle+q_{2}}{\left\langle y, B^{2} y\right\rangle+\left\langle c^{2}, y\right\rangle+t_{2}} \downarrow \min _{y} \tag{9}
\end{equation*}
$$

with linear inequality constraints (8).
The global minimum for this problem is:

$$
\bar{y}=(-0.089,-0.096,-0.370)
$$

with an optimal value $f_{0}(\bar{y})=2$. It should be noted that, since we have chosen the parameter $\alpha=1$, the global value of the problem (9) coincides with the number of ratios.

## 4 Conclusion

To conclude, it can be said that the described technique for generating nonconvex quadratic problems and fractional problems allows us to construct various test problems of the desired dimension with known local and global solutions. Moreover, this technique does not require any complicated operations and solving auxiliary problems. Therefore, our approach looks quite promising and beneficial.
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#### Abstract

In this paper, we describe a non-convex constrained quadratic programming problem arising in short wave transmitting antenna array synthesis and provide preliminary computational results. We consider problem instances for three different antenna designs including up to 25 radiators. In the computational experiments, BARON package is compared to the gradient optimization method, applied to the unconstrained problem formulation using the penalty function method. Global optimality of the obtained solutions is established using BARON package the smallest instances of 4 radiators. On small instances, both methods have demonstrated similar results, while on larger instances significant difference has been observed. The set of local optima is studied experimentally. It is established that even though the problem instances have numerous local optima, the objective function in many local optima has the same value.
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## 1 Introduction

Phased antenna arrays (PAA) are regular arrays of radiators, connected to devices that provide the required distribution of phases and amplitudes. PAA are widely used in super-high frequency (SHF) band to obtain directional radiation (see, for example, [8]). On high frequency band (HF), which corresponds to the short waves (SW), such systems are not widely used. However, the possibilities to increase the energy of the communication channel of the HF-band, and to reduce the occupied space through the use of phased antenna arrays attract the attention to such systems [14, 20, 21].

On the SHF band, mutual influence of radiators is usually weak and this allows to assume their independence. However, on HF, where other designs of radiators are commonly used, such an assumption is inappropriate. This leads to more complex optimization problems for such antenna arrays.

Various optimization methods have been used to solve the PAA optimization problems. In particular, it was reported in the literature about methods based on semi-definite relaxation [7], gradient optimization methods [13], metaheuristics [ $1,3,13,19]$, methods of linear algebra [23,24], approximation theory [15] etc. In some cases, it is possible to solve the original problem approximately, using convex programming methods [6].

Nevertheless, the optimization problems for PAA in HF-band with strong mutual influence of radiators are lacking consideration. In this paper, we study the applicability of a gradient-based algorithm to such a problem (penalty function method is used to take into account the constrains) and compare its results with the results of the BARON solver built into GAMS package. Besides that, we study the properties of the local optima found in multiple restarts of the gradient-based algorithm and discuss the directions for further research.

## 2 Basic Notations and Problem Formulation

In this paper, similarly to the works [22,24], we consider HF phased antenna arrays consisting of broadband vertical monopoles (BVM), see Fig. 1a, broadband vertical dipoles (BVD), see Fig. 1b, and whip antennae. Each BVM consists of 8 wires that make up a "thick" vertical radiator, fed against the counterpoise system. The counterpoise system of each radiator consists of 6 wires, located parallel to the ground. BVD is designed similarly to BVM with the only difference being that instead of the counterpoise system, another "thick" radiator is attached, pointing in the opposite direction. The whip antenna has a standard dipole configuration. In principle, any other designes of the radiators may be considered, provided that relevant mathematical models may be constructed for them.


Fig. 1. Broadband vertical monopoles (a) and broadband vertical dipoles (b)

Our goal is to maximize radiation of the antenna array in a given direction (i.e. to maximize the antenna system gain) under constraints on the power input to the antenna system. This problem can be formulated as follows (see [23,24] for details). Let $k$ be the index of a directional vector component: $k=1$ for the angle of the horizontal direction and $k=2$ for the vertical angle (the distance can be considered a sufficiently large constant, which can be omitted in what follows). The total electromagnetic field $f_{\Sigma}^{(k)}$ is given by

$$
\begin{equation*}
f_{\Sigma}^{(k)}=\sum_{i=1}^{N} I_{i} f_{i}^{(k)} \tag{1}
\end{equation*}
$$

where $I_{i}$ is the complex current in $i$-th feeding point; $f_{i}^{(k)}$ is the partial field that is radiated if a unit current flows at the $i$-th feeding point of the radiating system while the current at all other feeding points of the radiating system is zero. This formula follows by the linearity, so that the total field $f_{\Sigma}^{(k)}$ is a superposition of the partial fields from the currents at each power point of the radiating system. The values $f_{i}^{(k)}$ and $f_{\Sigma}^{(k)}$ are functions of direction and frequency. These values may be computed using some antenna modelling system (in this study NEC-2 system [4] will be used).

Let $\bar{f}$ denote a complex conjugate number to $f$. As mentioned above, the goal is to maximize the nonnormalized energy flux in the given direction, therefore

$$
\begin{equation*}
F=\sum_{k} \bar{f}_{\Sigma}^{(k)} f_{\Sigma}^{(k)} \tag{2}
\end{equation*}
$$

is the objective function. It is quite obvious that there are restrictions imposed on the currents $I_{i}$ due to the fact that the power of sources of these currents is limited. To find the power of source $i$, we express the corresponding complex voltage $U_{i}$ as follows:

$$
\begin{equation*}
U_{i}=\sum_{i=1}^{N} \mathbf{Z}_{i j} I_{j} \tag{3}
\end{equation*}
$$

where $\mathbf{Z}_{i j}$ are matrix elements of the impedance matrix $\mathbf{Z}$. Equation (3) is a generalization of the Ohm's law.

In some cases, it is convenient to use the matrix notation. In order to go to such notation, we introduce a one-column matrix of currents $\mathbf{i}$ and a one-column matrix of voltages $\mathbf{u}$. Then the objective function can be written as follows:

$$
\begin{equation*}
F=\mathbf{i}^{+} \mathbf{A} \mathbf{i} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}_{i j}=\sum_{k} \bar{f}_{i}^{(k)} f_{j}^{(k)} \tag{5}
\end{equation*}
$$

Similarly, the relationship between currents and voltages can be written as follows:

$$
\begin{equation*}
\mathbf{u}=\mathbf{Z i} \tag{6}
\end{equation*}
$$

There are various forms of restrictions that correspond to a different antenna systems. For example, the total power at all feeding points $P$ can be restricted. In this case, the optimization problem can be written as follows:

$$
\left\{\begin{array}{l}
\mathbf{i}^{+} \mathbf{A} \mathbf{i} \rightarrow \max  \tag{7}\\
\mathbf{i}^{+} \mathbf{B i}=1
\end{array}\right.
$$

where

$$
\begin{equation*}
\mathbf{B}=\frac{1}{4 P}\left(\mathbf{Z}+\mathbf{Z}^{+}\right) \tag{8}
\end{equation*}
$$

the superscript + means the Hermitian conjugation. Such a problem can be solved analytically [23].

The optimization problem is more difficult in the case when the power is restricted at each feeding point. This problem can be written as follows:

$$
\left\{\begin{array}{l}
\mathbf{i}^{+} \mathbf{A} \mathbf{i} \rightarrow \max  \tag{9}\\
0 \leq \mathbf{i}^{+} \mathbf{B}^{(1)} \mathbf{i} \leq 1, \\
\cdots \\
0 \leq \mathbf{i}^{+} \mathbf{B}^{(n)} \mathbf{i} \leq 1 \\
\mathbf{i} \in \mathbb{C}^{n}
\end{array}\right.
$$

where

$$
\begin{equation*}
\mathbf{B}^{(k)}=\frac{1}{4 P_{m}^{(k)}}\left(\mathbf{Z}^{+} \mathcal{P}^{(k)}+\mathcal{P}^{(k)} \mathbf{Z}\right) \tag{10}
\end{equation*}
$$

$P_{m}^{(k)}$ is the maximum admissible power at $k$-th feeding point, $\mathcal{P}^{(k)}$ is the matrix projector having a single nonzero matrix element $\mathcal{P}_{k k}^{(k)}=1$. It can be proved [23] that:

1. All matrices $\mathbf{B}^{(k)}$ have no more than two nonzero eigenvalues. One of them is positive, the other one is negative or zero.
2. Matrices $\mathbf{A}$ and $\mathbf{B}^{(k)}$ are Hermitian, i.e. $\mathbf{a}_{i j}=\overline{\mathbf{a}}_{j i} \forall i j$.
3. Matrix $\mathbf{A}$ is positive semi-definite.

Apparently, the problem (9) can be solved only by numerical methods. For the development of solution algorithms, it is convenient to reformulate it in terms of real numbers. Let us denote the corresponding real matrices: $\mathbf{G}$ for the objective function and $\mathbf{H}^{(k)} \in \mathbb{R}^{(2 n)^{2}} ; 0 \leq k \leq n$ for each of the constraints. Let $\mathbf{y} \in \mathbb{C}^{n}, \mathbf{A} \in \mathbb{C}^{n^{2}}$, and let $\mathbf{x} \in \mathbb{R}^{2 n}$ be a vector, where the first $n$ components are the real parts of the corresponding components of the vector $\mathbf{y}$ while the rest of the components are imaginary, i. e.

$$
\mathbf{y}_{i} \in \mathbb{C} \longleftrightarrow\left(\mathbf{x}_{i}, \mathbf{x}_{n+i}\right), \mathbf{x}_{i}=\operatorname{Re}\left(\mathbf{y}_{i}\right), \mathbf{x}_{n+i}=\operatorname{Im}\left(\mathbf{y}_{i}\right)
$$

Let $\mathbf{G} \in \mathbb{R}^{(2 n)^{2}}$ denote a matrix of the following form:

$$
\left(\begin{array}{c|c}
\operatorname{Re}(\mathbf{A}) & -\operatorname{Im}(\mathbf{A})  \tag{11}\\
\hline \operatorname{Im}(\mathbf{A}) & \operatorname{Re}(\mathbf{A})
\end{array}\right)
$$

Then

$$
\begin{equation*}
\mathbf{A} \mathbf{y}=\mathbf{G x} \tag{12}
\end{equation*}
$$

Indeed

$$
\mathbf{G} \mathbf{x}=\left(\frac{\operatorname{Re}(\mathbf{A}) \operatorname{Re}(\mathbf{y})-\operatorname{Im}(\mathbf{A}) \operatorname{Im}(\mathbf{y})}{\operatorname{Im}(\mathbf{A}) \operatorname{Im}(\mathbf{y})+\operatorname{Re}(\mathbf{A}) \operatorname{Re}(\mathbf{y})}\right)=\binom{b}{c}
$$

$$
\mathbf{G} \mathbf{x}=\mathbf{b}+i \mathbf{c}=\operatorname{Re}(\mathbf{A}) \operatorname{Re}(\mathbf{y})-\operatorname{Im}(\mathbf{A}) \operatorname{Im}(\mathbf{y})+\operatorname{Im}(\mathbf{A}) \operatorname{Im}(\mathbf{y})+\operatorname{Re}(\mathbf{A}) \operatorname{Re}(\mathbf{y})
$$

$$
\mathbf{A y}=(\operatorname{Re}(\mathbf{A})+i \operatorname{Im}(\mathbf{A})(\operatorname{Re}(\mathbf{y})+i \operatorname{Im}(\mathbf{y}))=
$$

$$
\operatorname{Re}(\mathbf{A}) \operatorname{Re}(\mathbf{y})-\operatorname{Im}(\mathbf{A}) \operatorname{Im}(\mathbf{y})+\operatorname{Im}(\mathbf{A}) \operatorname{Im}(\mathbf{y})+\operatorname{Re}(\mathbf{A}) \operatorname{Re}(\mathbf{y})
$$

The fact that the matrix $\mathbf{A}$ is Hermitian leads to the symmetry of matrix $\mathbf{G}$. Indeed, since the matrix $\mathbf{A}$ is Hermitian, this implies symmetry of $\operatorname{Re}(\mathbf{A})$ and a skew-symmetry of $\operatorname{Im}(\mathbf{G})$. This means that

$$
\mathbf{G}^{T}=\left(\begin{array}{c|c}
\operatorname{Re}(\mathbf{A}) & (\operatorname{Im}(\mathbf{A}))^{T} \\
\hline(-\operatorname{Im} \mathbf{A})^{T} & \operatorname{Re}(\mathbf{A})
\end{array}\right)=\left(\begin{array}{c|c}
\operatorname{Re}(\mathbf{A}) \mid-\operatorname{Im}(\mathbf{A}) \\
\hline \operatorname{Im}(\mathbf{A}) & \operatorname{Re}(\mathbf{A})
\end{array}\right)=\mathbf{G}
$$

Thus, $\mathbf{G}$ is a symmetric matrix. The same applies to all matrices of the constraints $\mathbf{H}^{(k)} \in \mathbb{R}^{(2 n)^{2}} ; 0 \leq k \leq n$. In real numbers, the optimization problem (9) has the following formulation:

$$
\left\{\begin{array}{l}
\mathbf{x}^{T} \mathbf{G} \mathbf{x} \rightarrow \max  \tag{13}\\
0 \leq \mathbf{x}^{T} \mathbf{H}^{(1)} \mathbf{x} \leq 1 \\
\ldots \\
0 \leq \mathbf{x}^{T} \mathbf{H}^{(n)} \mathbf{x} \leq 1 \\
\mathbf{x} \in \mathbb{R}^{2 n}
\end{array}\right.
$$

To summarize, the proposed mathematical programming problem (13) for short wave antenna array optimization has the objective function defined by a quadratic form with symmetric positive semi-definite matrix G. Every constraint is given by a quadratic form, defined by a symmetric matrix $\mathbf{H}^{(k)}$ with two identical positive eigenvalues and two identical non-negative eigenvalues, the rest of the eigenvalues are equal to zero. Globally optimal solutions to the nonconvex mathematical programming problems of this type may be found using branch and bound methods [12,18] or DC programming approaches [11,17]. If global optima are hard to find, then at least the locally optimal solutions may be found by means of the gradient-based optimization or Newton's algorithm [9]. In case of numerous local optima, different metaheuristic algorithms may be helpful as well (see e.g. [5, 16]).

### 2.1 Bounding the Feasible Area

In computational experiments, it will be helpful to reduce the size of the set of feasible solutions to problem (13), still keeping at least one globally optimal solution in this area.

First of all, note that problem (13) in complex numbers has an obvious symmetry with respect to the transformation $\mathbf{i} \rightarrow e^{i \phi} \mathbf{i}$ of all complex coordinates (up to an arbitrary angle $\phi$ ). In physical terms, this symmetry corresponds to the phase-independence of the radiation power flux (symmetry of the objective function) and phase-independence of real power flow in each feeder of the antenna system (symmetry of the set of feasible solutions).

The symmetry w.r.t. the transformation $\mathbf{i} \rightarrow e^{i \phi} \mathbf{i}$ can be utilized to reduce the search space dimensionality by one, e.g. by fixing $\operatorname{Im}\left(y_{n}\right)=0$, which is equivalent to adding a constraint $x_{2 n}=0$ to problem (13).

Now we can also impose a bound on the set of feasible solutions in terms of the Euclidean distance to the origin. Note that if $\mathbf{x}$ satisfies all constraints of problem (13), this implies

$$
\sum_{k=1}^{n} \mathbf{x}^{T} \mathbf{H}^{(k)} \mathbf{x} \leq n
$$

Denote $\mathbf{H}_{\text {sum }}:=\sum_{k=1}^{n} \mathbf{H}^{(k)}$. By physical properties of the problem, we can assume that the minimum eigenvalue of $\mathbf{H}_{\text {sum }}$ (denoted $\lambda_{\text {min }}$ ) is positive. Then, in view of the fact that

$$
\min \left\{\mathbf{z}^{T} \mathbf{H}_{\mathrm{sum}} \mathbf{z}: \mathbf{z} \in \mathbb{R}^{2 n},\|\mathbf{z}\|=1\right\}=\lambda_{\min }
$$

(see e.g. [10], Chap. 1, § 1.0.2), it holds that

$$
\mathbf{x}^{T} \mathbf{H}_{\mathrm{sum}} \mathbf{x} \geq\|\mathbf{x}\|^{2} \lambda_{\min }
$$

and

$$
\begin{equation*}
\|\mathbf{x}\| \leq \sqrt{\frac{n}{\lambda_{\min }}} \tag{14}
\end{equation*}
$$

This upper bound will be helpful to establish global optimality to some problem instances by means of BARON solver in the next section.

## 3 Computational Experiment

The general procedure for solving the antenna array optimization problem, when power is restricted at each feeding point, is as follows:

1. For each radiator in the array, calculate the partial field components.
2. Compute matrices $\mathbf{G}$ and $\mathbf{H}^{(k)}, k=1, \ldots, n$, by the above formulas.
3. Solve problem (13).

As the most basic optimization method, we consider a gradient-based maximization method (a maximization version of the steepest descent) with quadratic approximation algorithm as a line search procedure [9]. In this case the constraint optimization problem was reduced to an unconstraint optimization problem by the external point method [2] as follows:

$$
\begin{equation*}
\mathbf{x}^{T} \mathbf{G} \mathbf{x}-r \cdot \sum_{k=1}^{n}\left(\min \left(0, \mathbf{x}^{T} \mathbf{H}^{(k)} \mathbf{x}\right)+\min \left(0,1-\mathbf{x}^{T} \mathbf{H}^{(k)} \mathbf{x}\right)\right)^{4} \rightarrow \max \tag{15}
\end{equation*}
$$

where $r$ is the penalty parameter. An optimal solution obtained for this unconstraint optimization problem may be infeasible w.r.t. problem (13), but the greater penalty parameter $r$ is chosen, the smaller violations of constraints will be. Besides that, given an infeasible solution $\mathbf{x}$, such that only the inequalities on the right-hand side of the constraints are violated in problem (13), one can easily convert it into a feasible solution $\mathbf{x}^{\prime}:=\alpha(\mathbf{x})^{-1 / 2} \mathbf{x}$, where $\alpha(\mathbf{x}):=$ $\max _{k=1, \ldots, n} \mathbf{x}^{T} \mathbf{H}^{(k)} \mathbf{x}$. The objective function value $\mathbf{x}^{T} \mathbf{G} \mathbf{x}$ will be reduced only by a factor of $\alpha(\mathbf{x})$. In what follows, we will refer to the results of gradient optimization method, including this feasibility restoring post-processing procedure. The gradient optimization algorithm was performed repeatedly, using a randomly generated vector $X \in \mathbb{R}^{2 n}$ as a starting point. The distribution of $X$ is described in Subsect. 3.2.

In order to establish the global optimality by means of the BARON solver, based on branch and bound approach [18], it is necessary to provide a bounding box or an upper bound on the norm of feasible solutions. To this end, we use the inequality (14). Unfortunately, the values of $\lambda_{\min }$ turned out to be practically applicable only for three arrays. The BARON solver was tested in terms of global optimality proof only for these instances (denoted by sign "*" in Tables 1, 2 and 4 below).

### 3.1 Problem Instances

The computational experiments were carried out on three types of regular phased antenna arrays: grids of broadband vertical monopoles (BVM) (Fig. 1a), arrays of broadband vertical dipoles (BVD) (Fig.1b), and arrays of vertical whip dipoles (VWD). The array sizes are $2 \times 2,3 \times 3$ and $5 \times 5$, but only the whip antennae array of size $5 \times 5$ are considered because NEC system could not handle $5 \times 5 \mathrm{BVM}$ and $5 \times 5 \mathrm{BVD}$ due to large complexity of these models.

BVM arrays are modelled as placed above the real ground at a height of 0.2 m (the conductivity of the ground equals $0.01 \mathrm{~S} / \mathrm{m}$ and its dielectric constant equals 10), while BVD and VWD are modelled in free space. In the case of BVM and BVD, the distance between the neighboring radiators is 20 m . The height of each BVM radiator is 15 m . The distance between the endpoints of dipoles in each BVD radiator is 30 m . In the case of whip antennae, the length of the whole radiator is 10 m , the distance between the neighboring radiators is 5 m . The frequency of the signal is 5 MHz in all instances. The target direction for maximization of radiation is given as 45 degrees in the horizontal plane and $70^{\circ}$ vertical.

### 3.2 Results of Computational Experiments

In this subsection, we compare the results of the simple gradient method and the BARON solver in its default mode. In all experiments described below, the overall time limit was set to 1000 sec . of Intel i7 processor. If a gradient optimization converged (termination by minimal admissible step size $10^{-4}$ ), then it was restarted again, until the overall time budget was used. At each initialization
of the gradient method, the random starting point $X$ was chosen independently with the uniform distribution in the cube $[0,2000]^{2 n}$. The best found solution is considered as a final result. The penalty weight parameter $r$ in the gradient optimization method is set to $10^{6}$ in all runs. The BARON solver of version 18.5.8 was given the same amount of CPU time, when it was compared to the gradient method (row "BARON") and practically unlimited time when the global optimality was tested (row "BARON""). In all tables, the column "Time" provides the time till the reported solution was found the first time or the global optimality was established (denoted by "*").

Tables 1, 2 and 3 compare the simple gradient method and the BARON solver, applied to the $2 \times 2$ arrays.

Table 1. CPU times and objective function values for BVM $2 \times 2$

| Solver | Time (sec) | Objective function |
| :--- | :--- | :--- |
| Gradient | 0.058 | 138.2 |
| BARON | 0.12 | 139.2 |
| BARON* | $0.69^{*}$ | $139.2^{*}$ |

Table 2. CPU times and objective function values for BVD $2 \times 2$

| Solver | Time (sec) | Objective function |
| :--- | :--- | :--- |
| Gradient | 0.14 | 459.7 |
| BARON | 0.27 | 463.6 |
| BARON* | $1.14^{*}$ | $463.6^{*}$ |

Table 3. CPU times and objective function values for VWD $2 \times 2$

| Solver | Time (sec) | Goal function |
| :--- | :--- | :--- |
| Gradient | 3.3 | 303.0 |
| BARON | 26.62 | 306.2 |

As an illustration of physical properties of the obtained solutions, in Figs. 2 and 3 we show a horizontal plan of the beam pattern for the PAA using the solutions obtained by the gradient method (the solutions found by BARON solver look very similar). Figure 2 contains the beam pattern for the $2 \times 2$ array of BVD elements. As it can be seen from this figure, the maximal radiation is attained in the given direction $\left(45^{\circ}\right)$, but $2 \times 2$ array does not form a sharp main lobe. Figure 3 contains the beam pattern for the $3 \times 3$ array of BVD elements, given the same target direction. Comparison of this figure to Fig. 2 shows that the $3 \times 3$ array allows to form a sharper main lobe (Tables 5 and 6).


Fig. 2. Horizontal plan of beam pattern for $2 \times 2$ array of BVD elements

Table 4. CPU times and objective function values for BVM $3 \times 3$

| Solver | Time (sec) | Goal function |
| :--- | :---: | :--- |
| Gradient | 0.68 | 575.7 |
| BARON | 0.34 | 580.6 |
| BARON* | $1873.83^{*}$ | $580.6^{*}$ |

Table 5. CPU times and objective function values for BVD $3 \times 3$

| Solver | Time (sec) | Goal function |
| :--- | :--- | :--- |
| Gradient | 40.0 | 1954.8 |
| BARON | 0.56 | 1980.7 |

### 3.3 Statistics on the Number of Different Local Optima Found

Table 7 shows the statistics on the number of different local optima found by the multistart procedure during 1000 s CPU time. In Table $7, M$ is a number of restarts made, $M_{n e}$ is the number of non-equivalent local optima, and $M_{f}$ is the number of local optima with identical objective function value (up to a error tolerance below the last digit reported in tables above). In the case of $5 \times 5$ VWD the gradient method found just one solution in 1000 s but this time was not enough to find a local optimum, so this instance is not included into Table 7.

It can be observed from Table 7 that the local optima corresponding to the problem instances under consideration are not unique. The column $M_{f}$ suggests that value of the objective function of all local optima computed for and BVM, BVD was identical for each of the problems, except for BVD $3 \times 3$ where local


Fig. 3. Horizontal plan of beam pattern for $3 \times 3$ array of BVD elements
Table 6. CPU times and objective function values for VWD $5 \times 5$

| Solver | Time (sec) | Goal function |
| :--- | :--- | :---: |
| Gradient | 1000 | 1382.7 |
| BARON | 217.94 | 33.5 |

Table 7. The number of local optima found

| PAA | $M$ | $M_{n e}$ | $M_{f}$ |
| :--- | ---: | ---: | ---: |
| BVM $2 \times 2$ | 31691 | 340 | 1 |
| BVD $2 \times 2$ | 9531 | 194 | 1 |
| VWD $2 \times 2$ | 305 | 302 | 24 |
| BVM $3 \times 3$ | 1551 | 94 | 1 |
| BVD $3 \times 3$ | 94 | 52 | 52 |

optima with 52 different objective function values were found. In VWD $2 \times 2$, a total of 24 local optima with different objective function values were found. The results for BVM $2 \times 2$, BVD $2 \times 2$ and BVM $3 \times 3$ suggest that it is plausible that for many instances of problem (13) for BVM and BVD arrays, all local optima are in fact global solutions.

## 4 Conclusion

In this paper, we have investigated the problem of optimizing an antenna array in conditions where power restrictions are imposed at each feeding point. Such
a problem is reduced to a quadratic programming problem with quadratic constraints. This problem can not be solved analytically, so the numerical solution methods from BARON package and a simple gradient-based algorithm are considered. BARON package and a simple gradient-based algorithm are compared in computational experiments.

Both algorithms demonstrated their advantages and disadvantages. It is observed that the local optima corresponding to the problem under consideration are not unique. However the value of the objective function in many local optima turns out to be the same.

Elucidation of the nature of multiplicity of optima with identical objective value is the subject of further research. It may be helpful to study the symmetries of the feasible area that cause multiple optima with equal objective.
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#### Abstract

We suggest the modified splitting method for mixed variational inequalities and prove its convergence under rather mild assumptions. This method maintains the basic convergence properties but does not require any iterative step-size search procedure. It involves a simple adaptive step-size choice, which takes into account the problem behavior along the iterative sequence. The key element of this approach is a given majorant step-size sequence converging to zero. The next decreased value of step-size is taken only when the current iterate does not give a sufficient descent of the objective function. This descent value is estimated with the help of an Armijo-type condition, similar to the rule used in the inexact step-size linesearch. If the current iterate gives a sufficient descent, we can even take an increasing step-size value at the next iterate. Preliminary results of computational experiments confirm the efficiency of the proposed modification in comparison with the ordinary splitting method using the inexact step-size linesearch procedure.
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## 1 Introduction

The so-called forward-backward splitting method was proposed first in [1] for the sum of two monotone mappings. It allows one to take into account the peculiarities of each problem under solution for more efficient implementation. Its convergence was established in [2], but required rather restrictive additional assumptions. These assumptions can be removed in the integrable case where a

The results of the first author in this work were obtained within the state assignment of the Ministry of Science and Education of Russia, project No. 1.460.2016/1.4. In this work, the first author was also supported by the RFBR grant, project No. 19-01-00431.

[^3]linesearch procedure with respect to a cost function is inserted. The first splitting method with linesearch was proposed in [3] and further developed in [4-10]. This method is suitable for decomposable problems such as mixed variational inequalities or optimization problems of a special structure. The objective function of such optimization problems can be split into two parts, where the first part is differentiable but can be non-convex, and the second one is convex but non-differentiable in general.

On the other hand, a general scheme of simple adaptive step-size choice was recently proposed for iterative optimization methods in [11,12]. In the present paper, we apply this scheme to the splitting method for solving mixed variational inequalities with potential cost mappings and prove its convergence under rather mild assumptions. This scheme takes into account the behavior of the problem along the iterative sequence. The key element of this approach is a given majorant step-size sequence converging to zero. In accordance with this majorant, the next decreased value of the step-size is taken only when the current iterate does not give a sufficient descent, which is estimated with the help of an Armijo-type condition. If the current iterate gives a sufficient descent, we can even take an increasing step-size value at the next iterate.

The rest of the paper is organized as follows. In Sect. 2 we recall a general scheme of the splitting method for solving mixed variational inequalities. Section 3 contains the main result of the paper, it describes the splitting method with the adaptive step-size choice and the proof of its convergence. Preliminary numerical tests are presented in Sect. 4.

## 2 The General Scheme of the Splitting Method

Let $F: R^{n} \rightarrow R^{n}$ be a continuous mapping, $h: R^{n} \rightarrow R$ be a convex but not necessarily differentiable function, $D \in R^{n}$ be a nonempty convex closed feasible set. A mixed variational inequality is the problem of finding a point $x^{*} \in D$ such that

$$
\begin{equation*}
\left\langle F\left(x^{*}\right), x-x^{*}\right\rangle+h(x)-h\left(x^{*}\right) \geq 0 \quad \forall x \in D \tag{1}
\end{equation*}
$$

We denote by $D^{0}$ the solution set of this problem and assume that it is nonempty. This is the case if, for example, the set $D$ is bounded. If the mapping $F$ is strongly monotone or the function $h$ is strongly convex, then $D^{0}$ is a singleton.

Now we recall the general scheme of the splitting method for problem (1) (see, for example, [5]). Let us be given a current iterative point $x^{k} \in D$. Then the next iterative point $x^{k+1} \in D$ can be defined as a solution of the following mixed variational inequality:

$$
\begin{equation*}
\left\langle F\left(x^{k}\right)+\theta^{-1}\left(x^{k+1}-x^{k}\right), y-x^{k+1}\right\rangle+h(y)-h\left(x^{k+1}\right) \geq 0 \quad \forall y \in D \tag{2}
\end{equation*}
$$

On the one hand, if the function $h$ is constant, then algorithm (2) becomes the well known projection method

$$
x^{k+1}=\pi_{D}\left[x^{k}-\theta F\left(x^{k}\right)\right],
$$

where $\pi_{D}: R^{n} \rightarrow D$ is the projection operator onto the set $D$. On the other hand, if $F \equiv 0$, we obtain a pure implicit (proximal) process.

Under the given assumptions, there exists a unique solution to the optimization problem

$$
\begin{equation*}
\min _{y \in D} \rightarrow\left\{h(y)+(2 \theta)^{-1}\|y-x\|^{2}\right\} \tag{3}
\end{equation*}
$$

for any $\theta>0$ and any point $x \in R^{n}$.
We denote this solution by $P_{\theta}(x)$, therefore we define the proximal continuous mapping $x \rightarrow P_{\theta}(x)$. It follows from the optimality condition of problem (3) that the point $P_{\theta}(x) \in D$ is a solution to the variational inequality

$$
\exists d \in \partial h\left(P_{\theta}(x)\right), \quad\left\langle d+\theta^{-1}\left(P_{\theta}(x)-x\right), y-P_{\theta}(x)\right\rangle \geq 0 \quad \forall y \in D
$$

Then splitting method (2) can equivalently be defined by the following formula

$$
\begin{equation*}
x^{k+1}=P_{\theta}\left[x^{k}-\theta F\left(x^{k}\right)\right], \quad \theta>0 . \tag{4}
\end{equation*}
$$

If we define the mapping $x \rightarrow \bar{P}_{\theta}(x)$ as follows

$$
\begin{equation*}
\bar{P}_{\theta}(x)=P_{\theta}(x-\theta F(x)), \tag{5}
\end{equation*}
$$

then $\bar{P}_{\theta}(x)$ is a solution to the problem

$$
\min _{y \in D} \longrightarrow\left\{\langle F(x), y\rangle+h(y)+(2 \theta)^{-1}\|y-x\|^{2}\right\}
$$

or the following variational inequality

$$
\begin{equation*}
\exists d \in \partial h\left(\bar{P}_{\theta}(x)\right), \quad\left\langle F(x)+d+\theta^{-1}\left(\bar{P}_{\theta}(x)-x\right), y-\bar{P}_{\theta}(x)\right\rangle \geq 0 \quad \forall y \in D \tag{6}
\end{equation*}
$$

Evidently, the mappings $x \rightarrow P_{\theta}(x)$ and $x \rightarrow \bar{P}_{\theta}(x)$ can equivalently be used.
Let us remind some important properties of the mapping $x \rightarrow \bar{P}_{\theta}(x)$ under the given assumptions (see also [5]).

Proposition 1. The mapping $x \rightarrow \bar{P}_{\theta}(x)$ has the following properties:
(a) it is continuous;
(b) if $\bar{x}=\bar{P}_{\theta}(\bar{x})$ for some $\bar{x} \in D$, then $\bar{x} \in D^{0}$;
(c) $\exists d \in \partial h(x), \quad\left\langle F(x)+d, \bar{P}_{\theta}(x)-x\right\rangle \leq-\theta^{-1}\left\|\bar{P}_{\theta}(x)-x\right\|^{2} \forall x \in D$.

Proof. To prove property (a), we arbitrarily fix two points $x^{\prime}, x^{\prime \prime} \in D$ and sum inequality (6) with $x=x^{\prime}, y=\bar{P}_{\theta}\left(x^{\prime \prime}\right)$ and the same inequality with $x=x^{\prime \prime}$ and $y=\bar{P}_{\theta}\left(x^{\prime}\right)$. Then we obtain

$$
\left\langle F\left(x^{\prime}\right)-F\left(x^{\prime \prime}\right)+\theta^{-1}\left(x^{\prime \prime}-x^{\prime}\right), \bar{P}_{\theta}\left(x^{\prime \prime}\right)-\bar{P}_{\theta}\left(x^{\prime}\right)\right\rangle \geq \theta^{-1}\left\|\bar{P}_{\theta}\left(x^{\prime \prime}\right)-\bar{P}_{\theta}\left(x^{\prime}\right)\right\|^{2}
$$

It follows that

$$
\left\|F\left(x^{\prime}\right)-F\left(x^{\prime \prime}\right)\right\|+\theta^{-1}\left\|x^{\prime \prime}-x^{\prime}\right\| \geq \theta^{-1}\left\|\bar{P}_{\theta}\left(x^{\prime \prime}\right)-P_{\theta}\left(x^{\prime}\right)\right\| .
$$

We conclude that the mapping $x \rightarrow \bar{P}_{\theta}(x)$ is continuous, assertion $(a)$ holds true.

Now let $\bar{x}=\bar{P}_{\theta}(\bar{x})$. Then by setting $x^{k}=\bar{x}$ in (2) and taking into account (4) and (5) we obtain that $\bar{x}$ solves problem (1). Conversely, let $\bar{x}$ solves problem (1). Then combining inequalities (1) with $y=\bar{P}_{\theta}(\bar{x})$ and (2) with $y=\bar{x}, x^{k}=\bar{x}$ we have that $-\theta^{-1}\left\|\bar{P}_{\theta}(\bar{x})-\bar{x}\right\| \geq 0$, therefore $\bar{x}=\bar{P}_{\theta}(\bar{x})$. Assertion (b) was proven.

Further, using assertion (6) with $y=x$, we have

$$
\begin{aligned}
-\theta^{-1}\left\|\bar{P}_{\theta}(x)-x\right\|^{2} & \geq\left\langle F(x), \bar{P}_{\theta}(x)-x\right\rangle+h\left(\bar{P}_{\theta}(x)\right)-h(x) \\
& \geq\left\langle F(x)+d, \bar{P}_{\theta}(x)-x\right\rangle
\end{aligned}
$$

for all $x \in D$ and certain $d \in \partial h(x)$. Hence, assertion (c) is also true.
We note that the general scheme (2) requires choosing some procedure for constructing the step size $\theta$. On the one hand, one can use constant step sizes, but they are usually tightly connected with the initial problem properties such as Lipschitz constants or strong monotonicity constants. On the other hand, procedure (2) yields a descent direction $\bar{P}_{\theta}(x)-x$ and then one can use this direction in certain iterative procedures of exact or inexact step-size search.

In the next section, we describe a variant of the splitting method with adaptive step size choice, which is independent of such problem constants and does not require iterative line-search procedures.

## 3 The Adaptive Step-Size Choice in the Splitting Method

In what follows, we consider mixed variational inequalities with potential mappings, i.e., we assume that there exists a function $f: R^{n} \rightarrow R$ such that $f^{\prime}(x)=F(x) \forall x \in R^{n}$. We denote $\varphi(x)=f(x)+h(x)$. Then variational inequality (1) is equivalent to the following optimization problem

$$
\begin{equation*}
\min _{x \in D} \longrightarrow \varphi(x) . \tag{7}
\end{equation*}
$$

We denote by $D^{*}$ the solution set of problem (7) and by $\varphi^{*}$ the optimal value of its objective function.

We also use a general coercivity condition, which is necessary for the convergence of the method, if the feasible set of the initial problem is unbounded.
(A1) There exists a number $\gamma>\varphi^{*}$ such that the set

$$
D_{\gamma}=\{x \in D: \varphi(x) \leq \gamma\}
$$

is bounded.
Let us apply the general scheme of adaptive step size choice from [12] and describe the modified splitting method, which solves mixed variational inequality (1) and can also solve optimization problem (7) if the function $f$ is convex.

## The Splitting Method with Adaptive Step-Size (SMA)

Step 0. Choose an initial point $x^{0} \in D_{\gamma}$, a coefficient $\beta \in(0,1)$, and a majorant sequence $\left\{\tau_{l}\right\} \rightarrow 0, \tau_{l} \in(0,1)$. Set $k=0, l=0, u^{0}=x^{0}$, choose an initial step size $\lambda_{0} \in\left(0, \tau_{0}\right]$.

Step 1. Take a point $y^{k}=\bar{P}_{\theta}\left(x^{k}\right)$. If $y^{k}=x^{k}$, then stop. Otherwise set $d^{k}=y^{k}-x^{k}$ and $z^{k+1}=x^{k}+\lambda_{k} d^{k}$.

Step 2. If

$$
\begin{equation*}
\varphi\left(z^{k+1}\right)-\varphi\left(x^{k}\right) \leq-\beta \lambda_{k}\left\|d^{k}\right\|^{2} \tag{8}
\end{equation*}
$$

then take $\lambda_{k+1} \in\left[\lambda_{k}, \tau_{l}\right]$, set $x^{k+1}=z^{k+1}$, and go to Step 4 .
Step 3. Set $\lambda_{k+1}^{\prime}=\min \left\{\lambda_{k}, \tau_{l+1}\right\}, l=l+1$, and take $\lambda_{k+1} \in\left(0, \lambda_{k+1}^{\prime}\right]$. If $\varphi\left(z^{k+1}\right) \leq \gamma$, set $x^{k+1}=z^{k+1}$ and go to Step 4. Otherwise set $x^{k+1}=u^{k}$, $u^{k+1}=u^{k}, k=k+1$, and go to Step 1 .

Step 4. If $\varphi\left(x^{k+1}\right)<\varphi\left(u^{k}\right)$, set $u^{k+1}=x^{k+1}$. Set $k=k+1$ and go to Step 1.
Here we apply a very simple rule of step choice, which follows the approach from [12]. We use condition (8) similar to conditions used in the Armijo-type line-search. Even if this condition is violated at the current iteration and the objective function does not sufficiently decrease (but it does not exceed the threshold $\gamma$ ), we do this step, but we take the next value of step-size for using at the next iteration.

We note that the auxiliary sequence $\left\{u^{k}\right\}$ contains the best current points of the iterative sequence $\left\{x^{k}\right\}$, in other words,

$$
\varphi\left(u^{k}\right)=\min _{0 \leq i \leq k} \varphi\left(x^{i}\right)
$$

If the method stops at Step 1 at some point $\bar{x}^{k}$, then $\bar{x}^{k}=\bar{P}_{\theta}\left(\bar{x}^{k}\right)$ and $\bar{x}^{k}$ is the exact solution to the initial problem due to property (b) of Proposition 1. Hence, in what follows we consider the case when the iterative sequence $\left\{x^{k}\right\}$ is infinite. The proof of the next theorem is similar to that of Theorem 1 from [12], but involves certain differences.

Theorem 1. Let the assumption (A1) be fulfilled and $\beta<\theta^{-1}$. Then the following assertions hold true.
(i) The iterative sequence $\left\{x^{k}\right\}$ generated by SMA has a limit point, which belongs to $D^{0}$.
(ii) If $D^{*}=D^{0}$, then all the limit points of the iterative sequence $\left\{x^{k}\right\}$ belongs to the set $D^{*}$ and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \varphi\left(x^{k}\right)=\varphi^{*} \tag{9}
\end{equation*}
$$

Proof. We note that the iterative sequence $\left\{x^{k}\right\}$ is contained in a bounded set $D_{\gamma}$, therefore it has limit points. Due to property (a) of Proposition 1, so are sequences $\left\{y^{k}\right\}$ and $\left\{d^{k}\right\}$. We take a subsequence of indices $\left\{i_{s}\right\}$ such that

$$
\begin{gather*}
\varphi\left(z^{i_{s}+1}\right)>\varphi\left(x^{i_{s}}\right)-\beta \lambda_{i_{s}}\left\|d^{i_{s}}\right\|^{2}  \tag{10}\\
\varphi\left(z^{i_{s}+1}\right)>\gamma, \quad \varphi\left(x^{i_{s}}\right) \leq \gamma \tag{11}
\end{gather*}
$$

In other words, $i_{s}$ are indices of such iterations, which do not give a sufficient descent and the step value will decrease at the next iterate. In addition, we do not take $z^{k+1}$ as the next iterative point, because the objective function value is too large at $z^{k+1}$.

Then several cases are possible.
Case 1. The subsequence $\left\{i_{s}\right\}$ is infinite.
Take an arbitrary limit point $x^{\prime}$ of subsequence $\left\{x^{i_{s}}\right\}$. Without loss of generality we can assume that

$$
x^{\prime}=\lim _{s \rightarrow \infty} x^{i_{s}}, \quad y^{\prime}=\lim _{s \rightarrow \infty} y^{i_{s}}
$$

where $y^{\prime}=\bar{P}_{\theta}\left(x^{\prime}\right)$, because the mapping $x \rightarrow \bar{P}_{\theta}(x)$ is continuous due to assertion (a) of Proposition 1. We also note that we take the next value of step majorant for the next iterate at each $i_{s}$, i.e.,

$$
\lambda_{i_{s}} \in\left(0, \tau_{l_{s}}\right], \quad \lambda_{i_{s}+1} \in\left(0, \tau_{l_{s}+1}\right]
$$

for some infinite subsequence of indices $l_{s}$, where $\lim _{s \rightarrow \infty} \tau_{l_{s}}=0$. Therefore $\lim _{s \rightarrow \infty} \lambda_{i_{s}}=0$. Earlier we noted that the sequence $\left\{d^{i_{s}}\right\}$ is bounded, then by construction of $\left\{z^{i_{s}+1}\right\}$ the limit points of subsequences $\left\{z^{i_{s}+1}\right\}$ and $\left\{x^{i_{s}}\right\}$ coincide. Hence from (11) we obtain

$$
\begin{equation*}
\varphi\left(x^{\prime}\right)=\gamma>\varphi^{*} \tag{12}
\end{equation*}
$$

Since the function $h$ is convex by definition, from assumption (10) we obtain

$$
f\left(x^{i_{s}}+\lambda_{i_{s}} d^{i_{s}}\right)-f\left(x^{i_{s}}\right)+\lambda_{i_{s}}\left\langle g\left(z^{i_{s}+1}\right), d^{i_{s}}\right\rangle>-\beta \lambda_{i_{s}}\left\|d^{i_{s}}\right\|^{2}
$$

for some subgradient $g\left(z^{i_{s}+1}\right) \in \partial h\left(z^{i_{s}+1}\right)$. Taking the limit in the previous inequality as $s \rightarrow \infty$ yields

$$
\left\langle F\left(x^{\prime}\right)+g\left(x^{\prime}\right), y^{\prime}-x^{\prime}\right\rangle \geq-\beta\left\|y^{\prime}-x^{\prime}\right\|^{2}
$$

for some subgradient $g\left(x^{\prime}\right) \in \partial h\left(x^{\prime}\right)$. Using assertion (c) from Proposition 1, we obtain

$$
\beta\left\|y^{\prime}-x^{\prime}\right\|^{2} \geq \theta^{-1}\left\|y^{\prime}-x^{\prime}\right\|^{2}
$$

Therefore, $x^{\prime}=\bar{P}_{\theta}\left(x^{\prime}\right)$ and due to assertion (b) of Proposition 1,

$$
\begin{equation*}
x^{\prime} \in D^{0} \tag{13}
\end{equation*}
$$

Assertion (i) is proven for this case.
Case 2: The subsequence $\left\{i_{s}\right\}$ is finite.
We assumed that the sequence $\left\{x^{k}\right\}$ is infinite. Then $z^{k}=x^{k}$ for sufficiently large $k$. The further proof depends on the properties of the sequence $\lambda_{k}$.
Case 2a: The number of changes of the index $l$ is finite.
Then we have $\lambda_{k} \geq \bar{\lambda}>0$ for numbers $k$ large enough, therefore we obtain from condition (8)

$$
\varphi\left(x^{k+1}\right) \leq \varphi\left(x^{k}\right)-\beta \lambda_{k}\left\|d^{k}\right\|^{2} \leq \varphi\left(x^{k}\right)-\beta \bar{\lambda}\left\|d^{k}\right\|^{2}
$$

for $k$ large enough. Since $\varphi\left(x^{k}\right) \geq \varphi^{*}>-\infty$, we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \varphi\left(x^{k}\right)=\mu \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|y^{k}-x^{k}\right\|=0 \tag{15}
\end{equation*}
$$

Let $x^{\prime}$ be an arbitrary limit point of the sequence $\left\{x^{k}\right\}$. From (15) we have

$$
\bar{P}_{\theta}\left(x^{\prime}\right)=x^{\prime}
$$

which gives $x^{\prime} \in D^{0}$ due to assertion (b) of Proposition 1. Hence all the limit points of the iterative sequence $\left\{x^{k}\right\}$ belong to the set $D^{0}$. Therefore, assertion (i) is also true in this case.

Case 2b: The number of changes of the index $l$ is infinite.
In this case, there exists an infinite subsequence of indices $\left\{k_{l}\right\}$ such that $x^{k_{l}+1}=$ $x^{k_{l}}+\lambda_{k_{l}} d^{k_{l}}$ and condition (8) is violated:

$$
\begin{equation*}
\varphi\left(x^{k_{l}}+\lambda_{k_{l}} d^{k_{l}}\right)-\varphi\left(x^{k_{l}}\right)=\varphi\left(x^{k_{l}+1}\right)-\varphi\left(x^{k_{l}}\right)>-\beta \lambda_{k_{l}}\left\|d^{k_{l}}\right\|^{2} \tag{16}
\end{equation*}
$$

in addition,

$$
\lambda_{k_{l}} \in\left(0, \tau_{l}\right], \quad \lambda_{k_{l}+1} \in\left(0, \tau_{l+1}\right],
$$

and $\lim _{l \rightarrow \infty} \tau_{l}=0$. Therefore, $\lim _{l \rightarrow \infty} \lambda_{k_{l}}=0$. Note that since the subsequence $\left\{d^{k_{l}}\right\}$ is bounded, the limit points of the subsequences $\left\{x^{k_{l}+1}\right\}$ and $\left\{x^{k_{l}}\right\}$ coincide. Let us take an arbitrary limit point $x^{\prime}$ of this subsequence $\left\{x^{k_{l}}\right\}$. Without loss of generality we can assume that

$$
x^{\prime}=\lim _{s \rightarrow \infty} x^{k_{l}}, \quad y^{\prime}=\lim _{s \rightarrow \infty} y^{k_{l}},
$$

where $y^{\prime}=\bar{P}_{\theta}\left(x^{\prime}\right)$. Since the function $h$ is convex by definition, we obtain from assumption (16)

$$
f\left(x^{k_{l}}+\lambda_{k_{l}} d^{k_{l}}\right)-f\left(x^{k_{l}}\right)+\lambda_{k_{l}}\left\langle g\left(x^{k_{l}+1}\right), d^{k_{l}}\right\rangle>-\beta \lambda_{k_{l}} \|\left. d^{k_{k}}\right|^{2} .
$$

for some subgradient $g\left(x^{k_{l}+1}\right) \in \partial h\left(x^{k_{l}+1}\right)$. Taking the limit in the previous inequality as $l \rightarrow \infty$ yields

$$
\left\langle F\left(x^{\prime}\right)+g\left(x^{\prime}\right), y^{\prime}-x^{\prime}\right\rangle \geq-\beta\left\|y^{\prime}-x^{\prime}\right\|^{2}
$$

for some subgradient $g\left(x^{\prime}\right) \in \partial h\left(x^{\prime}\right)$. Using assertion (c) from Proposition 1, we obtain

$$
\beta\left\|y^{\prime}-x^{\prime}\right\|^{2} \geq \theta^{-1}\left\|y^{\prime}-x^{\prime}\right\|^{2}
$$

i.e., $x^{\prime}=\bar{P}_{\theta}\left(x^{\prime}\right)$ and $x^{\prime} \in D^{0}$. Therefore, all the limit points of the subsequence $\left\{x^{k_{l}}\right\}$ belong to the set $D^{0}$. Assertion (i) is also proven for this case.

Now we assume that the solution sets of problems (1) and (7) coincide, i.e., $D^{*}=D^{0}$. Note that relations (12) and (13) are inconsistent and Case 1 is impossible. This means that the subsequence $\left\{x^{i_{s}}\right\}$ cannot be infinite. In Case

2a we have $\mu=\varphi^{*}$ in (14) which gives (9). We conclude that assertion (i) holds true in this case.

In Case 2 b , as we showed above, the limit points of the subsequences $\left\{x^{k_{l}}\right\}$ and $\left\{x^{k_{l}+1}\right\}$ coincide and all they now belong to the set $D^{*}$. For any index $k$ we define the index $m(k)$ as follows

$$
m(k)=\max \left\{j: j \leq k, \varphi\left(x^{j}\right)-\varphi\left(x^{j-1}\right)>-\beta \lambda_{j-1}\left\|d^{j-1}\right\|^{2}\right\}
$$

i.e., $m(k)$ is the closest to $k$ but not greater index from the subsequence $\left\{x^{k_{l}+1}\right\}$. This means that $m(k)=k$ if $\varphi\left(x^{k}\right)-\varphi\left(x^{k-1}\right)>-\beta \lambda_{k-1}\left\|d^{k-1}\right\|^{2}$. By definition, we have

$$
\begin{equation*}
\varphi\left(x^{k}\right) \leq \varphi\left(x^{m(k)}\right) \tag{17}
\end{equation*}
$$

Now let us take an arbitrary limit point $x^{*}$ of the sequence $\left\{x^{k}\right\}$, i.e., $\lim _{s \rightarrow \infty} x^{t_{s}}=$ $x^{*}$. Construct the corresponding infinite subsequence $\left\{x^{m\left(t_{s}\right)}\right\}$. From condition (17) we have $\varphi^{*} \leq \varphi\left(x^{t_{s}}\right) \leq \varphi\left(x^{m\left(t_{s}\right)}\right)$, but all the limit points of the sequence $\left\{x^{m\left(t_{s}\right)}\right\}$ belong to the set $D^{*}$ because it is contained in the sequence $\left\{x^{k_{s}+1}\right\}$. Choose any limit point $\bar{x}$ of $\left\{x^{m\left(t_{s}\right)}\right\}$. Then, taking a subsequence if necessary, we obtain

$$
\varphi^{*} \leq \varphi\left(x^{*}\right) \leq \varphi(\bar{x})=\varphi^{*}
$$

therefore $x^{*} \in D$. This means that all the limit points of the iterative sequence $\left\{x^{k}\right\}$ belong to the set $D^{*}$ and condition (9) is fulfilled. We conclude that assertion (ii) also holds true. The proof is complete.

The proposed method can be simplified in the case when the feasible set $D$ is bounded. Then we can set $\gamma=+\infty$ and remove all the calculations of the sequence $\left\{u^{k}\right\}$ of best current points. It is easy to verify that all the assertions of Theorem 1 remain true.

## 4 Preliminary Computational Results

We compared the proposed version of the splitting method with adaptive stepsize (SMA) with the ordinary version of this method (SMI), using the inexact line-search procedure.

## The Splitting Method with Inexact Step-Size Line-Search (SMI)

Step 0 . Choose an initial point $x^{0} \in D$, coefficients $\beta \in(0,1), \alpha \in(0,1)$. Set $k=0$.

Step 1. Take a point $y^{k}=\bar{P}_{\theta}\left(x^{k}\right)$. If $y^{k}=x^{k}$, then stop. Otherwise set $d^{k}=y^{k}-x^{k}$.

Step 2. Find the smallest nonnegative number $m$ such that

$$
\varphi\left(x^{k}+\alpha^{m} d^{k}\right)-\varphi\left(x^{k}\right) \leq-\beta \alpha^{m}\left\|d^{k}\right\|^{2}
$$

set $\lambda_{k}=\alpha^{m}, x^{k+1}=x^{k}+\lambda_{k} d^{k}, k=k+1$, and go to Step 1 .
The computational results are presented in tables, which have the following structure. The first column contains the dimensions of problems. Each row
presents the aggregate results of 100 problem instances: mean values (mean val.) and standard deviations (st.dev.) of calculation time and iterations numbers. All randomly generated data are uniformly distributed.

The smooth part of the objective function has the form

$$
\begin{equation*}
f(x)=1 / 2\langle A x, x\rangle-\langle b, x\rangle . \tag{18}
\end{equation*}
$$

Here $A=B^{T} B$. Coefficients $b_{i j}$ and $b_{i}$ are randomly generated numbers from the segment $[-1,1], i, j=1, \ldots, n$. The stopping criterion is $\left\|d^{k}\right\|<0.001$. The coefficients of methods are $\alpha=0.5, \beta=0.5, \theta=1, \tau_{0}=1, \tau_{k+1}=0.5 \tau_{k}$.

We remind that if the current iterate gives a sufficient descent, we can even take an increasing step-size value at the next iterate. At each 20 -th iterate, we increase the step-size value $\lambda_{k+1}=\lambda_{k} / 0.5$.

Example 1. The first series of experiments contains simple nonsmooth functions, which are defined as follows

$$
\begin{equation*}
h(x)=\sum_{i=1, \ldots, n}\left|x_{i}\right| . \tag{19}
\end{equation*}
$$

For the sake of simplicity we consider the unconditional optimization problem, i.e., $D=R^{n}$. The computational results for Example 1 are presented in Table 1 .

Table 1. Results for Example 1.

| n | SMI |  |  |  | SMA |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time (s) |  | Iterations |  | Time (s) |  | Iterations |  |
|  | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. |
| 50 | 0.005 | 0.007 | 35 | 8 | 0.002 | 0.005 | 99 | 9 |
| 100 | 0.025 | 0.008 | 54 | 8 | 0.018 | 0.005 | 124 | 17 |
| 150 | 0.076 | 0.016 | 67 | 13 | 0.052 | 0.009 | 163 | 20 |
| 200 | 0.183 | 0.031 | 83 | 13 | 0.107 | 0.016 | 185 | 22 |
| 250 | 0.294 | 0.048 | 84 | 14 | 0.186 | 0.014 | 210 | 12 |
| 300 | 0.534 | 0.065 | 102 | 13 | 0.307 | 0.020 | 244 | 13 |
| 350 | 0.868 | 0.099 | 118 | 14 | 0.451 | 0.044 | 264 | 26 |
| 400 | 1.273 | 0.136 | 129 | 14 | 0.644 | 0.051 | 287 | 20 |
| 450 | 1.508 | 0.214 | 121 | 18 | 0.810 | 0.084 | 286 | 30 |

Example 2. The functions $f$ and $h$ are defined in (18) and (19), and the feasible set is a parallelepiped

$$
\begin{equation*}
D=\left\{x \in R^{n}: d_{i} \leq x_{i} \leq e_{i}, \quad i=1, \ldots, n\right\} \tag{20}
\end{equation*}
$$

where the coefficients $d_{i}, e_{i}$ are randomly generated numbers from the segment $[-10,10], i=1, \ldots, n$, taking into account that $d_{i} \leq e_{i}$ for all $i=1, \ldots, n$. The computational results for Example 2 are presented in Table 2.

Table 2. Results for Example 2.

| n | SMI |  |  |  | $S M A$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time (s) |  | Iterations |  | Time (s) |  | Iterations |  |
|  | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. |
| 50 | 0.016 | 0.012 | 142 | 81 | 0.008 | 0.008 | 163 | 30 |
| 100 | 0.241 | 0.075 | 466 | 130 | 0.053 | 0.010 | 341 | 49 |
| 150 | 0.481 | 0.133 | 406 | 112 | 0.168 | 0.024 | 502 | 67 |
| 200 | 2.523 | 0.430 | 1096 | 173 | 0.413 | 0.045 | 685 | 76 |
| 250 | 4.854 | 0.551 | 1305 | 144 | 0.771 | 0.088 | 826 | 95 |
| 300 | 4.412 | 1.245 | 822 | 233 | 1.447 | 0.181 | 1065 | 135 |
| 350 | 10.068 | 1.706 | 1340 | 213 | 2.315 | 0.267 | 1261 | 146 |
| 400 | 25.893 | 3.091 | 2441 | 278 | 3.421 | 0.481 | 1406 | 187 |
| 450 | 44.228 | 3.772 | 3123 | 137 | 4.851 | 0.684 | 1539 | 201 |

Table 3. Results for Example 3.

| n | SMI |  |  |  | SMA |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time (s) |  | Iterations |  | Time (s) |  | Iterations |  |
|  | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. |
| 50 | 0.016 | 0.012 | 132 | 82 | 0.006 | 0.008 | 155 | 28 |
| 100 | 0.205 | 0.076 | 408 | 141 | 0.049 | 0.010 | 322 | 47 |
| 150 | 0.438 | 0.132 | 368 | 112 | 0.167 | 0.024 | 487 | 64 |
| 200 | 2.372 | 0.438 | 1034 | 174 | 0.395 | 0.048 | 655 | 78 |
| 250 | 4.813 | 0.539 | 1295 | 140 | 0.765 | 0.104 | 811 | 102 |
| 300 | 4.523 | 1.269 | 848 | 236 | 1.321 | 0.180 | 981 | 132 |
| 350 | 9.852 | 2.012 | 1310 | 251 | 2.222 | 0.297 | 1207 | 160 |
| 400 | 24.450 | 3.399 | 2317 | 271 | 3.233 | 0.510 | 1312 | 170 |
| 450 | 42.609 | 2.519 | 3104 | 144 | 4.522 | 0.622 | 1459 | 192 |

Example 3. Now we consider conditional optimization problems with nonsmooth functions

$$
h(x)=\sum_{i=1, \ldots, n} \alpha_{i}\left|x_{i}\right|
$$

where $\alpha_{i}$ are randomly generated numbers from the segment $[0,10], i=1, \ldots, n$. The functions $f$ are defined in (18) and $D$ is given in (20). The computational results for Example 3 are presented in Table 3.

Example 4. Now we consider problems with nonsmooth functions

$$
h(x)=\sum_{i=1, \ldots, n}\left|x_{i}-c_{i}\right|
$$

Table 4. Results for Example 4.

| n | SMI |  |  |  | SMA |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time (s) |  | Iterations |  | Time (s) |  | Iterations |  |
|  | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. |
| 50 | 0.019 | 0.013 | 156 | 97 | 0.007 | 0.008 | 165 | 24 |
| 100 | 0.229 | 0.080 | 451 | 143 | 0.051 | 0.009 | 339 | 45 |
| 150 | 0.424 | 0.131 | 361 | 110 | 0.176 | 0.025 | 517 | 68 |
| 200 | 2.507 | 0.418 | 1089 | 165 | 0.406 | 0.040 | 668 | 64 |
| 250 | 5.002 | 0.544 | 1295 | 134 | 0.820 | 0.116 | 843 | 99 |
| 300 | 4.528 | 1.432 | 813 | 246 | 1.443 | 0.218 | 1035 | 128 |
| 350 | 10.907 | 2.675 | 1391 | 291 | 2.377 | 0.295 | 1248 | 151 |
| 400 | 24.822 | 2.992 | 2420 | 262 | 3.362 | 0.394 | 1400 | 165 |
| 450 | 43.486 | 2.644 | 3212 | 157 | 4.757 | 0.618 | 1545 | 174 |

where $c_{i}$ are randomly generated numbers from the segment $[-10,10], i=$ $1, \ldots, n$. The functions $f$ are defined in (18) and $D$ is given in (20). The computational results for Example 4 are presented in Table 4.

Example 5. In conclusion, we consider problems with nonsmooth functions

$$
h(x)=\sum_{i=1, \ldots, n} \alpha_{i}\left|x_{i}-c_{i}\right|
$$

where $\alpha_{i}$ are randomly generated numbers from the segment $[0,10], i=1, \ldots, n$, $c_{i}$ are randomly generated numbers from the segment $[-10,10], i=1, \ldots, n$. The

Table 5. Results for Example 5.

| n | SMI |  |  |  | SMA |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time (s) |  | Iterations |  | Time (s) |  | Iterations |  |
|  | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. | mean val. | st.dev. |
| 50 | 0.015 | 0.012 | 133 | 85 | 0.007 | 0.005 | 160 | 26 |
| 100 | 0.226 | 0.076 | 449 | 137 | 0.047 | 0.007 | 326 | 34 |
| 150 | 0.457 | 0.143 | 387 | 119 | 0.162 | 0.022 | 503 | 67 |
| 200 | 2.481 | 0.473 | 1072 | 177 | 0.385 | 0.050 | 674 | 85 |
| 250 | 4.695 | 0.432 | 1276 | 115 | 0.732 | 0.073 | 839 | 82 |
| 300 | 4.108 | 1.270 | 772 | 237 | 1.316 | 0.172 | 1038 | 136 |
| 350 | 10.161 | 1.996 | 1338 | 246 | 2.150 | 0.230 | 1221 | 127 |
| 400 | 24.757 | 2.788 | 2410 | 247 | 3.050 | 0.350 | 1348 | 151 |
| 450 | 43.283 | 2.629 | 3185 | 148 | 4.501 | 0.687 | 1544 | 211 |

functions $f$ are defined in (18) and $D$ is given in (20). The computational results for Example 5 are presented in Table 5.

These preliminary results of computational tests show the efficiency of the proposed method. It is more flexible in the choice of parameters in comparison with the original version using inexact line-search. In our opinion, this approach is promising for further investigations.

The program was written in Visual C\# with double precision, tested on an Intel i3-4170 CPU at $3.7 \mathrm{GHz}, 4 \mathrm{~Gb}$, running under Windows 7.

## 5 Conclusion

In the present work, we propose the modified splitting method for mixed variational inequalities and prove its convergence under rather mild assumptions. This method maintains the basic convergence properties but does not require any iterative step-size search procedure. It involves a simple adaptive step-size choice, which takes into account the behavior of the problem along the iterative sequence. The key element of this approach is a given majorant step-size sequence converging to zero. The next decreased value of step-size is taken only when the current iterate does not give a sufficient descent of the objective function. This descent value is estimated with the help of an Armijo-type condition, similar to the rule used in the inexact step-size linesearch. If the current iterate gives a sufficient descent, we can even take an increasing step-size value at the next iterate.

Preliminary results of computational experiments confirm the efficiency of the proposed modification in comparison with the ordinary splitting method using the inexact step-size line-search procedure.
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# A Dynamic Algorithm for Constructing the Dual Representation of a Polyhedral Cone 
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#### Abstract

We propose a dynamic version of the double description method for generating the extreme rays of a polyhedral cone. The dynamic version of the algorithm supports online input of inequalities. Some modifications of the method were implemented and the results of computational experiments are presented. On a series of problems, our implementation of the algorithm showed higher performance results in comparison with the known analogues.
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## 1 Introduction

It is well-known that any convex polyhedron $P \subseteq F^{d}$, where $F$ is an ordered field, can be represented in any of the following two ways:
(1) as the set $P=\left\{x \in F^{d}: A x \leq b\right\}$ of solutions to a system of linear inequalities, where $A \in F^{m \times d}, b \in F^{m}$ (facet description);
(2) as the sum of the conical hull of a set of vectors $v_{1}, \ldots, v_{s}$ in $F^{d}$ and the convex hull of a set of points $w_{1}, \ldots, w_{n}$ in $F^{d}$ (vertex description).

The problem of finding the representation (1) given the representation (2) is called the convex hull problem. According to the classical theorem of Weyl this problem is equivalent (dual) to the problem of constructing the representation (2) given the representation (1). These two problems are referred to as finding the dual representation of a polyhedron.

The problem of constructing the dual representation of a convex polyhedron plays a central role in the theory of systems of linear inequalities and computational geometry [11,21]. For some applications, the representation (1) is convenient, while in other cases the representation (2) is more usable, therefore, it is important to quickly move from one description to another. The importance

[^4]of studying this problem is also emphasized by the fact that it has a variety of applications, the most known of which are linear and integer programming [18], combinatorial optimization [19,21] and global optimization [15]. Some of the newer applications are biological kinetics [20], analysis and verification of software and hardware [5], identification of dynamic systems [13] and computer algebra [17,22].

From an algorithmic or theoretical points of view it is convenient to consider these problems only for polyhedral cones. Any polyhedral cone $C \subseteq F^{d}$ can be represented in two equivalent ways:
(1) as the set $C=\left\{x \in F^{d}: A x \geq 0\right\}$ of solutions to a homogeneous system of linear inequalities, where $A \in F^{m \times d}$, or
(2) as the conical hull of a set of vectors $v_{1}, \ldots, v_{s}$.

There is a standard method for reducing the problem of finding the dual representation for convex polyhedra to the corresponding one for polyhedral cones. For example, in order to find representation (2) for a polyhedron $P=$ $\left\{x \in F^{d}: A x \leq b\right\}$ it is sufficient to solve the corresponding problem for the polyhedral cone $\left\{x=\left(x_{0}, x_{1}, \ldots, x_{d}\right) \in F^{d+1}: b x_{0}-A x \geq 0, x_{0} \geq 0\right\}$, and then set $x_{0}=1$ (see Section 1.5 in [21]).

There are several known algorithms for solving problems of finding the dual representation. One of the most popular ones is the double description method (DDM) [16], also known as the Motzkin-Burger algorithm [11] or Chernikova's algorithm [12]. The double description method generally outperforms the other algorithms when applied to degenerate inputs and/or outputs [3].

There are multiple known programs implementing various modifications of the double description method. Among the most well-known are:

- cdd [14] (www.inf.ethz.ch/personal/fukudak/cdd_home);
- Skeleton [23] (www.uic.unn.ru/~zny/skeleton);
- QSkeleton [9] (github.com/sbastrakov/qskeleton);
- Parma Polyhedra Library [5] (bugseng.com/products/ppl).

Implementations of other algorithms solving the given problem should also be noted:

- QHull [6] (www.qhull.org);
- lrs [2,4] (cgm.cs.mcgill.ca/ avis/C/lrs.html);
- pd [10] (www.cs.unb.ca/~bremner/software/pd).

In this paper we consider the dynamic problem of finding the dual representation. This problem appears in many of the applications listed above. For definiteness, we will deal with the problem of constructing a description (2) if the description (1) is given. In dynamic problem the full list of constraints is not known in advance and the constraints come to the input of the algorithm online as the computation proceeds, and the dual description must be computed at each iteration for the current system of linear inequalities. Such framework does not allow the use of many of the heuristics proposed by various authors
(see the references above) to accelerate the algorithm. Nevertheless, we propose such an algorithm (as a version of the double description method) for the dynamic problem, and our algorithm is usually not inferior in performance to other offline algorithms.

The problem of efficient removal of constraints from the double description is considered in $[1,7]$. Other issues concerning the dynamic problem are studied in [8].

## 2 Preliminaries

The material in this section is based on $[11,18,21]$. A polyhedral cone, or simply a cone, in $F^{d}$ is defined as a set

$$
C=\left\{x \in F^{d}: A x \geq 0\right\},
$$

where $F$ is an ordered field, $A \in F^{m \times d}$. The system of linear inequalities $A x \geq 0$ is said to define the cone $C$. A cone is called pointed, if it contains no zero subspaces. It is well-known that for a cone to be pointed it is necessary and sufficient that rank $\mathrm{A}=d$, where rank $A$ denotes the rank of matrix $A$. Any polyhedral cone $C$ can be defined as the conical hull of a finite set of vectors $v_{1}, v_{2}, \ldots, v_{s}$ in $F^{d}$, i. e.

$$
C=\left\{x=\alpha_{1} v_{1}+\alpha_{2} v_{2}+\cdots+\alpha_{s} v_{s}: \alpha_{i} \geq 0(i=1, \ldots, s)\right\} .
$$

By writing vectors $v_{1}, v_{2}, \ldots, v_{s}$ as rows of matrix $V \in F^{s \times d}$ the conical hull can be defined as

$$
C=\left\{x=\alpha V, \alpha \in F^{s}, \alpha \geq 0\right\}
$$

where $\alpha$ is a row vector. The set of vectors $v_{1}, \ldots, v_{s}$ are said to generate the cone $C$.

A non-zero vector $u \in C$ is referred to as a ray of the cone $C$. Two rays $u$ and $v$ are equal (written as $u \simeq v$ ) if for some $\alpha>0$ it is true that $u=\alpha v$. A ray $u \in C$ is said to be extreme if the condition $u=\alpha v+\beta w$, where $\alpha \geq 0, \beta \geq 0$ and $v, w \in C$ implies $u \simeq v \simeq w$. Suppose that $P$ is a convex subset of $F^{d}$, and for some $a \in F^{d}, \alpha \in F$, it holds that $P \subseteq\{x: a x \leq \alpha\}$. Then $P \cap\{x: a x=\alpha\}$ is called a face of the set $P$. Two different extreme rays $u$ and $v$ of a pointed cone $C$ are said to be adjacent, if no minimal face containing both rays contains any other extreme rays of the cone $C$.

The problem of constructing the set of vectors generating polyhedral cone $C=\left\{x \in F^{d}: A x \geq 0\right\}$ is reduced to finding the extreme generators of a pointed cone by transition to the orthogonal complement $L^{\perp}$ of the maximal subspace $L=\left\{x \in F^{d}: A x=0\right\}$ contained inside $C$. Unfortunately, in our study we cannot take advantage of this fact (as is often the case), since in the process of adding new inequalities, the space $L$ may change.

Notations: $I_{d \times d}$ is the identity matrix of size $d \times d, O_{s \times m}$ is the zero matrix of size $s \times m, A_{i}$ is the $i$-th row of matrix $A, A_{i j}$ is the element from the $i$-th row and $j$-th column of matrix $A$.

## 3 Dynamic Double Description Method

The dynamic variant of the double description method is based on the regular double description method [11]. The procedure takes a matrix $A \in F^{m \times d}$ as its input. The output is matrices $U \in F^{t \times d}$ and $V \in F^{s \times d}$, the rows of which compose a basis of maximal subspace $L=\left\{x \in F^{d}: A x=0\right\}$ and an irreducible set of vectors generating the cone $C=\left\{x \in F^{d}: A x \geq 0\right\}$ respectively.
procedure $\operatorname{DDM-DYN}(A)$
Input: $A \in F^{m \times d}$
Output: the basis $U$ of maximal subspace $L=\left\{x \in F^{d}: A x=0\right\}$
and the set of vectors $V$ generating the cone $C=\left\{x \in F^{d}: A x \geq 0\right\}$
$U \leftarrow I_{d \times d}$
$V \leftarrow O_{0 \times d}$
$Q \leftarrow O_{0 \times d}$
for $i=1,2, \ldots, m$
$p \leftarrow U \cdot A_{i}^{\top}$
$q \leftarrow V \cdot A_{i}^{\top}$
if $p=0$
insert the column $\operatorname{Bool}(q)$ into $Q$
$J_{+} \leftarrow\left\{j: q_{j}>0\right\}$
$J_{-} \leftarrow\left\{j: q_{j}<0\right\}$
$V_{\text {new }} \leftarrow O_{0 \times d}$
$Q_{\text {new }} \leftarrow O_{0 \times m}$
$E \leftarrow \operatorname{AdJacent}\left(Q, J_{+}, J_{-}\right)$
for $\left\{j_{1}, j_{2}\right\} \in E$
append the row Normalize $\left(q_{j_{1}} V_{j_{2}}-q_{j_{2}} V_{j_{1}}\right)$ to $V_{\text {new }}$
append the row Normalize $\left(Q_{j_{1}} \vee Q_{j_{2}}\right)$ to $Q_{\text {new }}$
append the zero column to $Q_{\text {new }}$
remove the rows $J_{-}$from $V$ and from $Q$
append the rows of $V_{\text {new }}$ to $V$ and the rows of $Q_{\text {new }}$ to $Q$
else
find $j_{0}$ with $p_{j_{0}} \neq 0$
if $p_{j_{0}}<0$
$U_{j_{0}} \leftarrow-U_{j_{0}}$
$p_{j_{0}} \leftarrow-p_{j_{0}}$
for $j=1,2, \ldots, d$
if $j \neq j_{0}$ and $p_{j} \neq 0$
$U_{j} \leftarrow$ Normalize $\left(p_{j_{0}} U_{j}-p_{j} U_{j_{0}}\right)$
for $j=1,2, \ldots, s$
if $q_{j} \neq 0$
$V_{j} \leftarrow \operatorname{Normalize}\left(p_{j_{0}} V_{j}-q_{j} U_{j_{0}}\right)$
insert the row $U_{j_{0}}$ into $V$
remove the $j_{0}$-th row from $U$
insert the zero column into $Q$
insert the $(0,0, \ldots, 0,1)$ row into $Q$

The normalization function Normalize used in the algorithm is necessary to prevent unlimited growth of elements. Its implementation may vary, the one used in this study for integer calculations divides each element of the input vector by their greatest common divisor. The ADJACENT function checks a pair of extreme rays for adjacency.

Typically modifications of the double description method alter some of the following three parameters:
(1) the order in which the rows of the primal representation are considered
(2) the test for adjacency of two extreme rays
(3) the moment when the extreme rays are tested for adjacency.

Since the dynamic version of the double description method has to support online input of inequalities, only modifications of the latter two aspects are applicable to this algorithm. Two versions of adjacency test were implemented: the combinatorial test [16], and the graph test [23].

```
function Adjacent.Combinatorial \(\left(Q, J_{1}, J_{2}\right)\)
    Input: \(Q \in F^{s \times m}\)
    \(J_{1}, J_{2} \subseteq\{1,2, \ldots, s\}\)
    Output: \(E=\left\{\left\{j_{1}, j_{2}\right\}: j_{1} \in J_{1}, j_{2} \in J_{2}, j_{1}\right.\) and \(j_{2}\)-adjacent rays \(\}\)
    \(E=\emptyset\)
    for \(j_{1} \in J_{1}\)
        for \(j_{2} \in J_{2}\)
            \(Z \leftarrow\left\{\ell: Q_{j_{1} \ell}=0 \wedge Q_{j_{2} \ell}=0\right\}\)
            if \(|Z| \geq r-2\)
                        if \(\forall k=1,2, \ldots, s, k \neq j_{1} \wedge k \neq j_{2} \exists \ell \in Z: Q_{k \ell}=1\)
                                    \(E \leftarrow E \cup\left\{\left\{j_{1}, j_{2}\right\}\right\}\)
    return \(E\)
```

function Adjacent. $\operatorname{Graph}\left(Q, J_{1}, J_{2}\right)$
Input: $Q \in F^{s \times m}$
$J_{1}, J_{2} \subseteq\{1,2, \ldots, s\}$
Output: $E=\left\{\left\{j_{1}, j_{2}\right\}: j_{1} \in J_{1}, j_{2} \in J_{2}, j_{1}\right.$ and $j_{2}$ are adjacent rays $\}$
$E \leftarrow \emptyset$
for $j_{1} \in J_{1}$
$D \leftarrow \emptyset$
for $j \in\{1,2 \ldots, m\}$
$Z \leftarrow\left\{\ell: Q_{j_{1} \ell}=0 \wedge Q_{j \ell}=0\right\}$
if $|Z| \geq r-2$
$D \leftarrow D \cup\{j\}$
for $j_{2} \in D \cap J_{2}$
if $\forall k=1,2, \ldots, s, k \neq j_{1} \wedge k \neq j_{2} \exists \ell \in Z: Q_{k \ell}=1$
$E \leftarrow E \cup\left\{\left\{j_{1}, j_{2}\right\}\right\}$
return $E$

Some modifications of the double description method were proposed (e.g. [14]) where the set of adjacent extreme rays is maintained and rebuilt immediately after the list of extreme rays is updated. Instead of iterating over all pairs of rays $(u, v)$ for which $u A_{i}^{\top} \cdot v A_{i}^{\top}<0$ to generate new extreme rays the algorithm iterates over all pairs of adjacent extreme rays. Below is an adaptation of such a modification for the dynamic version of the algorithm which will be referred to as M1.
procedure DDM-DYN.M1 $(A)$
Input: $A \in F^{m \times d}$
Output: the basis $U$ of maximal subspace $L=\left\{x \in F^{d}: A x=0\right\}$
and the set of vectors $V$ generating the cone $C=\left\{x \in F^{d}: A x \geq 0\right\}$

$$
\begin{aligned}
& U \leftarrow I_{d \times d} \\
& V \leftarrow O_{0 \times d} \\
& Q \leftarrow O_{0 \times d} \\
& E \leftarrow \emptyset \\
& \text { for } i=1,2, \ldots, m \\
& \quad p \leftarrow U \cdot A_{i}^{\top} \\
& \quad q \leftarrow V \cdot A_{i}^{\top} \\
& \quad \text { if } p=0
\end{aligned}
$$

insert the column $\operatorname{Bool}(q)$ into $Q$
$E_{\text {new }} \leftarrow \emptyset$

$$
E_{\text {old }} \leftarrow \emptyset
$$

$$
\text { for }\left\{j_{1}, j_{2}\right\} \in E
$$

$$
\text { if } q_{j_{1}}>0 \wedge q_{j_{2}}<0
$$

append row Normalize $\left(q_{j_{1}} V_{j_{2}}-q_{j_{2}} V_{j_{1}}\right)$ to $V_{\text {new }}$
append row Normalize $\left(Q_{j_{1}} \vee Q_{j_{2}}\right)$ to $Q_{\text {new }}$
$j \leftarrow$ index of the new rows after their insertion
$E_{\text {new }} \leftarrow E_{\text {new }} \cup\left\{\left\{j_{1}, j\right\}\right\}$
$E_{\text {old }} \leftarrow E_{\text {old }} \cup\left\{\left\{j_{1}, j_{2}\right\}\right\}$
else if $q_{j_{1}}<0 \wedge q_{j_{2}}>0$
append row Normalize $\left(q_{j_{2}} V_{j_{1}}-q_{j_{1}} V_{j_{2}}\right)$ to $V_{\text {new }}$
append row Normalize $\left(Q_{j_{1}} \vee Q_{j_{2}}\right)$ to $Q_{\text {new }}$
$j \leftarrow$ index of the new rows after their insertion
$E_{\text {new }} \leftarrow E_{\text {new }} \cup\left\{\left\{j, j_{2}\right\}\right\}$
$E_{\text {old }} \leftarrow E_{\text {old }} \cup\left\{\left\{j_{1}, j_{2}\right\}\right\}$
else if $q_{j_{1}} \leq 0 \wedge q_{j_{2}} \leq 0$
$E_{\text {old }} \leftarrow E_{\text {old }} \cup\left\{\left\{j_{1}, j_{2}\right\}\right\}$
$E \leftarrow E \cup E_{\text {new }} \backslash E_{\text {old }}$
$J_{-} \leftarrow\left\{j: q_{j}<0\right\}$
$J_{ \pm} \leftarrow\left\{j: q_{j}=0\right\}$
remove rows $J_{-}$from $V$ and from $Q$
update row indices in $E$ and $J_{ \pm}$
append rows of $V_{\text {new }}$ to $V$ and insert their new indices into $J_{ \pm}$ append rows of $Q_{\text {new }}$ to $Q$
$E \leftarrow E \cup$ AdJAcent. $\operatorname{M1}\left(Q, J_{ \pm}\right)$

```
else
find \(j_{0}\) with \(p_{j_{0}} \neq 0\)
if \(p_{j_{0}}<0\)
            \(U_{j_{0}} \leftarrow-U_{j_{0}}\)
            \(p_{j_{0}} \leftarrow-p_{j_{0}}\)
for \(j=1,2, \ldots, d\)
            if \(j \neq j_{0}\) and \(p_{j} \neq 0\)
                \(U_{j} \leftarrow\) NORMALIZE \(\left(p_{j_{0}} U_{j}-p_{j} U_{j_{0}}\right)\)
for \(j=1,2, \ldots, s\)
            if \(q_{j} \neq 0\)
            \(V_{j} \leftarrow \operatorname{Normalize}\left(p_{j_{0}} V_{j}-q_{j} U_{j_{0}}\right)\)
append row \(U_{j_{0}}\) to \(V, j \leftarrow\) its new index
\(E \leftarrow E \cup\left\{\left\{j^{\prime}, j\right\}: j^{\prime} \in\{1,2 \ldots, j-1\}\right\}\)
remove row \(j_{0}\) from \(U\)
append the zero column to \(Q\)
append the \((0,0, \ldots, 0,1)\) row into \(Q\)
```

Adjacent.M1 $\left(Q, J_{ \pm}\right)$is a simple modification of $\operatorname{AdJACENT}\left(Q, J_{1}, J_{2}\right)$ that iterates over $\left\{\left\{j_{1}, j_{2}\right\}: j_{1} \in J_{ \pm}, j_{2} \in J_{ \pm}, j_{1} \neq j_{2}\right\}$ rather than $\left\{\left(j_{1}, j_{2}\right): j_{1} \in\right.$ $\left.J_{1}, j_{2} \in J_{2}\right\}$.

## 4 Computational Results

A C++ implementation of the dynamic double description method and its modifications presented above has been developed. The computational experiments were performed on a computer with $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-8700K CPU at 3.70 GHz, Microsoft Windows 10 operating system, using the Microsoft Visual Studio 2017 compiler. The experiments were run using the problem instances described in [14].

Tables 1 and 2 present the performance comparison of DDM-DYn, its modification DDM-dyn.M1 and Skeleton [23], with/without its PlusPlus modification. Since computation time depends significantly on the order in which the rows of the primal representation are considered and which is fixed in the case of the dynamic algorithm, Skeleton was used with the minindex order of consideration. Note that the PlusPlus modification of Skeleton reduces the number of adjacency checks by relying on the fact that the entire primal representation is known ahead of time and, therefore, it cannot be adopted for use with online input of inequalities.

Figures 1, 2 and 3 demonstrate the dependence of the number of adjacency checks on the number of iteration made by DDM-DYn and DDM-DYn.M1 on cube18, mit729-9 and ccc7 problems. The number of the checks varies from one problem instance to another and heavily impacts total computation time.

Table 1. Performance comparison of DDM-dyn and Skeleton, with combinatorial adjacency test (s)

| Problem | Input | Output | DDM-DYN | DDM -DYN.M1 | Skeleton | Skeleton, <br> PlusPlus |
| :--- | :---: | :---: | ---: | :---: | ---: | ---: |
| cube16 | $32 \times 17$ | $65536 \times 17$ | 3.512 | 7.210 | 12.199 | $\mathbf{3 . 3 5 4}$ |
| cube18 | $36 \times 19$ | $262144 \times 19$ | 45.184 | 103.514 | 207.037 | $\mathbf{2 7 . 0 6 9}$ |
| mit729-9 | $729 \times 9$ | $4862 \times 9$ | 164.727 | $\mathbf{1 2 0 . 7 4 5}$ | 274.795 | 255.393 |
| ccc7 | $63 \times 22$ | $38780 \times 22$ | 14793.694 | 15413.77 | 16016.7 | $\mathbf{3 4 3 7 . 6 4}$ |

Table 2. Performance comparison of DDM-DYn and Skeleton, with graph adjacency test (s)

| Problem | Input | Output | DDM-DYN | DDM -DYn.M1 | SkELETON | SkELETON, <br> PlusPlus |
| :--- | :---: | :--- | :--- | :---: | ---: | ---: |
| cube16 | $32 \times 17$ | $65536 \times 17 \mathbf{4 . 3 1 6}$ | 4.961 | 4.777 | 4.489 |  |
| cube18 | $36 \times 19$ | $262144 \times 19$ | $\mathbf{4 8 . 2 1 5}$ | 54.552 | 50.698 | 48.498 |
| mit729-9 | $729 \times 9$ | $4862 \times 9$ | 874.575 | $\mathbf{1 0 6 . 2 5 3}$ | 289.037 | 258.991 |
| ccc7 | $63 \times 22$ | $38780 \times 22$ | $>5 \mathrm{~h}$ | 2988.16 | 3041.86 | $\mathbf{1 8 5 4 . 6 3}$ |



Fig. 1. Number of adjacency checks on cube18


Fig. 2. Number of adjacency checks on mit729-9 (first 200 iterations)


Fig. 3. Number of adjacency checks on ccc7

## 5 Conclusion

A dynamic version of the double description method for finding extreme rays of a polyhedral cone with online input of inequalities has been proposed. Two known modifications of the algorithm (graph adjacency test and maintaining the edge set to generate new extreme rays) have been adopted for its dynamic variant and tested on multiple problem instances. The results of computational experiments demonstrate better performance with certain configurations than that of Skeleton on a number of problems if the same limitations of input being unknown ahead of time are imposed on both implementations.
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#### Abstract

In this paper popular open-source solvers are compared against Globalizer solver, which is developed at the Lobachevsky State University. The Globalizer is designed to solve problems with black-box objective function satisfying the Lipschitz condition and shows competitive performance with other similar solvers. The comparison is done on several sets of challenging multi-extremal benchmark functions. Also this work considers a method of heuristic hyperparameters control for the Globalizer allowing to reduce amount of initial tuning before optimization. The proposed scheme allows substantially increase convergence speed of the Globalizer by switching between "local" and "global" search phases in runtime.
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## 1 Introduction

The problem of finding the global minima of the nonlinear nonconvex functions is considered to be one of the most difficult mathematical programming problems traditionally. Often, it appears to be more complex than the local optimization in an essentially multidimensional space. For the latter, the application of the simplest gradient descent method or of the pattern search algorithms may appear to be sufficient [26] whereas in order to guarantee the finding of the global optimum, the optimization methods have to accumulate the information on the behavior of the objective function in the whole search domain [3,10,17,25]. Recently, various stochastic global optimization algorithms, first of all, the evolution ones [12, 20, 23] became popular. These ones have rather simple structure and allow solving the problems of large dimensionality. However, these methods provide the global convergence in the probabilistic meaning only.

[^5]In the present work, the open-source implementations of the eight different global optimization methods included into the NLOpt library [8] and the SciPY package [9] are considered. All algorithms were tested on a set of 900 essentially multiextremal functions, which has been generated with the use of special problem generators [5, 7].

## 2 Related Work

Earlier, the comparison of the stochastic global optimization algorithms $[1,16]$ as well as of the deterministic ones $[13,14,18]$ between each other has been considered in the literature. In these works, most of modern methods have been studied in details. In the majority of works, the sets of well-known test problems (for example, the Rastrigin function, Ackley function, etc.) were taken as the sets of test functions. The sizes of such sets don't exceed 100 different functions usually, some of which can be the single-extremal ones (such as the Rosenbrock function).

In [2], some general principles were formulated, which, in the author's opinion, should be obeyed when comparing the optimization methods. In particular, the authors say about the advantages of the problem generators allowing generating the large sets of problems thus minimizing the random effects when comparing the methods. At the same time, the use of a single generator can appear to be not enough for a comprehensive comparison of the methods. In order to overcome this problem in part, the authors of the paper [2] advise to use several generators of various nature and to create the sets of problems of various complexity.

Taking into account the experience of the preceding works in the field of comparison of the optimization methods, two generators of the test problems of different nature will be used in the present work. Using these ones, 9 sets of 100 problems of various complexity with the dimensionality varying from 2 to 5 were generated.

## 3 Statement of Multidimensional Global Optimization Problem

In this paper, the core class of optimization problems, which can be solved using global optimization methods, is formulated. This class involves the multidimensional global optimization problems without constraints, which can be defined in the following way:

$$
\begin{gather*}
\varphi\left(y^{*}\right)=\min \{\varphi(y): y \in D\}, \\
D=\left\{y \in \mathbb{R}^{N}: a_{i} \leq y_{i} \leq b_{i}, 1 \leq i \leq N\right\} \tag{1}
\end{gather*}
$$

with the given boundary vectors $a$ and $b$. It is supposed, that the objective function $\varphi(y)$ satisfies the Lipschitz condition

$$
\begin{equation*}
\left|\varphi\left(y_{1}\right)-\varphi\left(y_{2}\right)\right| \leq L\left\|y_{1}-y_{2}\right\|, y_{1}, y_{2} \in D \tag{2}
\end{equation*}
$$

where $L>0$ is the Lipschitz constant, and $\|\cdot\|$ denotes the norm in $\mathbb{R}^{N}$ space.

Usually, the objective function $\varphi(y)$ is defined as a computational procedure, according to which the value $\varphi(y)$ can be calculated for any vector $y \in D$ (let us further call such a calculation a trial). It is supposed that this procedure is time-consuming.

## 4 Review of Considered Optimization Methods

### 4.1 Algorithm of Global Search

Dimension Reduction with Space-Filling Curves. Within the framework of the information-statistical global optimization theory, the Peano space-filling curves (or evolvents) $y(x)$ mapping the interval $[0,1]$ onto an $N$-dimensional hypercube $D$ unambiguously are used for the dimensionality reduction [22,24, 25].

As a result of the reduction, the initial multidimensional global optimization problem (1) is reduced to the following one-dimensional problem:

$$
\begin{equation*}
\varphi\left(y\left(x^{*}\right)\right)=\min \{\varphi(y(x)): x \in[0,1]\} . \tag{3}
\end{equation*}
$$

It is important to note that this dimensionality reduction scheme transforms the Lipschitzian function from (1) to the corresponding one-dimensional function $\varphi(y(x))$, which satisfies the uniform Hölder condition, i. e.

$$
\begin{equation*}
\left|\varphi\left(y\left(x_{1}\right)\right)-\varphi\left(y\left(x_{2}\right)\right)\right| \leq H\left|x_{1}-x_{2}\right|^{\frac{1}{N}}, x_{1}, x_{2} \in[0,1], \tag{4}
\end{equation*}
$$

where the constant $H$ is defined by the relation $H=2 L \sqrt{N+3}, L$ is the Lipschitz constant from (2), and $N$ is the dimensionality of the optimization problem (1).

The algorithms for the numerical construction of the Peano curve approximations are given in [25].

The computational scheme obtained as a result of the dimensionality reduction consists of the following:

- The optimization algorithm performs the minimization of the reduced onedimensional function $\varphi(y(x))$ from (3),
- After determining the next trial point $x$, a multidimensional image $y$ is calculated by using the mapping $y(x)$,
- The value of the initial multidimensional function $\varphi(y)$ is calculated at the point $y \in D$,
- The calculated value $z=\varphi(y)$ is used further as the value of the reduced onedimensional function $\varphi(y(x))$ at the point $x$.

Optimization method applied in Globalizer [6] to solve the reduced problem (3) is based on the AGS method, which can be presented as follows - see [24], [25].

The algorithm considered for solving the stated problem implies generating a sequence of points $x_{k}$, in which the values of the minimized function $z_{k}=$ $f\left(x_{k}\right)$ are computed. Let us call the process of computating the function value (including calculating an image $\left.y^{k}=y\left(x^{k}\right)\right)$ a trial, and the pair $\left(x^{k}, z^{k}\right)$ - the result of the trial. A set of the pairs $\left\{\left(x^{k}, z^{k}\right)\right\}, 1 \leqslant k \leqslant n$ makes up the search information accumulated by the method after executing $n$ steps.

The initial iteration of the algorithm is performed at an arbitrary point $x^{1} \in$ $(0,1)$. Then, let us suppose that $k, k \geq 1$, optimization iterations have been completed already. The selection of the trial point $x^{k+1}$ for the next iteration is performed according to the following rules.

Step 1. Renumber the points in the set $X_{k}=\left\{x^{1}, \ldots, x^{k}\right\} \cup\{0\} \cup\{1\}$, which includes the boundary points of the interval $[0,1]$ as well as the points of preceding trials, by the lower indices in order of increasing coordinate values i.e.

$$
0=x_{0}<x_{1}<\ldots<x_{k+1}=1
$$

Step 2. Assuming $z_{i}=f\left(x_{i}\right), 1 \leqslant i \leqslant k$, compute the values

$$
\mu=\max _{1 \leqslant i \leqslant k} \frac{\left|z_{i}-z_{i-1}\right|}{\Delta_{i}}, M=\left\{\begin{array}{c}
r \mu, \mu>0  \tag{5}\\
1, \mu=0
\end{array}\right.
$$

where $r>1$ is a predefined parameter for the method, and $\Delta_{i}=\left(x_{i}-x_{i-1}\right)^{\frac{1}{N}}$.
Step 3. For each interval $\left(x_{i-1}, x_{i}\right), 1 \leqslant i \leqslant k+1$, compute the characteristics according to the formulae

$$
\begin{gather*}
R(1)=2 \Delta_{1}-4 \frac{z_{1}}{M}, R(k+1)=2 \Delta_{k+1}-4 \frac{z_{k}}{M}  \tag{6}\\
R(i)=\Delta_{i}+\frac{\left(z_{i}-z_{i-1}\right)^{2}}{M^{2} \Delta_{i}}-2 \frac{z_{i}+z_{i-1}}{M}, 1<i<k+1 . \tag{7}
\end{gather*}
$$

Step 4. Determine the interval with the maximum characteristic $\left(x_{t-1}, x_{t}\right), t=\operatorname{argmax}_{1 \leqslant i \leqslant k+1} R(i)$

Step 5. Execute a new trial at point $x_{k+1}$ computed according to the formula

$$
\begin{gather*}
x_{k+1}=\frac{x_{t}+x_{t-1}}{2}, t=1, t=k+1 \\
x_{k+1}=\frac{x_{t}+x_{t-1}}{2}-\operatorname{sign}\left(z_{t}-z_{t-1}\right) \frac{1}{2 r}\left[\frac{\left|z_{t}-z_{t-1}\right|}{\mu}\right]^{N}, 1<t<k+1 \tag{8}
\end{gather*}
$$

The stopping condition, which terminated the trials, is defined by the inequality $\Delta_{t} \leqslant \varepsilon$ for the interval with the maximum characteristics from Step 4 and $\varepsilon>0$ is the predefined accuracy of the optimization problem solution. If the stopping condition is not satisfied, the index $k$ is incremented by 1 , and the new global optimization iteration is executed.

The convergence conditions of the described algorithm are given, for example, in [25].

Hyperparameters Control in AGS. The parameter $r$ from (5) affects the global convergence of AGS directly (see [25], Chap. 8): at high enough value of $r$, the method converges to all global minima of the objective function with guarantee. At the same time, according to (7) and (8), at the infinitely high value of $r$, AGS turns into the brute force search method on a uniform grid.

In the ideal case, in order to provide the highest convergence speed, the estimate of the Lipschitz constant from (5) should not be too overestimated, but in practice the actual value of $L$ from (2) in unknown, and one has either to take an obviously overestimated value of $r$ or to execute several runs of AGS with different parameters. In order to resolve the problem of choosing $r$ to some extent, let us use the following scheme:

- execute $q$ iterations of AGS with $r=r_{\text {max }}$;
- execute $q$ iterations of AGS with $r=r_{\text {min }}$;
- repeat the above steps either until convergence or until the allowed number of iterations are exhausted.

In the above algorithm, $r_{\min }<r_{\max }, q>1$. Instead one parameter $r$, now 3 ones should be selected. However, according to the results of the numerical experiments, it is easier than to find the optimal value of $r$. Intuitively, the practical efficiency of the proposed scheme can be explained by the fact that now the operation of the method takes place in two modes: the global search with $r=r_{\max }$ and the local one with $r=r_{\text {min }}$. If during the global search phase, the method approached the global minimum whereas during the next phase, the estimate of the global minimum would be refined rapidly. If two phases are not enough, the process is continued. This way, a better trade-off between the exploration and the exploitation is achieved. Further, we will denote the method utilizing the scheme described above as AGS-AR.

### 4.2 Other Optimization Methods

- Multi Level Single Linkage [11]. MLSL is an improved multistart algorithm. It samples low-discrepancy starting points and does local optimizations from them. In contrast to the dummy multistart schemes MLSL uses some clustering heuristics to avoid multiple local descents to already explored local minima.
- DIRECT [10]. The algorithm is deterministic and recursively divides the search space and forms a tree of hyper-rectangles (boxes). DIRECT uses the objective function values and the Lipschitz condition (2) to estimate promising boxes.
- Locally-biased DIRECT (DIRECTl) [4]. It's a variation of DIRECT which pays less attention to non-promising boxes and therefore has less exploration power: it can converge faster on problems with few local minima, but lost the global one in complicated cases.
- Dual Simulated Annealing [27]. This stochastic method is a combination of the Classical Simulated Annealing and the Fast Simulated Annealing coupled to a strategy for applying a local search on accepted locations. It converges much faster than both parent algorithms, CSA and FSA.
- Differential Evolution [23]. DE is an adaptation of the original genetic algorithm to the continuous search domain.
- Controlled Random Search [19]. The CRS starts with a set of random points and then defines the next trial point in relation to a simplex chosen randomly from a stored configuration of points. CRS in not an evolutional algorithm, although stores something like population and performs transformation resembling a mutation.
- StoGO [15]. StoGO is dividing the search space into smaller hyper- rectangles via a branch-and-bound approach, and searching them by a local-search algorithm, optionally including some randomness.

All the mentioned algorithms are available in source codes as parts of widespread optimization packages. DIRECT, DIRECTl, CRS, MLSL and StoGO are part of the NLOpt library [8]. Differential Evolution and DSA can be found in the latest version of the SciPy [9] package for Python.

## 5 Tools for Comparison of Global Optimization Algorithms

The use of the sets of test problems with known solutions generated by some random mechanisms is one of commonly accepted approaches to comparing the optimization algorithms [2]. In the present work, we will use two generators of test problems generating the problems of different nature $[5,7]^{1}$.

Let us denote the problem set obtained with the use of the first generator from [7] as $F_{G R}$. The mechanism of generation of the problems $F_{G R}$ doesn't provide the control of the problem complexity and of the number of local optima. However, the generated functions are known to be the multiextremal ones essentially. Besides, the problems generated by $F_{G R}$ are the two-dimensional ones. In the present work, we will use 100 functions from the class $F_{G R}$ generated randomly.

The GKLS generator [5] allows obtaining the problems of given dimensionality with given number of extrema. Moreover, GKLS allows adjusting the complexity of the problems by decreasing or increasing the size of the global minimum attractor. In [21] the parameters of the generator allowing generating the sets of 100 problems each of two levels of complexity (Simple and Hard) of the dimensionality equal to $2,3,4$, and 5 are given. Following the authors of the GKLS generator, we will use the parameters proposed by them and, this way, add 800 more problems of various dimensionalities and complexity into the test problem set.

[^6]Let us suppose a test problem to be solved if the optimization method executes the scheduled trial $y^{k}$ in a $\delta$-vicinity of the global minimum $y^{*}$, i.e. $\left\|y^{k}-y^{*}\right\| \leq \delta=\alpha\|b-a\|$, where $a$ and $b$ are the left and the right boundaries of the hypercube from (1), $\alpha$ is relative precision. If this relation is not fulfilled before the expiration of the limit of the number of trials, the problem was considered to be unsolved. The limit of the number of trials and $\alpha$ were set for each problem class according to the dimensionality and complexity (see Table 1).

Table 1. Trials limits and relative precision for the test problem classes

| Problems class | Trials limit | $\alpha$ |
| :--- | :---: | :--- |
| $F_{G R}$ | 5000 | 0.01 |
| GKLS 2d Simple | 8000 | 0.01 |
| GKLS 2d Hard | 9000 | 0.01 |
| GKLS 3d Simple | 15000 | 0.01 |
| GKLS 3d Hard | 25000 | 0.01 |
| GKLS 4d Simple | 150000 | $\sqrt[4]{10^{-6}}$ |
| GKLS 4d Hard | 250000 | $\sqrt[4]{10^{-6}}$ |
| GKLS 5d Simple | 350000 | $\sqrt[5]{10^{-7}}$ |
| GKLS 5d Hard | 600000 | $\sqrt[5]{10^{-7}}$ |

Let us consider the averaged number of trials executed to solve a single problem and the number of solved problems as the characteristics of the optimization method on each class. The less the number of trials, the faster the method converges to a solution, hence the less times it turns to a potentially computation-costly procedure of computing the objective function. The number of solved problems evidences the reliability of the method at given parameters on the class of test problems being solved. In order to make independent the quantities featuring the reliability and the speed of convergence, averaged number of trials always was calculated taking into account solved problems only.

The average number of trials doesn't represent the real behavior of an optimization method on a problems set in some cases. For an instance, if a method performs well on the most problems and spends too much trials to solve the least several problems, we wouldn't catch such case looking at the average number of trials only. As an advanced measure of performance we will use the operating characteristic [7]. It's defined by a set of points on the $(K, P)$ plane where $K$ is the average number of search trials conducted before satisfying the termination condition when minimizing a function from a given class, and $P$ is the proportion of problems solved successfully. If at a given $K$, the operating characteristic of a method goes higher than one from another method, it means that at fixed search costs, the former method has a greater probability of finding the solution. If some value of $P$ is fixed, and the characteristic of a method goes to the left
from that of another method, the former method requires fewer resources to achieve the same reliability.

## 6 Results of Numerical Experiments

The results of various algorithms on different problem classes depend on the adjustments of algorithms directly. In most cases, the authors of software implementations are oriented onto the problems of medium difficulty. In order to obtain a satisfactory result when solving the essentially multiextremal problems, a correction of some parameters is required. When conducting the comparison, the following parameters for the methods were employed:

- in the AGS-AR method, the parameter of alternation the global and local stages $q$ was set to be equal to $50 \cdot \log _{2}(N-1) \cdot N^{2}$, also $r_{\min }=3, r_{\max }=$ $2 \cdot r_{\text {min }}$;
- in the DIRECT and DIRECT $l$ methods, the parameter $\epsilon=10^{-4}$;
- in the SDA method, the parameter visit $=2.72$.

The rest parameters were varied subject to the problem class (see Table 2). For the AGS the value of the $r$ parameter, such that the method solves all problems and performs the minimum amount of trials, was estimated by brute force on the uniform grid with step 0.1.

Table 2. Class-specific parameters of the optimization algorithms

|  | AGS | CRS | DE |
| :--- | :--- | :--- | :--- |
| $F_{G R}$ | $r=3$ | popsize $=150$ | mutation $=(1.1,1.9)$, popsize $=60$ |
| GKLS 2d Simple | $r=4.6$ | popsize $=200$ | mutation $=(1.1,1.9)$, popsize $=60$ |
| GKLS 2d Hard | $r=6.5$ | popsize $=400$ | mutation $=(1.1,1.9)$, popsize $=60$ |
| GKLS 3d Simple | $r=3.7$ | popsize $=1000$ | mutation $=(1.1,1.9)$, popsize $=70$ |
| GKLS 3d Hard | $r=4.4$ | popsize $=2000$ | mutation $=(1.1,1.9)$, popsize $=80$ |
| GKLS 4d Simple | $r=4.7$ | popsize $=8000$ | mutation $=(1.1,1.9)$, popsize $=90$ |
| GKLS 4d Hard | $r=4.9$ | popsize $=16000$ | mutation $=(1.1,1.9)$, popsize $=100$ |
| GKLS 5d Simple | $r=4$ | popsize $=25000$ | mutation $=(1.1,1.9)$, popsize $=120$ |
| GKLS 5d Hard | $r=4$ | popsize $=30000$ | mutation $=(1.1,1.9)$, popsize $=140$ |

The results of running the optimization methods on the considered problem classes are presented in Tables 3 and 4. The DIRECT, AGS and AGS-AR methods have demonstrated the best convergence speed on all classes, at that AGS-AR inferior to DIRECT on the 2d problems from the Simple classes and has an advantage on the problems of the Hard classes. As one can see from Table 4, the deterministic methods (AGS, AGS-AR, DIRECT, and DIRECTl)

Table 3. Averaged number of trials executed by optimization methods for solving the test optimization problems

|  | AGS | AGS-AR | CRS | DIRECT | DIRECT $l$ | MLSL | SDA | DE | StoGO |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $F_{G R}$ | 193.1 | 248.3 | 400.3 | $\mathbf{1 8 2 . 2}$ | 214.9 | 947.2 | 691.2 | 1257.3 | 1336.8 |
| GKLS 2d Simple | 254.9 | 221.6 | 510.6 | $\mathbf{1 8 9 . 0}$ | 255.2 | 556.8 | 356.3 | 952.2 | 1251.5 |
| GKLS 2d Hard | $\mathbf{7 2 8 . 7}$ | 785.0 | 844.7 | 985.4 | 1126.7 | 1042.5 | 1637.9 | 1041.1 | 2532.2 |
| GKLS 3d Simple | 1372.1 | 1169.5 | 4145.8 | $\mathbf{9 7 3 . 6}$ | 1477.8 | 4609.2 | 2706.5 | 5956.9 | 3856.1 |
| GKLS 3d Hard | 3636.1 | $\mathbf{1 9 5 2 . 1}$ | 6787.0 | 2298.7 | 3553.3 | 5640.1 | 4708.4 | 6914.3 | 7843.2 |
| GKLS 4d Simple | 5729.8 | $\mathbf{4 9 1 9 . 1}$ | 19883.6 | 7328.8 | 15010.0 | 41484.8 | 22066.0 | 6271.2 | 29359.2 |
| GKLS 4d Hard | 13113.4 | $\mathbf{1 2 8 6 0 . 1}$ | 27137.4 | 22884.4 | 55596.1 | 80220.1 | 68048.0 | 12487.6 | 58925.5 |
| GKLS 5d Simple | $\mathbf{5 8 2 1 . 5}$ | 6241.3 | 62921.7 | 5966.1 | 10795.5 | 52609.2 | 34208.8 | 20859.4 | 69206.8 |
| GKLS 5d Hard | $\mathbf{1 7 0 0 8 . 6}$ | 21555.1 | 87563.9 | 61657.3 | 148637.8 | 138011.8 | 115634.6 | 26850.0 | 141886.5 |

Table 4. Number of test optimization problems solved by the methods

|  | AGS | AGS-AR | CRS | DIRECT | DIRECT $l$ | MLSL | SDA | DE | StoGO |
| :--- | :--- | ---: | :--- | :--- | ---: | ---: | ---: | :--- | :--- |
| $F_{G R}$ | 100 | 100 | 76 | 100 | 100 | 97 | 96 | 96 | 67 |
| GKLS 2d Simple | 100 | 100 | 85 | 100 | 100 | 100 | 100 | 98 | 90 |
| GKLS 2d Hard | 100 | 97 | 74 | 100 | 100 | 100 | 93 | 85 | 77 |
| GKLS 3d Simple | 100 | 100 | 75 | 100 | 100 | 100 | 89 | 86 | 44 |
| GKLS 3d Hard | 100 | 100 | 72 | 100 | 99 | 100 | 88 | 77 | 43 |
| GKLS 4d Simple | 100 | 100 | 74 | 100 | 100 | 94 | 82 | 68 | 72 |
| GKLS 4d Hard | 100 | 100 | 60 | 99 | 99 | 94 | 73 | 55 | 69 |
| GKLS 5d Simple | 100 | 100 | 86 | 100 | 100 | 98 | 100 | 88 | 82 |
| GKLS 5d Hard | 100 | 100 | 77 | 100 | 93 | 79 | 86 | 77 | 78 |

were the most reliable. Among the stochastic methods, MLSL and SDA have demonstrated the highest reliability.

Operating characteristic of the methods (Figs. 1a-d) demonstrates that AGS and AGS-AR faster than the other methods achieve $100 \%$ success rate. Also on GKLS 5d Simple the DIRECT generally has the best performance, but there are several hard problems that affect it's average number of trials metric.

Robustness of $A G S$ and $A G S-A R$ to the Hyperparameters Choice. In order to investigate the influence of hyperparameters to the convergence speed of the AGS and AGS-AR, experiments with the following settings were conducted on the problems from GKLS 5d Simple class:

- AGS with $r=4$ (like in the Table 2);
- AGS with $r=6$;
- AGS-AR with parameters from the beginning of the Sect. $6\left(q=50 \cdot \log _{2}(4) \cdot\right.$ $\left.25=2500, r_{\min }=3, r_{\max }=2 \cdot r_{\text {min }}\right)$;
- AGS-AR with $r_{\max }=8$ and other parameters from the previous experiment;
- AGS-AR with $q=1000$ and other parameters from the beginning of the Sect. 6;


Fig. 1. Operating characteristics of the algorithms when solving problems from the GKLS 4d and 5d classes. Best viewed in color.


Fig. 2. Operating characteristics of AGS and AGS-AR with different hyperparameters when solving problems from the GKLS 5d Simple classes. Best viewed in color. (Color figure online)

The operating characteristics collected in the experiments described above are shown in the Fig. 2. AGS with $r=6$ (the cyan-colored curve) shows the worst convergence speed, which indicates that AGS is very sensitive to choice of $r$. Since on the start AGS-AR has the same value of $r$ as AGS with $r=$ 6 , operating characteristics of these methods are identical up to $K=2500$. After that point AGS-AR switches to $r=3$ and rapidly begins to increase the amount of solved problems until the next exploration phase on $K=5000$. Intervals where AGS-AR works with $r=r_{\max }$ are visible on the operating characteristics as plateaus. Variations of $r$ and $q$ didn't drastically change the operating characteristic of AGS-AR. The latter observation shows robustness of the proposed AGS modification with the alternating parameter $r$.

## 7 Conclusions

In the present paper, several global optimization algorithms were considered. A comparison of efficiencies of these ones has been done on a set of test problems. Also a scheme of hyperparameters control for the AGS algorithms was proposed and evaluated. The results presented in this work allow making the following conclusions:

- the proposed modification of the stock AGS, AGS-AR allows to pay less attention to initial hyperparameter tuning and performs on-par with properly tuned AGS;
- AGS-AR method has demonstrated the convergence speed and reliability at the level of DIRECT and exceeds many other algorithms, the open-source implementations of which are available;
- the stochastic optimization methods inferior to the deterministic ones in the convergence speed and in reliability. It is manifested especially strongly on more complex multiextremal problems.
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#### Abstract

We consider the classical optimization problem of minimizing a strongly convex, non-smooth, Lipschitz-continuous function with one Lipschitz-continuous constraint. We develop the approach in [10] and propose two methods for the considered problem with adaptive stopping rules. The main idea of the methods is using the dichotomy method and solving an auxiliary one-dimensional problem at each iteration. Theoretical estimates for the proposed methods are obtained. Partially, for smooth functions, we prove the linear rate of convergence of the methods. We also consider theoretical estimates in the case of non-smooth functions. The results for some examples of numerical experiments illustrating the advantages of the proposed methods and the comparison with some adaptive optimal method for non-smooth strongly convex functions are also given.
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## 1 Introduction

The optimization of non-smooth functions with constraints attracts wide interest in large-scale optimization and its applications [4,14]. There are a lot of methods of solving such kind of optimization problems. Some examples of these methods, to name but a few, are: bundle-level method [13], penalty method
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[15] and Lagrange multipliers method [5]. Recently in [2], some adaptive Mirror Descent methods were proposed for optimization problems of convex and strongly convex functions with non-smooth constraints

$$
\begin{equation*}
\min \{f(x): \quad x \in Q \subset E, \quad g(x) \leq 0\} \tag{1}
\end{equation*}
$$

where $Q$ is a convex and compact subset of a finite-dimensional real vector space $E, f: Q \rightarrow \mathbb{R}$ and $g: E \rightarrow \mathbb{R}$ are convex Lipschitz-continuous functions. In the case of several strongly convex non-smooth constraints, we consider one maxtype constraint which is also strongly convex.

Methods in [2] are optimal from the point of view of lower oracle bounds and guarantee achieving acceptable precision $\varepsilon$ with complexity $O\left(\varepsilon^{-1}\right)$ for strongly convex, Lipschitz-continuous objective $f$ and convex Lipschitz-continuous constraint $g$.

In this paper, we develop the approach in [10] and propose an alternative approach for the problem (1) with a strongly convex Lipschitz-continuous objective $f$ and a convex Lipschitz-continuous constraint $g$. Our approach is based on the transition to a strongly convex dual problem. In this case, the dual function depends on one dual variable $\lambda \geq 0$. When the Slater conditions for the problem (1) hold, all possible values of the dual variable are limited to a certain segment. This allows us to apply the dichotomy method similarly to [10] to search for the value of the dual variable $\lambda$, which is close to the appropriate $\lambda_{*}$, for which

$$
\begin{equation*}
\lambda_{*} \cdot g\left(x\left(\lambda_{*}\right)\right)=0 . \tag{2}
\end{equation*}
$$

We propose two algorithms with adaptive stopping criterion that meet the necessary condition (2) in the general situation $\lambda_{*} \geq 0$ (Algorithm 1), as well as under the stronger assumption of the existence of $\lambda_{*}>0$ (Algorithm 2). Partially, the last condition holds for the economic problem considered in [10].

It turns out that, with the possibility of a relatively quick solution of auxiliary problems, due to the proposed adaptive stopping criterion, Algorithms 1 and 2 may work faster than the optimal schemes in [2]. In proposed Algorithms 1 and 2 strong convexity of $g$ is not required, and there is also no need to know the value of the strong convexity parameter of $f$.

The paper consists of an Introduction and four main sections. In Sect. 2 we consider the problem statement and some basic information concerning the necessary conditions of the extremum. In Sect. 3 we describe two main algorithms and give some estimates of the rate of convergence for them. Section 4 is devoted to basic information for optimal Mirror Descent Algorithms in the class of nonsmooth strongly convex functions [2]. In Sect. 5 we make a comparison between the proposed algorithms and Mirror Descent Algorithm [2].

Thus, in the paper, we propose two methods for solving the problem (1) with the following types of assumptions:

$$
\begin{equation*}
|f(x)-f(y)| \leqslant M_{f}\|x-y\|_{2}, \quad|g(x)-g(y)| \leqslant M_{g}\|x-y\|_{2} \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
\|\nabla f(x)-\nabla f(y)\|_{2} \leqslant L_{f}\|x-y\|_{2}, \quad\|\nabla g(x)-\nabla g(y)\|_{2} \leqslant L_{g}\|x-y\|_{2} \tag{4}
\end{equation*}
$$

for all $x, y \in Q$, and for some real positive numbers $M_{f}, M_{g}, L_{f}, L_{g}$.

The contributions of this paper can be summarized as follows.

- With assumptions (4), the proposed methods have complexity

$$
\begin{equation*}
O\left(\log _{2}^{2} \frac{1}{\varepsilon}\right) \tag{5}
\end{equation*}
$$

i.e. the linear rate of convergence. Note that we assume the strong convexity for the objective $f$ only. The functional constraint $g$ may not be strongly convex.

- With assumptions (3) we obtain complexity $O\left(\frac{1}{\varepsilon^{2}} \log _{2} \frac{1}{\varepsilon}\right)$, which is generally not optimal. However, due to the adaptivity of Algorithms 1 and 2, these methods can work faster than the optimal ones in [2] (see Sect. 5 below). Note that, unlike ([2], Subection 3.2), we require the strong convexity only of the objective functional $f$. In this case, the functional $g$, in general, may not be strongly convex.
- Also, a class of non-smooth functionals is considered, for which Algorithms 1 and 2 have complexity (5) (see Subsect. 3.4 below).


## 2 Problem Statement

Let $\left(E,\|\cdot\|_{2}\right)$ be a normed finite-dimensional vector space with inner product $\langle\cdot, \cdot\rangle$ and norm $\|x\|_{2}=\sqrt{\langle x, x\rangle}$. In this paper we consider the following optimization problem

$$
\begin{equation*}
f(x) \rightarrow \min _{\substack{g(x) \leqslant 0 \\ x \in Q}} \tag{6}
\end{equation*}
$$

where $f$ is a $\mu_{f}$-strongly convex function with respect to the 2 -norm, i.e.

$$
f(\alpha x+(1-\alpha) y)) \leq \alpha f(x)+(1-\alpha) f(y)-\alpha(1-\alpha) \frac{\mu_{f}}{2}\|x-y\|_{2}^{2}
$$

for $\alpha \in[0,1]$ and for all $x, y \in Q$. Assume that $f$ and $g$ are Lipschitz-continuous:

$$
\begin{gathered}
|f(y)-f(x)| \leqslant M_{f}\|y-x\|_{2}, \quad \forall x, y \in Q \\
|g(y)-g(x)| \leqslant M_{g}\|y-x\|_{2}, \quad \forall x, y \in Q
\end{gathered}
$$

Let us introduce a dual factor $\lambda \geqslant 0$ and consider the dual problem to (6).

$$
\min _{\substack{g(x) \leqslant 0 \\ x \in Q}} f(x)=\min _{x \in Q}\left\{f(x)+\max _{\lambda \geqslant 0}(\lambda g(x))\right\}=\max _{\lambda \geqslant 0}\{\underbrace{\min _{x \in Q}(f(x)+\lambda g(x))}_{=\varphi(\lambda)}\} .
$$

Then the dual problem to the problem (6) is:

$$
\begin{equation*}
\varphi(\lambda)=f(x(\lambda))+\lambda g(x(\lambda)) \rightarrow \max _{\lambda \geqslant 0} \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
x(\lambda)=\arg \min _{x \in Q}\{f(x)+\lambda g(x)\} . \tag{8}
\end{equation*}
$$

Let us mention the following important well-known Demyanov-DanskinRubinov Theorem, see [7,8].

Theorem 1. Let $\varphi(\lambda)=\min _{x \in X} F(x, \lambda)$ for all $\lambda \geqslant 0$, where $F(x, \lambda)$ is a smooth convex function with respect to $\lambda$ and $x(\lambda)$ is the only maximum point. Then

$$
\varphi^{\prime}(\lambda)=F_{\lambda}^{\prime}(x(\lambda), \lambda)
$$

For the problem (7) Theorem 1 means that:

$$
\begin{equation*}
\varphi^{\prime}(\lambda)=g(x(\lambda)) \tag{9}
\end{equation*}
$$

Let $\lambda^{*}$ be a solution of the dual problem (7). Then, according to the necessary condition of the extremum, the following equality must be satisfied for $\lambda^{*}$ :

$$
\lambda^{*} g\left(x\left(\lambda^{*}\right)\right)=0, \lambda^{*} \geqslant 0
$$

which, by using (9), can be modified as follows:

$$
\begin{equation*}
\lambda^{*} \varphi^{\prime}\left(\lambda^{*}\right)=0, \lambda^{*} \geqslant 0 . \tag{10}
\end{equation*}
$$

## 3 Algorithms and Estimates of the Accuracy of Solutions and the Rate of Convergence

To solve the above-mentioned optimization problem (6), we proposed two algorithms. The main idea of the proposed algorithms is using the dichotomy method to solve the dual problem and solving an auxiliary one-dimensional problem at each iteration of the algorithms. Note that stopping criteria are the only difference between these algorithms.

```
Algorithm 1
Require: convex function \(f\); initial localization interval \(\left[\lambda_{\text {min }}^{0}, \lambda_{\text {max }}^{0}\right]\) of the dual vari-
    able; accuracy \(\delta\) for auxiliary problems; accuracy \(\varepsilon\).
    \(N:=0\)
    repeat
        \(\lambda^{N}:=\frac{\lambda_{\text {min }}^{N}+\lambda_{\text {max }}^{N}}{2} ;\)
        \(x_{\delta}\left(\lambda^{N}\right)=\underset{x \in Q}{\arg \min _{x \in Q}\left\{f(x)+\lambda^{N} g(x)\right\} ; ~}\)
        \(\varphi^{\prime}\left(\lambda^{N}\right)=g\left(x_{\delta}\left(\lambda^{N}\right)\right) ;\)
        if \(\varphi^{\prime}\left(\lambda^{N}\right)<0\) then \(\lambda_{\text {max }}^{N+1}:=\frac{\lambda_{\text {min }}^{N}+\lambda_{\text {max }}^{N}}{2}\);
        if \(\varphi^{\prime}\left(\lambda^{N}\right)>0\) then \(\lambda_{\text {min }}^{N+1}:=\frac{\lambda_{\text {min }}^{N}+\lambda_{\text {max }}^{N}}{2}\);
        \(N:=N+1 ;\)
    until \(\lambda^{N}\left|g\left(x_{\delta}\left(\lambda^{N}\right)\right)\right| \leq \varepsilon\).
Ensure: \(\lambda^{N}\), with \(\lambda^{N}\left|g\left(x_{\delta}\left(\lambda^{N}\right)\right)\right| \leq \varepsilon ; x_{\delta}\left(\lambda^{N}\right)\).
```

```
Algorithm 2
Require: convex function \(f\); initial localization interval \(\left[\lambda_{\text {min }}^{0}, \lambda_{\text {max }}^{0}\right.\) ] of the dual vari-
    able; accuracy \(\delta\) for auxiliary problems; accuracy \(\varepsilon\).
    \(N:=0\)
    repeat
        \(\lambda^{N}:=\frac{\lambda_{\text {min }}^{N}+\lambda_{\text {max }}^{N}}{2} ;\)
        \(x_{\delta}\left(\lambda^{N}\right)=\underset{x \in Q}{\arg \min _{x \in Q}}\left\{f(x)+\lambda^{N} g(x)\right\} ;\)
        \(\varphi^{\prime}\left(\lambda^{N}\right)=g\left(x_{\delta}\left(\lambda^{N}\right)\right) ;\)
        if \(\varphi^{\prime}\left(\lambda^{N}\right)<0\) then \(\lambda_{\text {max }}^{N+1}:=\frac{\lambda_{\text {min }}^{N}+\lambda_{\text {max }}^{N}}{2}\);
        if \(\varphi^{\prime}\left(\lambda^{N}\right)>0\) then \(\lambda_{\text {min }}^{N+1}:=\frac{\lambda_{\text {min }}^{N}+\lambda_{\text {max }}^{N}}{2}\);
        \(N:=N+1 ;\)
    until \(\left|g\left(x_{\delta}\left(\lambda^{N}\right)\right)\right| \leq \varepsilon\).
Ensure: \(\lambda^{N}\), with \(\left|g\left(x_{\delta}\left(\lambda^{N}\right)\right)\right| \leq \varepsilon ; x_{\delta}\left(\lambda^{N}\right)\).
```

Remark 1. Note that the stopping criterion of Algorithm 1 is necessarily reached due to the assumption that there exists such $k \in \mathbb{N}, \lambda^{k}=0$. However, we need an additional assumption to guarantee that the Algorithm 2 stops. Suppose there exists a point $\bar{x} \in Q$, such that $g^{\prime}(\bar{x})=0$.

### 3.1 Slater Condition

In order to use the dichotomy method and solve the dual problem, it is necessary to compactify the dual variable. So, the initial interval of the localization of the dual variable must be determined. As the dual variable reflects namely the inequality constraint, we can take zero as the lower bound, that means

$$
\lambda_{\min }=0 .
$$

To determine the upper bound, we need to use the Slater condition.
Lemma 1. Consider the problem of convex optimization

$$
f(x) \rightarrow \min _{\substack{g(x) \leqslant 0 \\ x \in Q}}
$$

Suppose the Slater condition is satisfied, so there is such a point $\bar{x} \in Q$ that $g(\bar{x})<0$, i.e. there exists $\gamma>0$ such that $g(\bar{x})=-\gamma<0$. Then the following estimate holds

$$
\begin{equation*}
\lambda^{*} \leqslant \frac{1}{\gamma}\left(f(\bar{x})-\min _{x \in Q} f(x)\right) \tag{11}
\end{equation*}
$$

where $\lambda^{*}$ is a solution of the dual problem $\varphi(\lambda) \rightarrow \max _{\lambda \geqslant 0}$.

Proof. Note the following inequality

$$
\begin{aligned}
\min _{x \in Q} f(x) & =\min _{x \in Q}\{f(x)+\underbrace{\lambda}_{=0} g(x)\} \leqslant \max _{\lambda \geqslant 0} \min _{x \in Q}\{f(x)+\lambda g(x)\} \\
& =\min _{x \in Q}\left\{f(x)+\lambda^{*} g(x)\right\} \leqslant f(\bar{x})+\lambda^{*} g(\bar{x})=f(\bar{x})+\lambda^{*} \gamma .
\end{aligned}
$$

Using this inequality one can get

$$
\lambda^{*} \gamma \leqslant f(\bar{x})-\min _{x \in Q} f(x)
$$

Thus, by using lemma (1), we can take the upper bound for the dual variable $\lambda$ as follows:

$$
\lambda_{\max }=\frac{1}{\gamma}\left(f(\bar{x})-\min _{x \in Q} f(x)\right) .
$$

### 3.2 An Estimate of the Accuracy of Solutions for the Proposed Algorithms

To estimate the rate of convergence of the previous Algorithms 1 and 2, we need the following analogue of Theorem 1 from [11].

Theorem 2. Let $f(x)$ be a $\mu_{f}$-strongly convex function, the function $g(x)$ satisfies the Lipschitz condition with a constant $M_{g}$. Then the function $\varphi(\lambda)$, defined in (7), where $x(\lambda)$ is determined by the condition (8), is an $M_{g}^{2} / \mu_{f}$-smooth function, i.e. the derivative of the function $\varphi(\lambda)$ satisfies the following Lipschitz condition

$$
\begin{equation*}
\left|\varphi^{\prime}\left(\lambda_{2}\right)-\varphi^{\prime}\left(\lambda_{1}\right)\right| \leqslant L_{\varphi}\left|\lambda_{2}-\lambda_{1}\right|, \tag{12}
\end{equation*}
$$

with a constant $L_{\varphi}=M_{g}^{2} / \mu_{f}$.
Proof. Let $\lambda_{1}, \lambda_{2} \in\left[\lambda_{\min }, \lambda_{\max }\right]$. Define

$$
x_{1}=\arg \min _{x \in Q}\left\{f(x)+\lambda_{1} g(x)\right\}, \quad x_{2}=\arg \min _{x \in Q}\left\{f(x)+\lambda_{2} g(x)\right\} .
$$

Since $x_{1}$ and $x_{2}$ are unique due to the strong convexity of the function $f$ and by using (9), one can get

$$
\varphi^{\prime}\left(\lambda_{1}\right)=g\left(x_{1}\right), \varphi^{\prime}\left(\lambda_{2}\right)=g\left(x_{2}\right)
$$

Recall the necessary optimality conditions are

$$
\left\langle\nabla f\left(x_{1}\right)+\lambda_{1} \nabla g\left(x_{1}\right), x_{1}-x_{2}\right\rangle \leqslant 0, \quad\left\langle\nabla f\left(x_{2}\right)+\lambda_{2} \nabla g\left(x_{2}\right), x_{2}-x_{1}\right\rangle \leqslant 0 .
$$

Summing these inequalities, we get

$$
\left\langle\nabla f\left(x_{1}\right)-\nabla f\left(x_{2}\right), x_{2}-x_{2}\right\rangle \leqslant\left\langle\lambda_{1} \nabla g\left(x_{1}\right)-\lambda_{2} \nabla g\left(x_{2}\right), x_{2}-x_{1}\right\rangle .
$$

Due to the strong convexity of $f(x)$, we obtain the following inequality

$$
\left\langle\nabla f\left(x_{2}\right)-\nabla f\left(x_{1}\right), x_{2}-x_{1}\right\rangle \geqslant \mu_{f}\left\|x_{2}-x_{1}\right\|_{2}^{2}
$$

Then

$$
\begin{aligned}
\mu_{f}\left\|x_{2}-x_{1}\right\|_{2}^{2} & \leqslant\left\langle\lambda_{1} \nabla g\left(x_{1}\right)-\lambda_{2} \nabla g\left(x_{2}\right), x_{2}-x_{1}\right\rangle \\
& =\underbrace{\lambda_{1}}_{\geqslant 0} \underbrace{\left\langle\nabla g\left(x_{1}\right)-\nabla g\left(x_{2}\right), x_{2}-x_{1}\right\rangle}_{\leqslant 0}+\left(\lambda_{1}-\lambda_{2}\right)\left\langle\nabla g\left(x_{2}\right), x_{2}-x_{1}\right\rangle \\
& \leqslant\left|\lambda_{1}-\lambda_{2}\right|\left\langle\nabla g\left(x_{2}\right), x_{2}-x_{1}\right\rangle \leqslant\left|\lambda_{1}-\lambda_{2}\right|\left\|\nabla g\left(x_{2}\right)\right\|_{2}\left\|x_{2}-x_{1}\right\|_{2} \\
& \leqslant M_{g}\left|\lambda_{1}-\lambda_{2}\right|| | x_{2}-x_{1} \|_{2},
\end{aligned}
$$

where $\left\|\nabla g\left(x_{2}\right)\right\|_{2} \leqslant M_{g}$ since $g$ satisfies Lipschitz condition (3).
Thus, for $x_{1} \neq x_{2}$ we get

$$
\mu_{f}\left\|x_{2}-x_{1}\right\|_{2} \leqslant M_{g}\left|\lambda_{2}-\lambda_{1}\right| .
$$

As a result, the following estimate holds

$$
\left|\varphi^{\prime}\left(\lambda_{2}\right)-\varphi^{\prime}\left(\lambda_{1}\right)\right|=\left|g\left(x_{2}\right)-g\left(x_{1}\right)\right| \leqslant M_{g}| | x_{2}-x_{1} \|_{2} \leqslant \frac{M_{g}^{2}}{\mu_{f}}\left|\lambda_{2}-\lambda_{1}\right| .
$$

In order to estimate the accuracy of solutions of the proposed Algorithms 1 and 2 , we set the following two lemmas.

Lemma 2. Suppose the stopping criterion of Algorithm 1 holds for $\lambda=\lambda^{N}$, then the following inequalities hold

$$
f\left(x_{\delta}(\lambda)\right)-f\left(x^{*}\right) \leqslant \varepsilon+\delta, \quad g\left(x_{\delta}(\lambda)\right) \leqslant \frac{\varepsilon}{\lambda}
$$

For the case $\delta=\varepsilon$ we get

$$
f\left(x_{\delta}(\lambda)\right)-f\left(x^{*}\right) \leqslant 2 \varepsilon, \quad g\left(x_{\delta}(\lambda)\right) \leqslant \frac{\varepsilon}{\lambda}
$$

Proof. Let $\lambda^{*}$ be a solution of the dual problem (7). Denote $x^{*}=x\left(\lambda^{*}\right)$. Then we get the following relation

$$
\begin{aligned}
f\left(x_{\delta}(\lambda)\right)+\lambda g\left(x_{\delta}(\lambda)\right) & \leqslant f(x(\lambda))+\lambda g(x(\lambda))+\delta=\varphi(\lambda)+\delta \\
& \leqslant \varphi\left(\lambda^{*}\right)+\delta=f\left(x^{*}\right)+\lambda^{*} \underbrace{g\left(x^{*}\right)}_{\leqslant 0}+\delta \leqslant f\left(x^{*}\right)+\delta .
\end{aligned}
$$

Consequently,

$$
f\left(x_{\delta}(\lambda)\right)-f\left(x^{*}\right) \leqslant-\lambda g\left(x_{\delta}(\lambda)\right)+\delta \leqslant \varepsilon+\delta
$$

due to the stopping criterion of Algorithm 1, as required. The inequality $g\left(x_{\delta}(\lambda)\right) \leqslant \frac{\varepsilon}{\lambda}$ follows from the stopping criterion of Algorithm 1 (see item 9).

Also an analogue of Lemma 2 takes place.
Lemma 3. Suppose the stopping criterion of Algorithm 2 holds for $\lambda=\lambda^{N}$, then the following inequalities hold

$$
f\left(x_{\delta}(\lambda)\right)-f\left(x^{*}\right) \leqslant \lambda \varepsilon+\delta, \quad g\left(x_{\delta}(\lambda)\right) \leqslant \varepsilon
$$

For the case $\delta=\varepsilon$ we get

$$
f\left(x_{\delta}(\lambda)\right)-f\left(x^{*}\right) \leqslant(\lambda+1) \varepsilon, \quad g\left(x_{\delta}(\lambda)\right) \leqslant \varepsilon
$$

Remark 2. Let us analyze Lemmas 2 and 3. Algorithm 1 (Lemma 2) guarantees the desirable accuracy of the solution with respect to the objective function, but, possibly, unsatisfactory accuracy of the solution with respect to the constraint, as the estimate is huge in case $\lambda$ is small. Algorithm 2 (Lemma 3) provides the desirable accuracy of the solution with respect to the constraint and, possibly, unsatisfactory accuracy of the solution with respect to the objective function in case $\lambda$ is huge. So one of the Algorithms 1, 2 surely guarantees the desirable accuracy with respect to both the objective function and the constraint.

### 3.3 Estimates of the Rate of Convergence for Lipschitz-Continuous Functionals

The idea of the proposed methods is the consistent decrease of the localization interval of the values of the dual variable $\lambda$. At each iteration of Algorithms 1 and 2 , this interval decreases by 2 times and every time contains $\lambda_{*}$, for which $\lambda_{*} g\left(x\left(\lambda_{*}\right)\right)=0($ for Algorithm 1)

$$
\lambda_{*} g\left(x\left(\lambda_{*}\right)\right)=\lambda_{*} \varphi^{\prime}\left(\lambda_{*}\right)=0
$$

or $g\left(x\left(\lambda_{*}\right)\right)=0($ for Algorithm 2)

$$
g\left(x\left(\lambda_{*}\right)\right)=\varphi^{\prime}\left(\lambda_{*}\right)=0 .
$$

By Theorem 2 for all $\lambda_{1}, \lambda_{2} \in\left[0 ; \lambda_{\max }\right]$

$$
\begin{equation*}
\left|\varphi^{\prime}\left(\lambda_{2}\right)-\varphi^{\prime}\left(\lambda_{1}\right)\right| \leqslant \frac{M_{g}^{2}}{\mu_{f}}\left|\lambda_{2}-\lambda_{1}\right| \tag{13}
\end{equation*}
$$

whence

$$
\begin{equation*}
\left|\lambda_{2} \varphi^{\prime}\left(\lambda_{2}\right)-\lambda_{1} \varphi^{\prime}\left(\lambda_{1}\right)\right| \leqslant\left(\left|\varphi^{\prime}(0)\right|+\frac{M_{g}^{2} \lambda_{\max }}{\mu_{f}}\right)\left|\lambda_{2}-\lambda_{1}\right|=C\left|\lambda_{2}-\lambda_{1}\right| \tag{14}
\end{equation*}
$$

where $C=\left|\varphi^{\prime}(0)\right|+\frac{M_{g}^{2} \lambda_{\max }}{\mu_{f}}$. Therefore, the achievement of the stopping criterion for Algorithm 2 (item 9) is possible with

$$
\lambda_{\max }^{N}-\lambda_{\min }^{N}=\frac{\lambda_{\max }}{2^{N}} \leqslant \frac{\varepsilon}{2 C}
$$

i.e.

$$
N \geqslant \log _{2} \frac{2 C \lambda_{\max }}{\varepsilon}
$$

So, Algorithm 1 stops after no more than

$$
O\left(\log _{2} \frac{M_{g}^{2} \lambda_{\max }^{2}}{\varepsilon \mu_{f}}\right)
$$

iterations. Similarly, if there is $\lambda_{*}: \varphi^{\prime}\left(\lambda_{*}\right)=0$, then (14) means that Algorithm 2 stops after no more than

$$
O\left(\log _{2} \frac{M_{g}^{2} \lambda_{\max }}{\varepsilon \mu_{f}}\right)
$$

iterations.
Let us analyze the rate of convergence of proposed Algorithms 1 and 2 . We need some results from [2] concerning a strongly convex objective function.

Method which guarantees an optimal rate of convergence for the problem (6) is an algorithm based on the restarting of another Adaptive Mirror Descent Algorithm. Information concerning the ordinary Adaptive Mirror Descent Algorithm and the algorithm with its restart can be found in Sect. 4 (Algorithms 3 and 4 respectively). In each iteration of Algorithms 1 and 2 the auxiliary problem

$$
x_{\delta}(\lambda)=\arg \min _{x \in Q}\{f(x)+\lambda g(x)\}
$$

is being solved inexactly with the accuracy $\delta$, which means

$$
f\left(x_{\delta}(\lambda)\right)+\lambda g\left(x_{\delta}(\lambda)\right)-f\left(x^{*}(\lambda)\right)+\lambda g\left(x^{*}(\lambda)\right) \leqslant \delta
$$

where the function $f(x)+\lambda g(x)$ is strongly convex and satisfies the Lipschitz condition for any fixed $\lambda$ due to the properties of the functions $f(x)$ and $g(x)$.

To solve the auxiliary problem of minimization of the functional $F_{\lambda}(x)=$ $f(x)+\lambda g(x)$, we use the standard gradient method. Let us note an important statement [1]. After $k$ iterations of the standard projected subgradient method the following inequality holds

$$
F_{\lambda}\left(x^{k}\right)-F_{\lambda}\left(x^{*}\right) \leqslant \frac{2 M_{F_{\lambda}}^{2}}{k \cdot \mu_{f}}
$$

where $M_{F_{\lambda}}=\max \left\{M_{f}, \lambda \cdot M_{g}\right\}$. Due to the strong convexity of $f$ we have

$$
F_{\lambda}(x) \geqslant F_{\lambda}\left(x^{*}\right)+\left\langle\nabla F_{\lambda}\left(x^{*}\right), x-x^{*}\right\rangle+\frac{\mu_{f}}{2}\left\|x-x^{*}\right\|_{2}^{2} \geqslant F_{\lambda}\left(x^{*}\right)+\frac{\mu_{f}}{2}\left\|x-x^{*}\right\|_{2}^{2}
$$

So,

$$
\left\|x-x^{*}\right\|_{2}^{2} \leqslant \frac{2}{\mu_{f}}\left(F_{\lambda}(x)-F_{\lambda}\left(x^{*}\right)\right)
$$

Taking $x=x^{k}$ the following estimate holds

$$
\left\|x-x^{*}\right\|_{2}^{2} \leqslant \frac{4 M_{F}^{2}}{k \cdot \mu_{f}^{2}} \leqslant \delta^{2}
$$

Thus, the required number of iterations does not exceed

$$
k=\frac{4 M_{F}^{2}}{\mu_{f}^{2} \delta^{2}} .
$$

Now by using Theorem 2 and taking into account the complexity $O\left(\log _{2}\left(\frac{1}{\varepsilon}\right)\right)$ of the dichotomy in Algorithms 1 and 2, the general complexity is

$$
O\left(\frac{1}{\delta^{2}} \log _{2} \frac{1}{\varepsilon}\right) .
$$

Remark 3. If $\delta=\varepsilon$ then the general complexity of Algorithms 1 and 2:

$$
O\left(\frac{1}{\varepsilon^{2}} \log _{2} \frac{1}{\varepsilon}\right) .
$$

### 3.4 Estimate for Composite Formulation

Let us emphasize an important remark. Let $f$ have a Lipschitz-continuous gradient, with a constant $L_{f}$

$$
\|\nabla f(x)-\nabla f(y)\|_{2} \leqslant L_{f}\|x-y\|_{2} \forall x, y \in Q,
$$

and $g$ be a so-called simple function, i.e. $g$ is a non-smooth convex function of a simple structure. The latter means that Lebesgue sets

$$
\begin{equation*}
\Lambda_{y}=\{x \in Q: g(x)<y\} \tag{15}
\end{equation*}
$$

have a simple structure. For example, to such problems can be attributed the LASSO problem [3, 9, 12]:

$$
\begin{equation*}
\frac{1}{2}\|A x-b\|_{2}^{2}+\lambda\|x\|_{1} \rightarrow \min _{x \in \mathbb{R}^{n}} \tag{16}
\end{equation*}
$$

where $A$ is a matrix of $(m \times n)$ dimension, $b \in \mathbb{R}^{m}, \lambda$ is a regularization parameter and $\|\cdot\|_{1}$ denotes the standard $l_{1}$-norm.

Then we can use the following gradient-type procedure

$$
\begin{equation*}
x^{k+1}=\arg \min _{x \in Q}\left\{\left\langle\nabla f\left(x^{k}\right), x-x^{k}\right\rangle+\lambda g(x)+\frac{L_{f}}{2}\left\|x-x^{k}\right\|_{2}^{2}\right\} . \tag{17}
\end{equation*}
$$

For the method (17) we can achieve $\|x-x(\delta)\|_{2} \leqslant \varepsilon$ after

$$
\sqrt{\frac{L_{f}}{\mu}} \log _{2} \frac{1}{\delta}
$$

iterations of the method (17) [9]. In such a case, the general complexity of Algorithms 1 and 2:

$$
\begin{equation*}
O\left(\log _{2} \frac{1}{\delta} \log _{2} \frac{1}{\varepsilon}\right) \tag{18}
\end{equation*}
$$

The convergence rate is similar in the case when $g$ is a smooth convex function of a simple structure (see (15)). Let $g$ have a Lipschitz-continuous gradient, with a constant $L_{g}$

$$
\|\nabla g(x)-\nabla g(y)\|_{2} \leqslant L_{g}\|x-y\|_{2} \forall x, y \in Q
$$

and $f$ be a non-smooth convex function. Then we can use the following gradienttype procedure

$$
\begin{equation*}
x^{k+1}=\arg \min _{x \in Q}\left\{\left\langle\lambda \nabla g\left(x^{k}\right), x-x^{k}\right\rangle+f(x)+\frac{\lambda L_{g}}{2}\left\|x-x^{k}\right\|_{2}^{2}\right\} . \tag{19}
\end{equation*}
$$

For the method (19) we can achieve $\|x-x(\delta)\|_{2} \leqslant \varepsilon$ after

$$
\sqrt{\frac{\lambda L_{g}}{\mu_{f}}} \log _{2} \frac{1}{\delta}
$$

iterations of the method (19) and the general complexity (18) for Algorithms 1 and 2.

### 3.5 The Case of Smooth Functionals

Suppose functions $f$ and $g$ are smooth, i.e. there exist some $L_{f}, L_{g}$ such that

$$
\begin{aligned}
& \|\nabla f(x)-\nabla f(y)\|_{2} \leqslant L_{f}\|x-y\|_{2} \forall x, y \in Q \\
& \|\nabla g(x)-\nabla g(y)\|_{2} \leqslant L_{g}\|x-y\|_{2} \forall x, y \in Q
\end{aligned}
$$

Then the auxiliary problem

$$
\arg \min _{x \in Q} F_{\lambda}(x)
$$

where $F_{\lambda}(x)=f(x)+\lambda g(x)$, is also smooth and it can be solved, for example, with Gradient Descent [9]

$$
x^{k+1}=x^{k}-\alpha \nabla F_{\lambda}\left(x^{k}\right) .
$$

Note that $F_{\lambda}$ is a $\mu_{f}$-strongly convex function.
In such a case, the following estimate for the rate of convergence holds ([6], [9])

$$
\left\|x^{k}-x(\delta)\right\|_{2}^{2} \leqslant\left\|x^{0}-x(\delta)\right\|_{2}^{2}\left(1-\frac{\mu_{f}}{\max \left\{L_{f}, \lambda L_{g}\right\}}\right)^{k}
$$

It means that the complexity of Algorithms 1 and 2 is (18). For $\delta=\varepsilon$ the estimate (18) is

$$
O\left(\log _{2}^{2} \frac{1}{\varepsilon}\right)
$$

## 4 Comparison with Mirror Descent Algorithms

In this section, we compare the proposed methods with two variants of the Mirror Descent Algorithm. These are the classical variant and the one based on the restart method. Let us, according to [2], present basic information concerning Mirror Descent Algorithms. Assume that there exists a constant $\Theta_{0}>0$, that $\frac{1}{2}\left\|x-x^{*}\right\|_{2}^{2} \leq \Theta_{0}^{2}$. If there is a set of solutions of the problem $\left\{x_{i}^{*}\right\}$, assume that

$$
\min _{x^{*} \in\left\{x_{i}^{*}\right\}} \frac{1}{2}\left\|x-x^{*}\right\|_{2}^{2} \leq \Theta_{0}^{2} .
$$

The standard definition of the mirror descent operator with Euclidean proximal setup is defined as

$$
\operatorname{Mirr}_{x}(p)=\arg \min _{v \in Q}\left\{\langle p, v\rangle+\frac{1}{2}\|x-v\|_{2}^{2}\right\} \text { for each } x \in Q \text { and } p \in E^{*}
$$

and assume that it is easily computable.

```
Algorithm 3. Adaptive Mirror Descent Algorithm.
Require: \(\varepsilon>0, \Theta_{0}\) s.t. \(\frac{1}{2}\left\|x-x^{*}\right\|_{2}^{2} \leqslant \Theta_{0}^{2}\).
    \(x^{0}=\operatorname{argmin}_{x \in Q} \frac{1}{2}\left\|x-x^{*}\right\|_{2}^{2}\)
    \(I=: \emptyset\)
    \(N \leftarrow 0\)
    repeat
        if \(g\left(x^{N}\right) \leqslant \varepsilon\) then
            \(M_{N}=\left\|\nabla f\left(x^{N}\right)\right\|_{2}, h_{N}=\frac{\varepsilon}{M_{N}^{2}}\)
            \(x^{N+1}=\operatorname{Mirr}_{x^{N}}\left(h_{N} \nabla f\left(x^{N}\right)\right)\) "productive step"
            \(N \rightarrow I\)
        else
            \(M_{N}=\left\|\nabla g\left(x^{N}\right)\right\|_{2}, h_{N}=\frac{\varepsilon}{M_{N}^{2}}\)
            \(x^{N+1}=\operatorname{Mirr}_{x^{N}}\left(h_{N} \nabla g\left(x^{N}\right)\right)\) "non-productive step"
            end if
            \(N \leftarrow N+1\)
    until \(\sum_{j=0}^{N-1} \frac{1}{M_{j}^{2}} \geqslant 2 \frac{\Theta_{0}^{2}}{\varepsilon^{2}}\)
Ensure: \(\bar{x}^{N}:=\frac{\sum_{k \in I} x^{k} h_{k}}{\sum_{k \in I} h_{k}}\)
```

Theorem 3. Let the functionals $f$ and $g$ satisfy the Lipschitz condition with constants $M_{f}$ and $M_{g}$ respectively. Then Algorithm 3 works no more than

$$
N=\left\lceil\frac{2 \max \left\{M_{f}^{2}, M_{g}^{2}\right\} \Theta_{0}^{2}}{\varepsilon^{2}}\right\rceil
$$

iterations, and the point $\bar{x}^{N}$ is a $\varepsilon$-solution of (6). It means that

$$
\begin{equation*}
f\left(\bar{x}^{k}\right)-f\left(x^{*}\right) \leq \varepsilon, \quad g\left(\bar{x}^{k}\right) \leq \varepsilon \tag{20}
\end{equation*}
$$

Consider the case of $\mu$-strong convex $f$ and $g$. We need to modify some proposed assumptions. Assume that

$$
x_{0}=\arg \min _{x \in Q} \frac{1}{2}\left\|x-x^{*}\right\|_{2}^{2}, \quad \frac{1}{2}\left\|x-x^{*}\right\|_{2}^{2} \leq \frac{\Omega}{2} \quad \forall x \in Q:\|x\|_{2} \leq 1
$$

where $\Omega$ is some known constant. Suppose that there exists some initial starting point $x_{0} \in Q$ and a number $R_{0}>0$ such that $\left\|x_{0}-x^{*}\right\|_{2}^{2} \leq R_{0}^{2}$.

```
Algorithm 4. Adaptive Mirror Descent Algorithm for Strongly Convex Func-
tions (with restart of Algorithm 3).
Require: accuracy \(\varepsilon>0\); starting point \(x_{0} ; \Omega\) s.t. \(\frac{1}{2}\left\|x-x^{*}\right\|_{2}^{2} \leq \frac{\Omega}{2} \forall x \in Q:\|x\|_{2} \leq 1\);
    strong convexity parameter \(\mu ; R_{0}\) s.t. \(\left\|x_{0}-x^{*}\right\|_{2}^{2} \leq R_{0}^{2}\).
    1: Set \(d_{0}(x)=\frac{1}{2}\left\|\left(\frac{x-x_{0}}{R_{0}}\right)-x^{*}\right\|_{2}^{2}\).
    2: Set \(p=1\).
    3: repeat
    4: \(\quad\) Set \(R_{p}^{2}=R_{0}^{2} \cdot 2^{-p}\).
    5: \(\quad\) Set \(\varepsilon_{p}=\frac{\mu R_{p}^{2}}{2}\).
    6: \(\quad\) Set \(x_{p}\) as the output of Algorithm 3 with accuracy \(\varepsilon_{p}\), prox-function \(d_{p-1}(\cdot)\) and
        \(\frac{\Omega}{2}\) as \(\Theta_{0}^{2}\).
    7: \(\quad d_{p}(x) \leftarrow \frac{1}{2}\left\|\left(\frac{x-x_{p}}{R_{p}}\right)-x^{*}\right\|_{2}^{2}\).
    8: \(\quad\) Set \(p=p+1\).
    9: until \(p>\log _{2} \frac{\mu R_{0}^{2}}{2 \varepsilon}\).
Ensure: \(x^{p}\).
```

Theorem 4. Assume that $f$ and $g$ satisfy the Lipschitz condition with constants $M_{f}$ and $M_{g}$ respectively. Then solving the $\mu$-strongly convex problem (6), Algorithm 4 works no more than

$$
k=\left\lceil\log _{2} \frac{\mu R_{0}^{2}}{2 \varepsilon}\right\rceil+\frac{32 \Omega \max \left\{M_{f}^{2}, M_{g}^{2}\right\}}{\mu \varepsilon}
$$

iterations. The output point $x_{p}$ of Algorithm 4 is satisfied to (20) and the following inequality holds

$$
\left\|x_{p}-x^{*}\right\|_{2}^{2} \leq \frac{2 \varepsilon}{\mu} .
$$

## 5 Numerical Experiments

To compare Algorithms 1, 2 and 4, a series of numerical experiments were carried out. Consider three different examples of strongly convex, Lipschitz-continuous objective functions, as follows

Example 1.

$$
f(x)=x_{1}^{2}+\sum_{i=1}^{n} i x_{i}^{2}+\frac{1}{100} \sum_{i=1}^{n}\left(\sum_{j=1}^{i} x_{j}\right)^{2}
$$

Example 2.

$$
f(x)=\sum_{i=1}^{n-1} i x_{i}^{2}+\sum_{i=1}^{n-2}\left(x_{i}+x_{i+1}+x_{i+2}\right)^{2}
$$

Example 3.

$$
f(x)=\sum_{i=1}^{n} i x_{i}^{4}+\frac{1}{2}\|x\|_{2}^{2}
$$

The functional constraint has the next form: $g(x)=\max _{1 \leq i \leq m}\left\{g_{i}(x)\right\}$, where

$$
g_{i}\left(\left(x_{1}, \ldots, x_{n}\right)\right)=\left\langle a_{i} x, x\right\rangle-5
$$

$a_{i}^{T}(i=1, \ldots, m)$ are the rows in the matrix $A \in \mathbb{R}^{m \times n}$ with entries drawn from the discrete uniform distribution in the half open interval $[1,6)$.

Let us choose the set $Q=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n} ; x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2} \leq 1\right\}$. For Algorithms 1 and 2, we choose $\lambda_{\text {min }}=0, \lambda_{\max }=\frac{f(\bar{x})}{-g(\bar{x})}$, where $\bar{x}$ is an arbitrary point such that $g(\bar{x})<0$. For Algorithm 4 we choose standard Euclidean proximal setup as prox-function, starting point $x_{0}=\frac{(1, \ldots, 1)}{\sqrt{n}}, \Theta_{0}=\sqrt{2}$ (i.e. $\Omega=4)$ and $R_{0}=1$.

For $\varepsilon=\frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16}, \frac{1}{32}$ the results of the work of Algorithms 1, 2 and 4, for Examples 1 and 2, when $n=200, m=100$, are represented in Figs. 1 and 2 below. For Example 3, when $n=1000$ and $m=100$, they are represented in Fig. 3. These results demonstrate the comparison of the running time (in seconds) for each algorithm, with different accuracy $\varepsilon$.

All experiments were implemented in Python 3.4, on a computer fitted with Intel(R) Core(TM) i7-8550U CPU @ $1.80 \mathrm{GHz}, 1992 \mathrm{Mhz}, 4$ Core(s), 8 Logical Processor(s). The RAM of the computer is 8 GB .

In general, from all experiments conducted, we can see that Algorithm 1 is the best algorithm, the efficiency of this algorithm is represented by its very high execution speed, where by this algorithm one needs a few seconds to achieve the solution and to reach its stopping criterion. In some details, from Fig. 1 and Fig. 2, for Examples 1 and 2 when $n=200, m=100$, one can see that, according to the running time of each algorithm, Algorithm 1 works better than Algorithm 2, which works better than Algorithm 4. We note that the running time of Algorithm 4 is very long compared with the running time of Algorithms 1 and 2. Therefore, for the objective functions in Examples 1 and 2 (quadratic functions), we can see that Algorithm 4 works badly, unlike Algorithm 1. For Example 3 when $n=1000, m=100$, from Fig. 3, we can see that Algorithm 1 is still the best, but now Algorithm 4 works better than Algorithm 2. We note that the difference between the running time of Algorithms 1 and 4 is very small, but it is very long compared with the running time of Algorithm 2.


Fig. 1. Example $1, n=200$. Fig. 2. Example $2, n=200$. Fig. 3. Example $3, n=1000$.
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#### Abstract

We consider optimization methods for convex minimization problems under inexact information on the objective function. We introduce inexact model of the objective, which as a particular cases includes inexact oracle [16] and relative smoothness condition [36]. We analyze gradient method which uses this inexact model and obtain convergence rates for convex and strongly convex problems. To show potential applications of our general framework we consider three particular problems. The first one is clustering by electorial model introduced in [41]. The second one is approximating optimal transport distance, for which we propose a Proximal Sinkhorn algorithm. The third one is devoted to approximating optimal transport barycenter and we propose a Proximal Iterative Bregman Projections algorithm. We also illustrate the practical performance of our algorithms by numerical experiments.


Keywords: Gradient method • Inexact oracle • Strong convexity • Relative smoothness • Bregman divergence

## 1 Introduction

In this paper we consider optimization methods for convex problems under inexact information on the objective function. This information is given by an object,
which we call inexact model. Inexact model generalizes the inexact oracle introduced in [16], where inexactness is assumed to be present in the objective value and its gradient. The authors show that, based on these two objects, it is possible to construct a linear function, which is a lower approximation and, up to a quadratic term, an upper approximation of the objective, and these two approximations are enough to obtain convergence rates for gradient method and accelerated gradient method. We go beyond and assume that the approximations of the objective are given through some function, which is not necessarily linear.

This allows us to construct general gradient-type method which is applicable in for different problem classes and allows to obtain convergence rates in these situations as a corollary of our general theorem. Besides convex problems we focus also on strongly convex objectives and illustrate the application of our general theory by two examples. The first example is data clustering by electoral model [41]. The second example relates to Wasserstein distance and barycenter, which are widely used in data analysis [12,13].

Many optimization methods use some model of the objective function to define a step by minimization of this model. Usually the model is constructed using exact first-order [18,39,43], second-order [42], or higher-order information [ 9,40$]$ information on the objective. The influence of inexactness on the convergence of gradient-type methods have being studied at least since [46]. Accelerated first-order methods with inexact oracle are studied in [11, 14, 16, 21, 37]. Some recent works study also non-convex problems in this context [8,19]. Randomized methods with inexact oracle are also studied in the literature, e.g. coordinate descent in $[27,53]$, random gradient-free methods and random directional derivative methods in [22,23]. A method with inexact oracle for variational inequalities can be found in [26].

The contributions of this paper can be summarized as follows.
We introduce an inexact model of the objective function for convex optimization problems and strongly convex optimization problems.
$\square$ We introduce and theoretically analyze a gradient-type method for convex and strongly convex problems with an inexact model of the objective function. For the latter case we prove linear rate of convergence.
$\square$ We apply our method to, generally speaking, non-convex optimization problem which arises in clustering model introduced in [41]. To do this we construct an inexact model and apply our general algorithms and convergence theorems.
$\square$ We apply our general framework for Wasserstein distance and barycenter problems and show that it allows to construct a proximal á la [10] version of the Sinkhorn's algorithm [49] and Iterative Bregman Projection algorithm [5].

Notation. We define $\mathbf{1}=(1, \ldots, 1)^{T} \in \mathbb{R}^{n}, K L(z \mid t)$ to be the Kullback-Leibler divergence: $K L(z \mid t)=\sum_{k=1}^{n} z_{k} \ln \left(z_{k} / t_{k}\right), \forall z, t \in S_{n}(1)$, where $S_{n}(1)$ is the standard simplex in $\mathbb{R}^{n}$. We also denote by $\odot$ the entrywise product of two matrices.

## 2 Gradient Methods with Inexact Model of the Objective

Consider the convex optimization problem

$$
\begin{equation*}
f(x) \rightarrow \min _{x \in Q} \tag{1}
\end{equation*}
$$

where function $f$ is convex and $Q \subseteq \mathbb{R}^{n}$ is a simple convex compact set. Moreover, assume that $\min _{x \in Q} f(x)=f\left(x_{*}\right)$ for some $x_{*} \in Q$.

To solve this problem, we introduce a norm $\|\cdot\|$ on $\mathbb{R}^{n}$ and a prox-function $d(x)$ which is continuous and convex. We underline that, unlike most of the literature, we do not require $d$ to be strongly convex.

Without loss of generality, we assume that $\min _{x \in \mathbb{R}^{n}} d(x)=0$. Further, we define Bregman divergence $V[y](x):=d(x)-d(y)-\langle\nabla d(y), x-y\rangle$. Next we define the inexact model of the objective function, which generalizes the inexact oracle of [16] (see also [8,21, 24, 29, 52, 54]).

Definition 1. Let function $\psi_{\delta}(x, y)$ be convex in $x \in Q$ and satisfy $\psi_{\delta}(x, x)=0$ for all $x \in Q$.
(i) We say that $\psi_{\delta}(x, y)$ is a $(\delta, L)$-model of the function $f$ at a given point $y$ with respect to $V[y](x)$ iff, for all $x \in Q$, the inequality

$$
0 \leq f(x)-\left(f(y)+\psi_{\delta}(x, y)\right) \leq L V[y](x)+\delta
$$

holds for some $L, \delta>0$.
(ii) We say that $\psi_{\delta}(x, y)$ is a $(\delta, L, \mu)$-model of the function $f$ at a given point $y$ with respect to $V[y](x)$ iff, for all $x \in Q$, the inequality

$$
\begin{equation*}
\mu V[y](x) \leq f(x)-\left(f(y)+\psi_{\delta}(x, y)\right) \leq L V[y](x)+\delta \tag{2}
\end{equation*}
$$

Note that we allow $L$ to depend on $\delta$. We refer to the case (i) as convex case and to the case (ii) as strongly convex case.

Remark 1. In the particular case of function $f$ possessing $(\delta, L)$-oracle [16] at a given point $y$, one has

$$
0 \leq f(x)-f(y)-\left\langle g_{\delta}(y), x-y\right\rangle \leq \frac{L}{2}\|x-y\|^{2}+\delta
$$

and $\psi_{\delta}(x, y)=\left\langle g_{\delta}(y), x-y\right\rangle$. In the same way, if function $f$ is equipped with $(\delta, L, \mu)$-oracle [17], i.e.,

$$
\frac{\mu}{2}\|x-y\|^{2} \leq f(x)-f(y)-\left\langle g_{\delta, L, \mu}(y), x-y\right\rangle \leq \frac{L}{2}\|x-y\|^{2}+\delta \quad \forall x \in Q
$$

we have $\psi_{\delta}(x, y)=\left\langle g_{\delta, L, \mu}(y), x-y\right\rangle$.
The algorithms we develop are based on solving auxiliary simple problems on each iteration. We assume that these problems can be solved inexactly and, following [4] introduce a definition of inexact solution of a problem.

Definition 2. Consider a convex minimization problem

$$
\begin{equation*}
\phi(x) \rightarrow \min _{x \in Q \subseteq \mathbb{R}^{n}} \tag{3}
\end{equation*}
$$

If $\phi$ is smooth, we say that we solve it with $\widetilde{\delta}$-'precision' $(\widetilde{\delta} \geq 0)$ if we find $\tilde{x}$ s.t. $\max _{x \in Q}\langle\nabla \phi(\tilde{x}), \tilde{x}-x\rangle=\widetilde{\delta}$. If $\phi$ is general convex, we say that we solve this problem with $\widetilde{\delta}$-'precision' if we find $\tilde{x}$ s.t. $\exists h \in \partial \phi(\widetilde{x}),\left\langle h, x_{*}-\widetilde{x}\right\rangle \geq-\widetilde{\delta}$. In both cases we denote this $\tilde{x}$ as $\operatorname{argmin}_{x \in Q}^{\widetilde{\delta}} \phi(x)$.

We notice that the case $\widetilde{\delta}=0$ corresponds to the case when $\tilde{x}$ is an exact solution of convex optimization problem (3) [4,39].

The connection of Definition 2 with standard definitions of inexact solution, e.g. in terms of the objective residual, can be found in Appendix $G$ of the full version of the paper [51].

### 2.1 Convex Case

In this subsection we describe a gradient-type method for problems with $(\delta, L)$ model of the objective. This algorithm is a natural extension of gradient method, see [29,52,54].

```
Algorithm 1. Gradient method with \((\delta, L)\)-model of the objective.
    Input: \(x_{0}\) is the starting point, \(L>0\) and \(\delta, \widetilde{\delta}>0\).
    for \(k \geq 0\) do
                                    \(\phi_{k+1}(x):=\psi_{\delta}\left(x, x_{k}\right)+L V\left[x_{k}\right](x), \quad x_{k+1}:=\arg \min _{x \in Q} \tilde{\delta}^{\tilde{\delta}} \phi_{k+1}(x)\).
    end for
Output: \(\bar{x}_{N}=\frac{1}{N} \sum_{k=0}^{N-1} x_{k+1}\)
```

Theorem 1. Let $V\left[x_{0}\right]\left(x_{*}\right) \leq R^{2}$, where $x_{0}$ is the starting point, and $x_{*}$ is the nearest minimum point to the point $x_{0}$ in the sense of Bregman divergence $V[y](x)$. Then, for the sequence, generated by Algorithm 1 the following inequality holds:

$$
f\left(\bar{x}_{N}\right)-f\left(x_{*}\right) \leq \frac{L R^{2}}{N}+\widetilde{\delta}+\delta
$$

In Appendix A of the full version of the paper [51] we prove this theorem and provide an adaptive version of Algorithm 1, which does not require knowledge of the constant $L$.

### 2.2 Strongly Convex Case

In this subsection we consider problem (1) with $(\delta, L, \mu)$-model of the objective function satisfying (2). This more strong assumption allows us to obtain linear rate of convergence of the proposed algorithm. Our algorithm is listed as Algorithm 2 and it is a version of Algorithm 1, which is adaptive to possibly unknown constant $L$.

```
Algorithm 2. Adaptive gradient method with an oracle using the ( \(\delta, L, \mu\) )-model
    Input: \(x_{0}\) is the starting point, \(\mu>0 L_{0} \geq 2 \mu\) and \(\delta\).
    Set \(S_{0}:=0\)
    for \(k \geq 0\) do
        Find the smallest \(i_{k} \geq 0\) such that
```

$$
f\left(x_{k+1}\right) \leq f\left(x_{k}\right)+\psi_{\delta}\left(x_{k+1}, x_{k}\right)+L_{k+1} V\left[x_{k}\right]\left(x_{k+1}\right)+\delta,
$$

where $L_{k+1}=2^{i_{k}-1} L_{k}$ for $L_{k} \geq 2 \mu$ and $L_{k+1}=2^{i_{k}} L_{k}$ for $L_{k}<2 \mu$, $\alpha_{k+1}:=\frac{1}{L_{k+1}}, S_{k+1}:=S_{k}+\alpha_{k+1}$.

$$
\phi_{k+1}(x):=\psi_{\delta}\left(x, x_{k}\right)+L_{k+1} V\left[x_{k}\right](x), \quad x_{k+1}:=\arg \min _{x \in Q} \widetilde{\delta} \phi_{k+1}(x) .
$$

5: end for
Output: $\bar{x}_{N}=\frac{1}{S_{N}} \sum_{k=0}^{N-1} \frac{x_{k+1}}{L_{k+1}}$

Let's introduce average parameter $\hat{L}$ :

$$
1-\frac{\mu}{\hat{L}}=\sqrt[k+1]{\left(1-\frac{\mu}{L_{k+1}}\right)\left(1-\frac{\mu}{L_{k}}\right) \ldots\left(1-\frac{\mu}{L_{1}}\right)}
$$

Note that by $L_{i} \geq \mu(i=1,2, \ldots)$

$$
\min _{1 \leq i \leq k+1} L_{i} \leq \hat{L} \leq \max _{1 \leq i \leq k+1} L_{i} \leq 2 L
$$

The following result holds.
Theorem 2. Let $\psi_{\delta}(x, y)$ is a $(\delta, L, \mu)$-model for $f$ w.r.t. $V[y](x)$. Then, after $k$ iterations of Algorithm 2, we have

$$
\begin{gathered}
V\left[x_{k+1}\right]\left(x_{*}\right) \leq \frac{2 L(\delta+\widetilde{\delta})}{\mu^{2}}\left(1-\left(1-\frac{\mu}{2 L}\right)^{k+1}\right)+\left(1-\frac{\mu}{\hat{L}}\right)^{k+1} V\left[x_{0}\right]\left(x_{*}\right), \\
f\left(x_{k+1}\right)-f\left(x_{*}\right) \leq \frac{4 L^{2}(\delta+\widetilde{\delta})}{\mu^{2}}\left(1-\left(1-\frac{\mu}{2 L}\right)^{k+1}\right)+2 L\left(1-\frac{\mu}{\hat{L}}\right)^{k+1} V\left[x_{0}\right]\left(x_{*}\right) .
\end{gathered}
$$

The details of proof can be found in Appendix B of the full version of the paper [51]. Note that Algorithm 1 also has linear convergence rate for the strongly
convex case. The details can be found in Appendix C of the full version of the paper [51]. The benefit of Algorithm 1 is that there is no need to know the strong convexity parameter $\mu$ for the algorithm to work. On the other hand, this parameter is needed for assessing the quality of the solution returned by the algorithm. The benefit of the adaptive version is that it does not require to know the value of the parameter $L$ and adapts to it. Moreover, the parameter $L$ can be different for the model at different points and the algorithm adapts also for the local value of this parameter.

## 3 Clustering by Electorial Model

In this section we consider clustering model introduced in [41]. In this model voters (data points) choose a party (cluster) in an iterative manner by alternative minimization of the following function.

$$
\begin{equation*}
f_{\mu_{1}, \mu_{2}}(x=(z, p))=g(x)+\mu_{1} \sum_{k=1}^{n} z_{k} \ln z_{k}+\frac{\mu_{2}}{2}\|p\|_{2}^{2} \rightarrow \min _{z \in S_{n}(1), p \in \mathbb{R}_{+}^{m}} \tag{4}
\end{equation*}
$$

where $\mathbb{R}_{+}^{m}$ is a non-negative orthant and $S_{n}(1)$ is the standard $n$-dimensional simplex in $\mathbb{R}^{n}$.

The vector $z$ contains probabilities with which voters choose the considered party, and vector $p$ describes the position of the party in the space of voter opinions. The minimized potential is the result of combining two optimization problems into one: voters choose the party whose position is closest to their personal opinion and the party adjusts its position minimizing dispersion and trying not to go too far from its initial position. Yu. Nesterov in [41] used sequential elections process to show that under some natural assumptions the process convergence and gives the clustering of the data-points. This was done for a particular choice of the function $g$ which has limited interpretability. We show, how our framework of inexact model of the objective allows to construct a gradienttype method for the case of general function $g$, which is not necessarily convex.

Assume that $g(x)$ (generally, non-convex) is a function with $L_{g}$-Lipschitz continuous gradient:

$$
\|\nabla g(x)-\nabla g(y)\|_{*} \leq L_{g}\|x-y\| \quad \forall x, y \in S_{n}(1) \times \mathbb{R}_{+}^{m}
$$

and, following [41], the numbers $\mu_{1}, \mu_{2}$ are chosen such that $L_{g} \leq \mu_{1}$ and $L_{g} \leq \mu_{2}$.

The norm $\|\cdot\|$ in $S_{n}(1) \times \mathbb{R}_{+}^{m}$ is defined as $\|(z, p)\|^{2}=\|z\|_{1}^{2}+\|p\|_{2}^{2}$, where $\|z\|_{1}=\sum_{k=1}^{n} z_{k}$ and $\|p\|_{2}=\sqrt{\sum_{k=1}^{m} p_{k}^{2}}$. The correctness of this definition is proven in Appendix I of the full version of the paper [51].

It can be shown that

$$
\begin{aligned}
\psi_{\delta}(x, y) & =\langle\nabla g(y), x-y\rangle-L_{g} \cdot K L\left(z_{x} \mid z_{y}\right)-\frac{L_{g}}{2}\left\|p_{x}-p_{y}\right\|_{2}^{2} \\
& +\mu_{1}\left(K L\left(z_{x} \mid \mathbf{1}\right)-K L\left(z_{y} \mid \mathbf{1}\right)\right)+\frac{\mu_{2}}{2}\left(\left\|p_{x}\right\|_{2}^{2}-\left\|p_{y}\right\|_{2}^{2}\right)
\end{aligned}
$$

is a $\left(0,2 L_{g}\right)$-model of $f_{\mu_{1}, \mu_{2}}(x)$ in $x$ with respect to the following Bregman divergence

$$
V[y](x)=K L\left(z_{x} \mid z_{y}\right)+\frac{1}{2}\left\|p_{x}-p_{y}\right\|_{2}^{2}
$$

The proof is detailed in Appendix I of the full version of the paper [51].
Further, for the case $\min \left\{\mu_{1}, \mu_{2}\right\}>L_{g} \psi_{\delta}(x, y)$ is a strongly convex w.r.t. $V[y](x)$ :

$$
\begin{align*}
\psi_{\delta}(x, y)=\psi_{\delta}^{l i n}(x, y) & +\left(\mu_{1}-L_{g}\right) \cdot K L\left(z_{x} \mid z_{y}\right)+\frac{\mu_{2}-L_{g}}{2}\left\|p_{x}-p_{y}\right\|_{2}^{2}  \tag{5}\\
& \geq\left(\min \left\{\mu_{1}, \mu_{2}\right\}-L_{g}\right) \cdot V[y](x)
\end{align*}
$$

where

$$
\psi_{\delta}^{l i n}(x, y)=\langle\nabla g(y), x-y\rangle+\mu_{1}\left\langle\nabla K L\left(z_{y} \mid 1\right), z_{x}-z_{y}\right\rangle+\mu_{2}\left\langle p_{y}, p_{x}-p_{y}\right\rangle
$$

is linear in $y$. The proof of (5) is given in Appendix I of the full version of the paper [51].

Thus, $\psi_{\delta}^{l i n}(x, y)$ is a $\left(0, \max \left\{\mu_{1}, \mu_{2}\right\}+L_{g}, \min \left\{\mu_{1}, \mu_{2}\right\}-L_{g}\right)$-model of the function $f_{\mu_{1}, \mu_{2}}$ :

$$
f_{\mu_{1}, \mu_{2}}(y)+\psi_{\delta}^{l i n}(x, y)+\left(\min \left\{\mu_{1}, \mu_{2}\right\}-L_{g}\right) V[y](x) \leq f_{\mu_{1}, \mu_{2}}(x)
$$

and

$$
f_{\mu_{1}, \mu_{2}}(x) \leq f_{\mu_{1}, \mu_{2}}(y)+\psi_{\delta}^{l i n}(x, y)+\left(\max \left\{\mu_{1}, \mu_{2}\right\}+L_{g}\right) V[y](x)
$$

So, we can apply our Algorithms 1 and 2 to the problem (4).

## 4 Proximal Sinkhorn Algorithm for Optimal Transport

In this section we consider the problem of approximating an optimal transport (OT) distance. Recently optimal transport distances has gained a lot of interest in machine learning and statistical applications [3,6,15, 28, 34, 45, 50]. To state the OT problem, assume that we are given two discrete probability measures $p, q \in S_{n}(1)$ and ground cost matrix $C \in \mathbb{R}_{+}^{n \times n}$, then the optimal transport problem is

$$
\begin{equation*}
\langle C, \pi\rangle \rightarrow \min _{\pi \in \mathcal{U}(p, q)}, \mathcal{U}(p, q)=\left\{\pi \in \mathbb{R}_{+}^{n \times n}: \pi \mathbf{1}=p, \pi^{T} \mathbf{1}=q\right\} \tag{6}
\end{equation*}
$$

where $\langle\cdot, \cdot \cdot\rangle$ denotes Frobenius dot product of matrices, $\pi$ is a transportation plan.

The above optimal transport problem is the Kantorovich [31] linear program (LP) formulation of the problem, which goes back to the Monge's problem [38].

The best known theoretical complexity for this linear program is ${ }^{1} \widetilde{O}\left(n^{2.5}\right)$, see [35]. However, there is no known practical implementation of this algorithm. In practice, the simplex method gives complexity $O\left(n^{3} \ln n\right)$ [44]. We follow the alternative approach based on entropic regularization of the OT problem [12]. We show how our general framework of inexact model of the objective allows to construct Proximal Sinkhorn algorithm with better computational stability in comparison with the standard Sinkhorn algorithm.

For any optimization problem (1), $\psi_{\delta}(x, y)=f(x)-f(y)$ satisfies Definition 1 with any $L \geq 0$. In this case, our Algorithm 1 becomes inexact Bregman proximal gradient method

$$
x_{k+1}=\arg \min _{x \in Q} \tilde{\delta}\left\{f(x)+L V\left[x_{k}\right](x)\right\} .
$$

Our idea is to apply this proximal method for the OT problem and approximately find the next iterate $x_{k+1}$ by Sinkhorn's algorithm [2,12,25,49]. The latter is made possible by the choice of $V$ as KL divergence, which makes the problem of finding the point $x_{k+1}$ to be an entropy-regularized OT problem, which, in turn, is efficiently solvable by the Sinkhorn algorithm.

Consider the iterates

$$
\begin{align*}
& \pi^{0}=p q^{T} \in \mathcal{U}(p, q), \quad \pi^{k+1}=\arg \min _{\pi \in \mathcal{U}(p, q)} \varepsilon / 2\left\{\langle C, \pi\rangle+L \cdot K L\left(\pi \mid \pi^{k}\right)\right\} \\
& =\arg \min _{\pi \in \mathcal{U}(p, q)}{ }^{\varepsilon / 2} K L\left(\pi \left\lvert\, \pi^{k} \odot \exp \left(-\frac{C}{L}\right)\right.\right), \tag{7}
\end{align*}
$$

which we call outer iterations. On each outer iteration we use Sinkhorn's algorithm 3 , which solves the minimization problem in (7) with accuracy $\tilde{\varepsilon}$ in terms of its objective residual. Notice that here $\varepsilon^{\prime}$ differs from the one from [2,25] as we need approximated solution to the regularized problem. Moreover, unlike [25] we use a slightly refined theoretical bounds for the Sinkhorn's algorithm not depending on vectors $p, q^{2}$.
Theorem 3. Let $\bar{\pi}^{N}=\frac{1}{N} \sum_{k=1}^{N} \pi^{k}$, where $\pi^{k}$ are the iterates of (7). Then, after $N=\frac{4 L \ln n}{\varepsilon}$ iterations, it holds that $\left\langle C, \bar{\pi}^{N}\right\rangle \leq \min _{\pi \in \mathcal{U}(p, q)}\langle C, \pi\rangle+\varepsilon$. Moreover, the accuracy $\tilde{\varepsilon}$ for the solution of (7) is sufficient to be set as $\widetilde{O}\left(\varepsilon^{4} /\left(L n^{4}\right)\right)$ and the complexity of Sinkhorn's Algorithm on $k$-th iteration is bounded as

$$
\begin{equation*}
n^{2} \widetilde{O}\left(\min \left\{\exp \left(\frac{\bar{c}_{k}}{L}\right)\left(\frac{\bar{c}_{k}}{L}+\ln \frac{\bar{c}_{k}}{\tilde{\varepsilon}}\right), \frac{\bar{c}_{k}^{2}}{L \tilde{\varepsilon}}\right\}\right) \tag{8}
\end{equation*}
$$

[^7]```
Algorithm 3. Sinkhorn's Algorithm
Input: Accuracy \(\tilde{\varepsilon}\), matrix \(K=e^{-C / \gamma}\), marginals \(p, q \in S_{n}(1)\).
    Set \(t=0, u^{0}=\ln p, v^{0}=\ln q, \varepsilon^{\prime}=\frac{\tilde{\varepsilon}}{4}\left(\max _{i, j} C_{i j}-\min _{i, j} C_{i j}+2 \gamma \ln \left(\frac{4 \gamma n^{2}}{\tilde{\varepsilon}}\right)\right)^{-1}\).
    repeat
        if \(t \bmod 2=0\) then
            \(u^{t+1}=u^{t}+\ln p-\ln \left(B\left(u^{t}, v^{t}\right) \mathbb{1}\right)\), where \(B(u, v):=\operatorname{diag}\left(e^{u}\right) K \operatorname{diag}\left(e^{v}\right)\)
            \(v^{t+1}=v^{t}\)
        else
            \(v^{t+1}=v^{t}+\ln q-\ln \left(B\left(u^{t}, v^{t}\right)^{T} \mathbb{1}\right)\)
            \(u^{t+1}=u^{t}\)
        end if
        \(t=t+1\)
    until \(\left\|B\left(u^{t}, v^{t}\right) \mathbb{1}-p\right\|_{1}+\left\|B\left(u^{t}, v^{t}\right)^{T} \mathbb{1}-q\right\|_{1} \leq \varepsilon^{\prime}\)
12: Find \(\hat{\pi}\) as the projection of \(B\left(u^{t}, v^{t}\right)\) on \(\mathcal{U}(p, q)\) by Algorithm 2 in [2].
Output: \(\hat{\pi}\).
```

where ${ }^{3}$

$$
\bar{c}_{k}=\|C\|_{\infty}+L \ln \left(\frac{\max _{i, j} \pi_{i j}^{k}}{\min _{i, j} \pi_{i j}^{k}}\right)
$$

Remark 2. The standard Sinkhorn's method can be seen as a particular case of our algorithm (7) with only one step. To obtain an $\varepsilon$-approximate solution of (6), the regularization parameter $L$ needs to be chosen $O(\varepsilon / \ln n)[2,25,30]$. This can lead to instability of the Sinkhorn's algorithm [48]. On the opposite, our Proximal Sinkhorn algorithm allows to run Sinkhorn's algorithm


Fig. 1. Adaptive choice of L with larger regularization parameter. This parameter can be chosen by minimization of the theoretical bound (8), which gives $L=\widetilde{O}\left(\|C\|_{\infty}\right)$. In practice one can choose this constant adaptively since we have a $(\delta, L)$-model for any $L$ and can vary $L$ from iteration to iteration. First, the inner problem (7) is solved with overestimated $L$. Then, we set $L:=L / 2$ and the problem is solved with the updated value of the parameter and so on until a significant increase (e.g. 10 times) in the complexity of the auxiliary entropy-linear programming problem in comparison with the initial complexity
$\overline{{ }^{3} \text { This bound }}$ is rough and typically $\bar{c}_{k}$ is smaller in practice. By proper rounding of $\pi^{k}$ one can guarantee (without loss of generality) that $\pi_{i j}^{k} \geq \varepsilon /\left(2 n^{2}\|C\|_{\infty}\right)$, which gives

$$
\frac{\bar{c}_{k}}{L}=\frac{\|C\|_{\infty}}{L}+\ln \left(\frac{2 n^{2}\|C\|_{\infty}}{\varepsilon}\right) .
$$

But, in practice there often is no need to make 'rounding' after each outer iteration.
is detected, see Fig. 1, where $N(L)$ is a number of required iterations of Sinkhorn algorithm to solve the inner problem with accuracy $\varepsilon$.

From the Theorem 3 and Remark 2 one can roughly estimate the total complexity of Proximal Sinkhorn algorithm as ${ }^{4} \widetilde{O}\left(n^{4} / \varepsilon^{2}\right)$.

We also mention several recent complexity bounds ${ }^{5}$ for the OT problem $\tilde{O}\left(n^{2} / \varepsilon^{3}\right)[2], \tilde{O}\left(n^{2} / \varepsilon^{2}\right)$ and $\tilde{O}\left(n^{2.5} / \varepsilon\right)[25], \tilde{O}\left(n^{2} / \varepsilon\right)[7,47], \tilde{O}\left(n / \varepsilon^{3+d}\right), d \geq 1[1]$.

### 4.1 Numerical Illustration

In this subsection we provide numerical illustration of the Proximal Sinkhorn algorithm. ${ }^{6}$ In the experiments we use a standard MNIST dataset with images scaled to a size $10 \times 10$. The vectors $p$ and $q$ contain the pixel intensities of the first and second images respectively. The value of $c_{i j}$ is equal to the Euclidean distance between the $i$-th pixel from the vector $p$ and the $j$-th pixel from the vector $q$ on the image pixel grid. For experiments with varying number of pixels $n$ the images are resized to be images of $10 \cdot m \times 10 \cdot m$ pixels, where $m \in \mathbb{N}$. We replace all the zero elements in $p$ and $q$ with $10^{-3}$ and, then, normalize these vectors.

Iteration number



Fig. 2. Comparison of iteration number of Sinkhorn's algorithm and total number of Sinkhorn steps in Proximal Sinkhorn's algorithm for different $L$.

Figure 2 shows that the growth rate of the iteration number with increasing accuracy or size of the problem for the Sinkhorn's algorithm is greater than for

[^8]Working time


Fig. 3. Comparison of working time of Sinkhorn's algorithm and Proximal Sinkhorn's algorithm with different $L$.
the Proximal Sinkhorn's method. At the same time, with a higher value of $L$ in proximal method, the iteration number is greater, and the growth rates with some precision are equal. The same type of dependence on the accuracy and the size of the problem can be seen for the working time (Fig. 3).

More experiments can be found in the full version of this paper [51], in particular, on the mean number of inner iterations ${ }^{7}$.

## 5 Proximal IBP Algorithm for Wasserstein Barycenter

In this section we consider a more complicated problem of approximating an OT barycenter. OT barycenter is a natural definition of a mean in a space endowed with an OT distance. Such barycenters are used in the analysis of data with geometric structure, e.g. images, and other machine learning applications [5, 13, 32, 33, 45].

For a set of probability measures $\left\{p_{1}, \ldots, p_{m}\right\}$, cost matrices $C_{1}, \ldots, C_{m} \in$ $\mathbb{R}_{+}^{n \times n}$, and $w \in S_{n}(1)$, the weighted barycenter of these measures is defined as a solution of the following convex optimization problem

$$
\begin{gathered}
\sum_{l=1}^{m} w_{l} \min _{\pi_{l} \in \mathcal{U}\left(p_{l}, q\right)}\left\langle C_{l}, \pi_{l}\right\rangle \rightarrow \min _{q \in S_{n}(1)} \Longleftrightarrow \sum_{l=1}^{m} w_{l}\left\langle C_{l}, \pi_{l}\right\rangle \rightarrow \min _{\pi \in \mathcal{C}_{1} \cap \mathcal{C}_{2}}, \\
\mathcal{C}_{1}=\left\{\boldsymbol{\pi}=\left[\pi_{1}, \ldots, \pi_{m}\right]: \forall l \pi_{l} \mathbb{1}=p_{l}\right\}, \quad \mathcal{C}_{2}=\left\{\pi=\left[\pi_{1}, \ldots, \pi_{m}\right]: \pi_{1}^{T} \mathbb{1}=\cdots=\pi_{m}^{T} \mathbb{1}\right\} .
\end{gathered}
$$

The idea is similar to the one in Sect. 4, namely, we use our framework to define a Proximal Iterative Bregman Projections algorithm.

[^9]The algorithm starts from the point $\boldsymbol{\pi}$ s.t. $\pi_{l}^{0}=\frac{1}{n} p_{l} \mathbb{1}^{T} \in \mathcal{U}\left(p_{l}, \mathbb{1} / n\right), l=$ $1, \ldots, m$ and iterates

$$
\begin{align*}
\boldsymbol{\pi}^{k+1} & =\arg \min _{\pi \in \mathcal{C}_{1} \cap \mathcal{C}_{2}}{ }^{\varepsilon / 2} \sum_{l=1}^{m} w_{l}\left\{\left\langle C_{l}, \pi_{l}\right\rangle+L \cdot K L\left(\pi_{l} \mid \pi_{l}^{k}\right)\right\} \\
& =\arg \min _{\pi \in \mathcal{C}_{1} \cap \mathcal{C}_{2}}{ }^{\varepsilon / 2} \sum_{l=1}^{m} w_{l} K L\left(\pi_{l} \left\lvert\, \pi_{l}^{k} \odot \exp \left(-\frac{C_{l}}{L}\right)\right.\right) . \tag{9}
\end{align*}
$$

These iterations are called outer iterations and on each such iteration, the Iterative Bregman Projections algorithm [5] listed as Algorithm 4 below is used to solve the auxiliary minimization problem.

```
Algorithm 4. Iterative Bregman Projection
Input: \(C_{1}, \ldots, C_{m}, p_{1}, \ldots, p_{m}, L>0, \tilde{\varepsilon}>0\)
    : \(u_{l}^{0}:=0, v_{l}^{0}:=0, K_{l}:=\exp \left(-\frac{C_{l}}{L}\right), l=1, \ldots, m\)
    repeat
        \(v_{l}^{t+1}:=\sum_{k=1}^{m} w_{k} \ln K_{k}^{T} e^{u_{k}^{t}}-\ln K_{l}^{T} e^{u_{l}^{t}}, \quad \mathrm{u}^{t+1}:=\mathrm{u}^{t}\)
        \(t:=t+1\)
        \(u_{l}^{t+1}:=\ln p_{l}-\ln K_{l} e^{v_{l}^{t}}, \quad \mathrm{v}^{t+1}:=\mathrm{v}^{t}\)
        \(t:=t+1\)
    until \(\sum_{l=1}^{m} w_{l}\left\|B_{l}^{T}\left(u_{l}^{t}, v_{l}^{t}\right) \mathbb{1}-\bar{q}^{t}\right\|_{1} \leq \frac{\tilde{\varepsilon}}{4 \max _{l}\left\|C_{l}\right\|_{\infty}}\), where \(\quad B_{l}\left(u_{l}, v_{l}\right)=\)
    \(\operatorname{diag}\left(e^{u_{l}}\right) K_{l} \operatorname{diag}\left(e^{v_{l}}\right), \bar{q}^{t}:=\sum_{l=1}^{m} w_{l} B_{l}^{T}\left(u_{l}^{t}, v_{l}^{t}\right) \mathbb{1}\)
    \(q:=\frac{1}{\sum_{l=1}^{m} w_{l}\left\langle\mathbb{1}, B_{l} \mathbb{1}\right\rangle} \sum_{l=1}^{m} w_{l} B_{l}^{T} \mathbb{1}\)
    9: Calculate \(\hat{\pi}_{1}, \ldots, \hat{\pi}_{m}\) by Algorithm 2 from [2] s.t.
    \(\hat{\pi}_{l} \in \mathcal{U}\left(p_{l}, q\right),\left\|\hat{\pi}_{l}-B_{l}\right\|_{1} \leq\left\|B_{l} \mathbb{1}-p_{l}\right\|_{1}+\left\|B_{l}^{T} \mathbb{1}-q\right\|_{1}\).
Output: \(q, \hat{\boldsymbol{\pi}}=\left[\hat{\pi}_{1}, \ldots, \hat{\pi}_{m}\right]\).
```

Theorem 4. Let $\overline{\boldsymbol{\pi}}^{N}=\frac{1}{N} \sum_{k=1}^{N} \boldsymbol{\pi}^{k}$, where $\boldsymbol{\pi}^{k}$ are the iterates of (9). Then, after $N=\frac{4 L m \ln n}{\varepsilon}$ iterations, it holds that

$$
\sum_{l=1}^{m} w_{l}\left\langle C_{l}, \bar{\pi}_{l}^{N}\right\rangle \leq \min _{\pi \in \mathcal{C}_{1} \cap \mathcal{C}_{2}} \sum_{l=1}^{m} w_{l}\left\langle C_{l}, \pi_{l}\right\rangle+\varepsilon .
$$

Moreover, the accuracy $\tilde{\varepsilon}$ for the solution of (9) is sufficient to be set as $\tilde{\varepsilon}=$ $\widetilde{O}\left(\varepsilon^{2} /\left(m n^{3}\right)\right)$ and the complexity of IBP on $k$-th iteration is bounded as

$$
\begin{array}{r}
m n^{2} \widetilde{O}\left(\min \left\{\exp \left(\frac{\bar{c}_{k}}{L}\right) \ln \frac{\bar{c}_{k}}{\tilde{\varepsilon}}, \frac{\bar{c}_{k}^{2}}{L \tilde{\varepsilon}}\right\}\right), \\
\bar{c}_{k}=O\left(\max _{l=1, \ldots, m}\left[\left\|C_{l}\right\|_{\infty}+L \ln \left(\frac{\max _{i, j}\left[\pi_{l}^{k}\right]_{i j}}{\min _{i, j}\left[\pi_{l}^{k}\right]_{i j}}\right)\right]\right) .
\end{array}
$$

The proof of Theorem 4 is based on Theorem 1 and [32]. All the remarks from Sect. 4 for Proximal Sinkhorn algorithm also hold for Proximal IBP.

In [32] it was shown that complexity of IBP is $\widetilde{O}\left(n^{2} / \varepsilon^{2}\right)$. Despite the theoretical complexity of Proximal IBP is worse than this bound, we show in the next section that in practice Proximal IBP beats the standard IBP algorithm. As an alternative to the IBP algorithm we mention primal-dual accelerated gradient descent [20,55].

### 5.1 Numerical Illustration

In this section, we present preliminary computational results for the numerical performance analysis of the Proximal Iterative Bregman Projection (ProxIBP) method discussed above asthe iterates (9).

Initially, we show the results for the computation of a non-regularized Wasserstein barycenter of a set of 10 truncated Gaussian distributions with finite support. For the finite support $x=[-5,-4.9,-4.8, \ldots,-0.1,0,0.1, \ldots, 4.8,4.9,5]$, we set the finite distribution $p_{l}$ such that $p_{l}(i)=\mathcal{N}\left(x_{i} ; \mu_{i}, \sigma_{i}\right)$, that is, the value at coordinate $i$ of the distribution $p_{l}$, for $1 \leq l \leq m$, is the value of the Normal distribution with mean $\mu_{i}$ and standard deviation $\sigma_{i}$. The values $\left\{\mu_{i}\right\} \sim$ Uniform $[-5,5]$, are uniformly chosen in the line segment $[-5,5]$, and the values are selected as $\left\{\mu_{i}\right\} \sim$ Uniform[0.25, 1.25]. For simplicity of exposition, we select uniform weighting for all distributions, i.e., $w_{l}=1 / \mathrm{m}$.

Figure 4 shows the numerical results for a number of comparative scenarios between the Iterative Bregman Projection (IBP) algorithm proposed in [5] and its Proximal variant in (9). For both algorithms, we show the function values achieved by the generated iterates, and the final approximated barycenter. The results for the IBP algorithm are shown in Fig. 4(a) and (b). Figure 4(a) shows the weighted distance between the generated barycenter and the original distributions for three different desired accuracy values.

It is clear that a bigger $\varepsilon$ generates a faster convergence, but the final cost is slightly higher than in other cases. Figure 4(b) shows the resulting barycenter for the three values of the accuracy parameter. For higher accuracy, the effects of the regularization constant are smaller and thus we obtain a "spikier" barycenter. Figure 4(c) and (d) shows a similar analysis for the proposed Proximal IBP in (9), in Fig. 4(c) we observe the function value of the generated barycenter, for a fixed number of inner loop iterations, and changing values of $L$, note that here $L$ is not a regularization parameter but the weight on the Bregman function. For larger values of $L$, the inner loop problem is easier to solve, requires less iterations to achieve certain accuracy, with the price in a larger number of iterations in the outer loop. For the particular problem studied, 200 iterations in the outer loop are sufficient to achieve good performance even with relatively smaller values of $L$. Figure 4(c) shows the generated barycenters for the Proximal IBP algorithm. Finally, Fig. 4(e) and (f) show the results, for the analogous adaptive stopping condition described in Line 11 of Algorithm 3 with $\varepsilon=1 \cdot 10^{-10}$. We test two different values of the parameter $L$, namely 1 and 0.1 . Additionally, we explore the suggested adaptive search procedure, where one decreases the value of the parameter $L$ at each iteration, until the inner problem has become particularly hard to solve. This last approach is shown a fast convergence as


Fig. 4. Numerical results for the computation of the barycenter of 10 truncated Gaussian random variables with finite support for the IBP Algorithm and the Proximal IBP algorithm. Both function value and final resulting barycenter are shown for an number of simulation scenarios.
it reaches a comparable value in around 10 iterations. Figure 4(f) shows the resulting barycenters.

Again, we refer to the full version [51] for additional experiments e.g. on computing Wasserstein barycenters of images from MNIST dataset ${ }^{8}$.

## 6 Conclusions

In this paper we consider gradient methods with inexact information of the objective given by inexact model of this objective. We analyze a gradient-type method for this type of problems and provide its convergence rate. To illustrate the applications, we consider optimization problems in optimal transport and a clustering model. Notably, our framework allows to solve non-convex problems which have a convex inexact model, which is illustrated in the section devoted to clustering model.
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#### Abstract

The linear second-order cone programming problem is considered. For its solution a variant of the primal simplex-type method is proposed. This variant is a generalization on the cone programming of the standard simplex method for linear programming. At each iteration the dual variable and dual slack are defined, and the move from the given extreme point to another one is realized. Finite and infinite convergence of the method to the solution of the problem having a special form is discussed.
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## 1 Introduction

Cone programming is more general setting with respect to linear programming (LP). In cone programming, the requirement that variables must be non-negative is replaced by belonging them to convex cones. The second-order cone programming (SOCP) is the very important special case of cone programming, in which the linear goal function is minimized over the intersection of a linear manifold with direct product of second-order cones [1,2]. Many optimization problems, including, in particular, quadratically constrained convex quadratic problems, robust optimization and combinatorial optimization problems, may be formulated as SOCP $[2,3]$.

The most popular methods of solving SOCP are primal-dual interior point techniques, which were developed for LP and were extended for cone programming $[4,5]$. The simplex-type algorithms for SOCP are developed essentially less. There are only a few simplex-type methods for SOCP. This situation with simplex-type methods is explained by the presence of infinitely many extreme

[^11]points in feasible sets. The general approach for constructing simplex-type methods for cone programming was proposed in [6]. In [7] the SOCP problem of special structure with the single second-order cone and other nonnegative variables was considered and the simplex-type algorithm for its solution was developed. The other variant of a simplex-type algorithm for the general linear SOCP problem had been worked out in [8]. This algorithm is based on the reformulation of the SOCP problem as a linear semi-infinite programme and on the consequent application of the dual-simplex primal-exchange method from [9] for solving the reformulated problem. As it is mentioned by authors, their algorithm is more advantage, when it solves the SOCP problems with similar structure.

In the present paper, the general SOCP problem is considered. For its solution, a variant of the primal simplex-type method is proposed. This variant can be treated as the simple extension of the well-known simplex method for LP. In pivoting procedures all variables, belonging to the second-order cone, are taken in the form of a single variable. The method can be interpreted as a special way of solving the system of optimality conditions. The primal feasibility and complementarity between primal variables and dual slack variables are preserved in the course of iterations. The dual slack variable (dual slack) is estimated at each iteration in order to define the primal variable, which must enter the list of basic variables. The similar way of constructing the primal simplex-type method for solving linear semidefinite programming problems had been used in [10].

The paper is organized as follows. In Sect. 2, the statement of SOCP is given. Here we also introduce some notions and notations. Among them definitions of regular and irregular extreme points of the feasible set are rather important. In Sect.3, the approach to updating regular extreme points is described. Finally, in Sect. 4, the partial case of the SOCP problem is considered. It is shown that the sequence, generated by the proposed algorithm, converges to the solution of the problem.

## 2 The Problem Statement and Basic Definitions

Let $K^{n}$ denote the second-order (Lorentz) cone in $\mathbb{R}^{n}$. By its definition

$$
K^{n}=\left\{\left[x^{0} ; \bar{x}\right] \in \mathbb{R} \times \mathbb{R}^{n-1}: x^{0} \geq\|\bar{x}\|\right\},
$$

where $\|\cdot\|$ refers to the standard Euclidean norm and $n$ is the dimension of $K^{n}$. Here and in what follows we use ";" for adjoining vectors or components of a vector in a column. The cone $K^{n}$ is self-dual, and it induces a partial order in $\mathbb{R}^{n}$, namely: $x_{1} \succeq_{K^{n}} x_{2}$, if $x_{1}-x_{2} \in K^{n}$.

Consider the cone programming problem

$$
\begin{gather*}
\min \\
\sum_{i=1}^{r} A_{i} x_{i}=b, \quad \sum_{i=1}^{r}\left\langle c_{K^{n_{1}}}^{r} 0_{n_{1}}, \ldots, x_{i}\right\rangle, x_{r} \succeq_{K^{n_{r}}} 0_{n_{r}} . \tag{1}
\end{gather*}
$$

Here, $c_{i} \in \mathbb{R}_{i}^{n}, 1 \leq i \leq r$, and $b \in \mathbb{R}^{m}$. Matrices $A_{i}$ are of dimensions $m \times n_{i}$, $1 \leq i \leq r$, and $0_{n_{i}}$ is a zero vector of dimension $n_{i}$. The angle brackets denote the usual Euclidean scalar product in $\mathbb{R}^{n_{i}}$.

The dual problem to (1) has the following form

$$
\begin{gather*}
\max \langle b, u\rangle \\
A_{i}^{T} u+y_{i}=c_{i}, 1 \leq i \leq r ; \quad y_{1} \succeq_{K^{n_{1}}} 0_{n_{1}}, \ldots, y_{r} \succeq_{K^{n_{r}}} 0_{n_{r}}, \tag{2}
\end{gather*}
$$

in which $u \in \mathbb{R}^{m}$.
Let $n=n_{1}+\cdots+n_{r}$. Denoting

$$
c=\left[c_{1} ; \ldots ; c_{r}\right] \in \mathbb{R}^{n}, \quad x=\left[x_{1} ; \ldots ; x_{r}\right] \in \mathbb{R}^{n} ; \quad y=\left[y_{1} ; \ldots ; y_{r}\right] \in \mathbb{R}^{n}
$$

and $\mathcal{A}=\left[A_{1}, \ldots A_{r}\right], \mathcal{K}=K^{n_{1}} \times \cdots \times K^{n_{r}}$, it is possible to rewrite the pair of problems (1) and (2) as

$$
\begin{gather*}
\min \langle c, x\rangle, \quad \mathcal{A} x=b, \quad x \succeq_{\mathcal{K}} 0_{n}  \tag{3}\\
\max \langle b, u\rangle, \quad \mathcal{A}^{T} u+y=c, \quad y \succeq_{\mathcal{K}} 0_{n} . \tag{4}
\end{gather*}
$$

We assume that solutions of both problems (3) and (4) exist. Moreover, we assume that $m<n$ and rows of the matrix $\mathcal{A}$ are linear independent. The feasible set in problem (3) is denoted by $\mathcal{F}_{P}$. Observe, that LP is a special case of (3), (4) with the nonnegative orthant $\mathbb{R}_{+}^{n}$ as $\mathcal{K}$.

In order that both problems (3) and (4) have solutions it is necessary that the following system of equalities and inclusions

$$
\begin{equation*}
\langle x, y\rangle=0, \quad \mathcal{A} x=b, \quad \mathcal{A}^{T} u+y=c, \quad x \in \mathcal{K}, \quad y \in \mathcal{K} \tag{5}
\end{equation*}
$$

be solvable. The simplex-method under consideration is one of the possible ways for solving this system.

Let $x \in \mathcal{K}$. We split all components $x_{i}$, composed the vector $x$, onto zero and nonzero components. In addition, we split nonzero components onto internal components $x_{i}$, belonging to interior of the cone $K^{n_{i}}$, and onto boundary components, belonging to the boundary of the cone $K^{n_{i}}$ (more exactly, to a nonzero face of $K^{n_{i}}$ ). From boundary, internal and zero components of the vector $x$ it is possible to compose three blocks of components: $x_{F}, x_{I}, x_{N}$. Without loss of generality, we assume that these blocks are located in the mentioned order, i.e.

$$
\begin{equation*}
x=\left[x_{F} ; x_{I} ; x_{N}\right] . \tag{6}
\end{equation*}
$$

We suppose also that

$$
\begin{equation*}
x_{F}=\left[x_{1} ; \ldots ; x_{r_{F}}\right], \quad x_{I}=\left[x_{r_{F}+1} ; \ldots ; x_{r_{F}+r_{I}}\right], \quad x_{N}=\left[x_{r_{F}+r_{I}+1} ; \ldots ; x_{r}\right] . \tag{7}
\end{equation*}
$$

Thus, the first block of components $x_{F}$ consists of $r_{F}=r_{F}(x)$ components $x_{i}$. Respectively, the second and the third blocks consist of $r_{I}=r_{I}(x)$ and $r_{N}=r_{N}(x)$ components $x_{i}$, respectively. Some blocks may be empty, then the corresponding numbers $r_{F}, r_{I}$ or $r_{N}$ are equal to zero. We have $r_{F}+r_{I}+r_{N}=r$.

Let $J^{r}=[1: r]$. The following partition of the index set $J^{r}$ onto three subsets

$$
J_{F}^{r}(x)=\left[1, \ldots, r_{F}\right], \quad J_{I}^{r}(x)=\left[r_{F}+1, \ldots, r_{F}+r_{I}\right], \quad J_{N}^{r}(x)=\left[r_{F}+r_{I}+1, \ldots, r\right]
$$

corresponds to the introduced splitting of $x$ onto blocks. Below we use also notations:

$$
r_{B}=r_{B}(x)=r_{F}(x)+r_{I}(x), \quad J_{B}^{r}(x)=J_{F}^{r}(x) \cup J_{I}^{r}(x) .
$$

For any nonzero component $x_{i}, i \in J_{B}^{r}(x)$, the following spectral decomposition

$$
\begin{equation*}
x_{i}=\eta_{i, 1} \mathbf{d}_{i, 1}+\eta_{i, n_{i}} \mathbf{d}_{i, n_{i}} \tag{8}
\end{equation*}
$$

takes place (see [2]). In (8) the pair $\left\{\mathbf{d}_{i, 1}, \mathbf{d}_{i, n_{i}}\right\}$ is the "so-called" Jordan frame. The frame vectors $\mathbf{d}_{i, 1}$ and $\mathbf{d}_{i, n_{i}}$ have the forms

$$
\mathbf{d}_{i, 1}=\frac{1}{\sqrt{2}}\left[1 ; \frac{\bar{x}_{i}}{\left\|\bar{x}_{i}\right\|}\right], \quad \mathbf{d}_{i, n_{i}}=\frac{1}{\sqrt{2}}\left[1 ;-\frac{\bar{x}_{i}}{\left\|\bar{x}_{i}\right\|}\right]
$$

and

$$
\eta_{i, 1}=\frac{1}{\sqrt{2}}\left(x_{i}^{0}+\left\|\bar{x}_{i}\right\|\right), \quad \eta_{i, n_{i}}=\frac{1}{\sqrt{2}}\left(x_{i}^{0}-\left\|\bar{x}_{i}\right\|\right) .
$$

Both vectors $\mathbf{d}_{i, 1}$ and $\mathbf{d}_{i, n_{i}}$ are unit vectors and are orthogonal with each other. If $x_{i} \in K^{n_{i}}$, then $\eta_{i, 1} \geq 0, \eta_{i, n_{i}} \geq 0$.

Introduce in $\mathbb{R}^{n_{i}}$ the system of coordinates associated with the current point $x_{i}$. For this purpose we set

$$
\mathbf{g}_{i, 0}=[1 ; 0 ; \ldots ; 0], \quad \mathbf{g}_{i, 1}=\left[0 ; \frac{\bar{x}_{i}}{\left\|\bar{x}_{i}\right\|}\right]
$$

Both vectors $\mathbf{g}_{i, 0}, \mathbf{g}_{i, 1}$ are unite vectors and

$$
\mathbf{d}_{i, 1}=\frac{1}{\sqrt{2}}\left(\mathbf{g}_{i, 0}+\mathbf{g}_{i, 1}\right), \quad \mathbf{d}_{i, n_{i}}=\frac{1}{\sqrt{2}}\left(\mathbf{g}_{i, 0}-\mathbf{g}_{i, 1}\right) .
$$

The vector $\mathbf{g}_{i, 0}$ coincides with the basis vector in $\mathbb{R}^{n_{i}}$ corresponding to the component with zero index. Furthermore, in the subspace

$$
\mathbb{R}_{0}^{n_{i}}=\left\{x_{i}=\left[x_{i}^{0} ; \bar{x}_{i}\right] \in \mathbb{R}^{n_{i}}: x_{i}^{0}=0\right\}
$$

we take arbitrary unit vectors $\mathbf{g}_{i, 2}, \ldots, \mathbf{g}_{i, n_{i}-1}$, which are orthogonal to each others and orthogonal to the vector $\mathbf{g}_{i, 1}$ too. Then the vectors $\mathbf{g}_{i, j}, 1 \leq j \leq n_{i}-1$, form the orthonormal basis in $\mathbb{R}_{0}^{n_{i}}$, and jointly with $\mathbf{g}_{i, 0}$ - the orthonormal basis in $\mathbb{R}^{n_{i}}$.

Let $\mathbf{G}_{i}, i \in J_{B}^{r}(x)$, denote the orthogonal matrix $\mathbf{G}_{i}=\left[\mathbf{g}_{i, 0}, \mathbf{g}_{i, 1}, \ldots\right.$, $\left.\mathbf{g}_{i, n_{i}-1}\right]$ of order $n_{i}$. For $i \in J_{N}^{r}(x)$ the intrinsic basis $\mathbb{R}^{n_{i}}$ is taken as $\mathbf{G}_{i}$. Then for any point $x_{i} \in \mathbb{R}^{n_{i}}, i \in J^{r}$, the representation $x_{i}=\mathbf{G}_{i} \nu_{i}$ is valid, where $\nu_{i}=\left[\nu_{i, 0} ; \nu_{i, 1} ; \ldots ; \nu_{i, n_{i}-1}\right] \in \mathbb{R}^{n_{i}}$ and $\nu_{i}=\mathbf{G}_{i}^{T} x_{i}$.

Introduce additionally $n_{i} \times\left(n_{i}-1\right)$ matrix

$$
\boldsymbol{\Lambda}_{i}=\left[\begin{array}{cccc}
\nu_{i, 1}^{0} & \nu_{i, 2}^{0} & \ldots & \nu_{i, n_{i}-1}^{0} \\
\nu_{i, 1} & 0 & \ldots & 0 \\
0 & \nu_{i, 2} & 0 & 0 \\
\\
0 & \ldots & 0 & 0 \\
0 & \ldots & 0 & \nu_{i, n_{i}-1}
\end{array}\right], \quad i \in J^{r}
$$

and denote $\lambda_{i, j}=\boldsymbol{\Lambda}_{i} e_{i, j} \in \mathbb{R}^{n_{i}}$, where $e_{i, j}$ is the $j^{\text {th }}$ unit orth in $\mathbb{R}^{n_{i}}$. Then for components $x_{i}, i \in J_{B}^{r}(x)$, with representations (8), the following equality

$$
\begin{equation*}
x_{i}=\mathbf{G}_{i} \lambda_{i, 1}=\nu_{i, 1}^{0} \mathbf{g}_{i, 0}+\nu_{i, 1} \mathbf{g}_{i, 1} \tag{9}
\end{equation*}
$$

takes place. Moreover, if $i \in J_{F}^{r}(x)$, the equality $\nu_{i, 0}=\nu_{i, 1}=\nu_{i, 1}^{0}=x_{i}^{0}$ holds. All other components $\lambda_{i, j}, 2 \leq j \leq n_{i}-1$, are zero vectors. For $i \in J_{I}^{r}(x)$ we have: $\nu_{i, 1}^{0}=x_{i}^{0}, \nu_{i, 1}=\left\|\bar{x}_{i}\right\|$ and $\nu_{i, 1}^{0}>\nu_{i, 1}$. If we set $\left[\nu_{i, 1}^{0} ; \nu_{i, 1}\right]=[0 ; 0]$, then, formally, the representation (9) is valid for $x_{i}$, when $i \in J_{N}^{r}(x)$.

Denote by G and $\boldsymbol{\Lambda}$ block diagonal matrices

$$
\mathbf{G}=\operatorname{Diag}\left(\mathbf{G}_{1}, \ldots, \mathbf{G}_{r}\right), \quad \boldsymbol{\Lambda}=\operatorname{Diag}\left(\boldsymbol{\Lambda}_{1}, \ldots, \boldsymbol{\Lambda}_{r}\right)
$$

Moreover, denote by $\mathbf{e}_{1}$ the $n$-dimensional vector $\mathbf{e}_{1}=\left[e_{1,1} ; e_{2,1} ; \ldots ; e_{r, 1}\right]$. Then, for the vector $x=\left[x_{F} ; x_{I} ; x_{N}\right] \in \mathcal{F}_{P}$ with components $x_{i}, i \in J^{r}$ we obtain $\mathcal{A} x=\mathcal{A}^{\mathbf{G}} \boldsymbol{\Lambda} \mathbf{e}_{1}=b$, where $\mathcal{A}^{\mathbf{G}}=\mathcal{A} \mathbf{G}$. The matrix $\mathcal{A}^{\mathbf{G}}$ together with the matrix $\mathcal{A}$ has full rank equal to $m$.

Consider the sets

$$
\mathbf{S}_{i, j}=\left\{x_{i} \in \mathbb{R}^{n_{i}}: x_{i}=\mathbf{G}_{i} \boldsymbol{\Lambda}_{i} e_{i, j}\right\}, \quad 1 \leq j \leq n_{i}-1 .
$$

By $\mathbf{S}_{i, j}^{+}$we denote the following subset of the set $\mathbf{S}_{i, j}$ :

$$
\mathbf{S}_{i, j}^{+}=\left\{x_{i} \in \mathbb{R}^{n_{i}}: x_{i}=\mathbf{G}_{i} \boldsymbol{\Lambda}_{i} e_{i, j}, \nu_{i, j}^{0} \geq\left|\nu_{i, j}\right|\right\}, \quad 1 \leq j \leq n_{i}-1
$$

The set $\mathbf{S}_{i, j}^{+}$, being a two-dimensional second-order cone, is the section of the cone $K^{n_{i}}$.

Let $x_{i, j}=\mathbf{G}_{i} \lambda_{i, j} \in \mathbf{S}_{i, j}, 1 \leq j \leq n_{i}-1$. The cone $K^{n_{i}}$ is convex, therefore, $x_{i}=\sum_{j=1}^{n_{i}-1} x_{i, j} \in K^{n_{i}}$, if $x_{i, j} \in \mathbf{S}_{i, j}^{+}, 1 \leq j \leq n_{i}-1$. From the other hand, if $x \in K_{2}^{n_{i}}$, then $x$ can be represented as the sum of the vectors $x_{i, j} \in \mathbf{S}_{i, j}$, $1 \leq j \leq n_{i}-1$, but at nonunique way.

In what follows, we will need in extreme rays of the cone $\mathbf{S}_{i, j}^{+}$, which are the sets

$$
\begin{gathered}
\mathbf{l}_{i, j}^{+}=\left\{x_{i}=\mathbf{G}_{i} \Lambda_{i} e_{i, j} \in \mathbf{S}_{i, j}^{+}: \nu_{i, j}^{0}=\nu_{i, j}\right\} \\
\mathbf{l}_{i, j}^{-}=\left\{x_{i}=\mathbf{G}_{i} \Lambda_{i} e_{i, j} \in \mathbf{S}_{i, j}^{+}: \nu_{i, j}^{0}=-\nu_{i, j}\right\}
\end{gathered}
$$

Both rays $\mathbf{l}_{i, j}^{+}$and $\mathbf{l}_{i, j}^{-}$belong to the boundary of the cone $\mathbf{S}_{i, j}^{+}$, and, consequently, belong to the boundary of the cone $K^{n_{i}}$.

Definition 1. A point $x_{i, j}=\mathbf{G}_{i} \lambda_{i, j} \in \mathbf{S}_{i, j}^{+}$is called interior point of the cone $\mathbf{S}_{i, j}^{+}$, if the pair $\left[\nu_{i, j}^{0} ; \nu_{i, j}\right]$ is such, that $\nu_{i, j}^{0}>\left|\nu_{i, j}\right|$.

Definition 2. A point $x_{i, j}=\mathbf{G}_{i} \lambda_{i, j} \in \mathbf{S}_{i, j}^{+}$is called nonzero boundary point of the cone $S_{i, j}^{+}$, if the pair $\left[\nu_{i, j}^{0} ; \nu_{i, j}\right]$ is such, that $\nu_{i, j}^{0}=\left|\nu_{i, j}\right|>0$.
Proposition 1. Let $x_{i}=\sum_{j=1}^{n_{i}-1} x_{i, j}$, where $x_{i, j} \in \mathbf{S}_{i, j}^{+}, 1 \leq j \leq n_{i}-1$. Let also at least one point $x_{i, j}$ be an interior point of the cone $\mathbf{S}_{i, j}^{+}$. Then $x_{i}$ is the interior point of the cone $K^{n_{i}}$.

Proposition 2. Let $x_{i}=x_{i, 1}$, where $x_{i, 1}$ is an interior point of the cone $\mathbf{S}_{i, 1}^{+}$. Let, in addition, $\Delta x_{i}=\sum_{j=1}^{n_{i}-1} \Delta x_{i, j}$, where $\Delta x_{i, j} \in \mathbf{S}_{i, j}, 1 \leq j \leq n_{i}-1$. Then there is $\alpha_{*}>0$, such that $x_{i}+\alpha \Delta x_{i} \in K^{n_{i}}$ for any $0 \leq \alpha \leq \alpha_{*}$.

Denote by $F_{\min }(x \mid \mathcal{K})$ the minimal face of the cone $\mathcal{K}$, containing the point $x \in \mathcal{K}$. Denote also by $\mathcal{N}(\mathcal{A})$ the null space of the matrix $\mathcal{A}$. According to [6] the vector $x \in \mathcal{F}_{P}$ is an extreme point of the set $\mathcal{F}_{P}$, if

$$
\operatorname{lin}\left(F_{\min }(x \mid \mathcal{K})\right) \cap \mathcal{N}(\mathcal{A})=\left\{0_{n}\right\}
$$

where $\operatorname{lin}\left(F_{\min }(x \mid \mathcal{K})\right)$ is a linear hull of the face $F_{\min }(x \mid \mathcal{K})$. Moreover, the following inequality $\operatorname{dim} F_{\min }(x \mid \mathcal{K}) \leq m$ must hold.

We have

$$
\operatorname{dim} F_{\min }\left(x_{i} \mid K^{n_{i}}\right)=\left\{\begin{array}{cc}
1, & i \in J_{F}^{r}(x), \\
n_{i}, & i \in J_{I}^{r}(x) .
\end{array}\right.
$$

Hence, for the dimension of a minimal face, containing the extreme point $x$, the inequality $\operatorname{dim} F_{\min }\left(x \mid \mathcal{F}_{P}\right) \leq m$ is fulfilled, where

$$
\operatorname{dim} F_{\min }\left(x \mid \mathcal{F}_{P}\right)=r_{F}+n_{I}, \quad n_{I}=n_{I}(x)=\sum_{i \in J_{I}^{r}(x)} n_{i}
$$

We call an extreme point $x \in \mathcal{F}_{P}$ regular, if $\operatorname{dim} F_{\min }\left(x \mid \mathcal{F}_{P}\right)=m$. In the case, where $\operatorname{dim} F_{\min }\left(x \mid \mathcal{F}_{P}\right)<m$, we call an extreme point $x \in \mathcal{F}_{P}$ irregular.

## 3 Updating of Regular Extreme Point

Let $x$ be a regular extreme point of the feasible set $\mathcal{F}_{P}$. We want to move from $x$ to another extreme point $\hat{x} \in \mathcal{F}_{P}$ next to it. Moreover, we want to make this move in such a manner, that the value of the objective function at the updated point $\hat{x}$ is less than at $x$. To this end, we will determine at first the slack dual variable $y \in \mathbb{R}^{n}$, satisfying to all equalities from (5). In addition, we require that these equalities be reserved during the move from $x$ to $\hat{x}$.

As a preliminary, we determine the dual vector $u \in \mathbb{R}^{m}$ in order to determine $y$. Assume that the extreme point $x \in \mathcal{F}_{P}$ is regular.

Partition (6) of the vector $x$ onto components $x_{F}, x_{I}$ and $x_{N}$ generates the partition of the vector $y$ onto corresponding components $y_{F}, y_{I}$ and $y_{N}$, where

$$
y_{F}=\left[y_{1} ; \ldots ; y_{r_{F}}\right], \quad y_{I}=\left[y_{r_{F}+1} ; \ldots ; y_{r_{B}}\right], \quad y_{N}=\left[y_{r_{B}+1} ; \ldots ; y_{r_{B}+r_{N}}\right]
$$

By analogy with $x$ each component $y_{i}, i \in J^{r}$, may be represented as $y_{i}=$ $\mathbf{G}_{i} \sigma_{i}$ with $\sigma_{i}=\left[\sigma_{i, 0} ; \sigma_{i, 1} ; \ldots ; \sigma_{i, n_{i}-1}\right] \in \mathbb{R}^{n_{i}}$. Moreover, for any vector $y=$ $\left[y_{1} ; \ldots ; y_{r}\right] \in \mathbb{R}^{n}$ the equality $y=\mathbf{G} \sigma$ is valid, where $\sigma=\left[\sigma_{1} ; \ldots ; \sigma_{r}\right] \in \mathbb{R}^{n}$. Thus, $\sigma=\mathbf{G}^{T} y$.

The complementary condition $\langle x, y\rangle=0$ from (5) may be rewritten as

$$
\langle x, y\rangle=\sum_{i \in J_{B}^{r}(x)}\left\langle x_{i}, y_{i}\right\rangle=0 .
$$

It follows from here that this condition is fulfilled, if the following equalities

$$
\begin{equation*}
\left\langle x_{i}, y_{i}\right\rangle=0, \quad i \in J_{B}^{r}(x) \tag{10}
\end{equation*}
$$

hold. In the case, where $i \in J_{I}^{r}(x)$, equality (10) is fulfilled, if, for example, $y_{i}=0_{n_{i}}$. For $i \in J_{F}^{r}(x)$, i.e. when $x_{i}=\eta_{i, 1} \mathbf{d}_{i, 1}$ is a boundary point of $K^{n_{i}}$, we may take $y_{i}=\mathbf{d}_{i, n_{i}}$. Since $\mathbf{d}_{i, 1} \perp \mathbf{d}_{i, n_{i}}$, the equality (10) is also fulfilled in this case.

Take into account that $y_{i}=c_{i}-A_{i}^{T} u$. Then conditions $y_{i}=0_{n_{i}}, i \in J_{I}^{r}(x)$, may be written as the system of linear equations with respect to the dual variable $u$, that is:

$$
\begin{equation*}
\left(A_{i}^{\mathbf{G}_{i}}\right)^{T} u=c_{i}^{\mathbf{G}_{i}}, \quad i \in J_{I}^{r}(x) \tag{11}
\end{equation*}
$$

Here and in what follows, $A_{i}^{\mathbf{G}_{i}}=A_{i} \mathbf{G}_{i}, c_{i}^{\mathbf{G}_{i}}=\mathbf{G}_{i}^{T} c_{i}$.
Consider now the case, where $i \in J_{F}^{r}(x)$. In this case $x_{i}=\eta_{i, 1} \mathbf{d}_{i, 1}$ and $\eta_{i, 1}=\sqrt{2} x_{i}^{0}$. From here we have

$$
\nu_{i}=\mathbf{G}_{i}^{T} x_{i}=\eta_{i, 1} \mathbf{G}_{i}^{T} \mathbf{d}_{i, 1}=x_{i}^{0} \mathbf{G}_{i}^{T}\left(\mathbf{g}_{i, 0}+\mathbf{g}_{i, 1}\right)=x_{i}^{0}[1 ; 1 ; 0 ; \ldots ; 0] .
$$

Hence, for $y_{i}=\mathbf{d}_{i, n_{i}}$ we obtain

$$
\sigma_{i}=\mathbf{G}_{i}^{T} y_{i}=\frac{1}{\sqrt{2}} \mathbf{G}_{i}^{T}\left(\mathbf{g}_{i, 0}-\mathbf{g}_{i, 1}\right)=\frac{1}{\sqrt{2}}[1 ;-1 ; 0 ; \ldots ; 0]
$$

Thus, it is sufficient to require $\sigma_{i, 0}=-\sigma_{i, 1}$ in order to satisfy the equality $\left\langle x_{i}, y_{i}\right\rangle=0$.

Let $i \in J_{F}^{r}(x)$. Denote by $c_{i, 0}^{\mathbf{G}_{i}}$ and $c_{i, 1}^{\mathbf{G}_{i}}$ the zero and the first components of the vector $c_{i}^{\mathbf{G}_{i}}$, respectively. Denote also by $A_{i, 0}^{\mathbf{G}_{i}}$ and $A_{i, 1}^{\mathbf{G}_{i}}$ the zero and the first columns of the matrix $A_{i}^{\mathbf{G}_{i}}$. We set $\widetilde{c}_{i, 1}^{\mathbf{G}_{i}}=c_{i, 0}^{\mathbf{G}_{i}}+c_{i, 1}^{\mathbf{G}_{i}}, \widetilde{A}_{i, 1}^{\mathbf{G}_{i}}=A_{i, 0}^{\mathbf{G}_{i}}+A_{i, 1}^{\mathbf{G}_{i}}$. Since $\sigma_{i}=\mathbf{G}_{i}^{T} y_{i}=c_{i}^{\mathbf{G}_{i}}-\left(A_{i}^{\mathbf{G}_{i}}\right)^{T} u$, we derive from here and (11) the following system of linear equations

$$
\begin{equation*}
\left(\widetilde{A}_{i, 1}^{\mathbf{G}_{i}}\right)^{T} u=\widetilde{c}_{i, 1}^{\mathbf{G}_{i}}, \quad i \in J_{F}^{r}(x) ; \quad\left(A_{i}^{\mathbf{G}_{i}}\right)^{T} u=c_{i}^{\mathbf{G}_{i}}, \quad i \in J_{I}^{r}(x) . \tag{12}
\end{equation*}
$$

At the regular point $x \in \mathcal{F}_{P}$ the system (12) consists of $m$ equations, the number of variables (components of the vector $u$ ) is also equal $m$.

Denoting by $\mathcal{A}_{B}^{\mathbf{G}}$ the square matrix of the order $m$

$$
\mathcal{A}_{B}^{\mathbf{G}}=\left[\widetilde{A}_{1,1}^{\mathbf{G}_{i}}, \ldots, \widetilde{A}_{r_{F}, 1}^{\mathbf{G}_{i}}, A_{r_{F}+1}^{\mathbf{G}_{r_{F}+1}}, \ldots, A_{r_{F}+r_{I}}^{\mathbf{G}_{r_{F}+r_{I}}}\right]
$$

and denoting by $c_{B}^{\mathbf{G}}$ the $m$-dimensional vector

$$
c_{B}^{\mathbf{G}}=\left[\widetilde{c}_{1,1}^{\mathbf{G}_{i}} ; \ldots ; \widetilde{c}_{r_{F}, 1}^{\mathbf{G}_{i}} ; c_{r_{F}+1}^{\mathbf{G}_{r_{F}+1}} ; \ldots ; c_{r_{F}+r_{I}}^{\mathbf{G}_{r_{F}+r_{I}}}\right],
$$

rewrite the system of equations (12) as

$$
\begin{equation*}
\left(\mathcal{A}_{B}^{\mathbf{G}}\right)^{T} u=c_{B}^{\mathbf{G}} \tag{13}
\end{equation*}
$$

If the matrix of this system is nonsingular, then, solving (13), we obtain

$$
u=\left(\mathcal{A}_{B}^{\mathbf{G}}\right)^{-T} c_{B}^{\mathbf{G}}
$$

Here and in what follows the notation $M^{-T}$ is used instead of $\left(M^{T}\right)^{-1}$.
Let us give the definition of the non-degenerate point $x \in \mathcal{F}_{P}$ from [2].
Definition 3. The point $x \in \mathcal{F}_{P}$ is called non-degenerate, if $\mathcal{T}_{\mathcal{K}}(x)+\mathcal{N}_{\mathcal{A}}=\mathbb{R}^{n}$, where $\mathcal{T}_{\mathcal{K}}(x)$ is the tangent space to the cone $\mathcal{K}$ at $x$, and $\mathcal{N}_{\mathcal{A}}$ is the null-space of the matrix $\mathcal{A}$.

Denote by $\bar{A}_{i}^{\mathbf{G}_{i}}, i \in J_{F}^{r}(x)$, the matrix

$$
\bar{A}_{i}^{\mathbf{G}_{i}}=\left[A_{i, 0}^{\mathbf{G}_{i}}+A_{i, 1}^{\mathbf{G}_{i}}, A_{i, 2}^{\mathbf{G}_{i}}, \ldots, A_{i, n_{i}-1}^{\mathbf{G}_{i}}\right],
$$

and by $\overline{\mathcal{A}}_{B}^{\mathbf{G}}$-the matrix

$$
\overline{\mathcal{A}}_{B}^{\mathbf{G}}=\left[\bar{A}_{1}^{\mathbf{G}_{1}}, \ldots, \bar{A}_{r_{F}}^{\mathbf{G}_{r_{F}}}, A_{r_{F}+1}^{\mathbf{G}_{r_{F}+1}}, \ldots, A_{r_{F}+r_{I}}^{\mathbf{G}_{r_{F^{\prime}}}}\right] .
$$

The matrix $\overline{\mathcal{A}}_{B}^{\mathbf{G}}$ has the dimension $m \times\left(n_{B}-r_{F}\right)$, where $n_{B}=n_{B}(x)=$ $\sum_{i \in J_{B}^{r}(x)} n_{i}$.

Proposition 3 (Non-degeneracy criterion). The point $x=\left[x_{F} ; x_{I} ; x_{N}\right] \in$ $\mathcal{F}_{P}$ is non-degenerate if and only if the rows of the matrix $\overline{\mathcal{A}}_{B}^{\mathbf{G}}$ are linear independent.

According to Proposition 3, the inequality $m+r_{F} \leq n_{B}$ must hold at the non-degenerate point $x \in \mathcal{F}_{P}$.

Now, let us give the criterion of extreme point $x \in \mathcal{F}_{P}$ (see [6]).
Proposition 4 (Criterion of an extreme point). The point $x \in \mathcal{F}_{P}$ is an extreme point of the set $\mathcal{F}_{P}$, if and only if columns of the matrix $\mathcal{A}_{B}^{\mathrm{G}}$ are linear independent.

By Proposition 4 the inequality $r_{F}+n_{I} \leq m$ must hold at any extreme point of $\mathcal{F}_{P}$.

Proposition 5. Let $x \in \mathcal{F}_{P}$ be a regular extreme point. Then $x$ is a nondegenerate point.

Proof. Since all columns of the matrix $\mathcal{A}_{B}^{\mathrm{G}}$ are contained in the matrix $\overline{\mathcal{A}}_{B}^{\mathrm{G}}$, and since the row rank of the matrix $\overline{\mathcal{A}}_{B}^{\mathbf{G}}$ coincides with its column rank, all $m$ rows of $\overline{\mathcal{A}}_{B}^{\mathbf{G}}$ are linear independent. Taking into account Proposition 3, we come to conclusion, that any regular extreme point $x \in \mathcal{F}_{P}$ is a non-degenerate point.

Theorem 1. Let $x$ be a regular extreme point of $\mathcal{F}_{P}$. Then the matrix $\mathcal{A}_{B}^{\mathbf{G}}$ is non-singular.

Proof. The matrix $\mathcal{A}_{B}^{\mathbf{G}}$ consists of $m$ columns. But the extreme point $x$ is regular. Hence, according to the assertion of Proposition 4 these columns are linear independent. We obtain that the square matrix $\mathcal{A}_{B}^{\mathrm{G}}$ is nonsingular.

By Theorem 1, columns of the matrix $\mathcal{A}_{B}^{\mathrm{G}}$ are linear independent, and we may regard $\mathcal{A}_{B}^{\mathbf{G}}$ as the matrix of basis at the regular extreme point $x \in \mathcal{F}_{P}$. In addition, we may regard $x_{i}, i \in J_{B}^{r}(x)$, as basic variables, and we may regard $x_{i}$, $i \in J_{N}^{r}(x)$, as non-basic variables. What is more, we call the basic variables $x_{i}$, $i \in J_{F}^{r}(x)$, by facet basic variables, and we call the basic variables $x_{i}, i \in J_{I}^{r}(x)$, by interior basic variables.

Further, we take the obtained dual variable $u$ and define the dual slack

$$
y=c-\mathcal{A}^{T} u=c-\mathcal{A}^{T}\left(\mathcal{A}_{B}^{\mathbf{G}}\right)^{-T} c_{B}^{\mathbf{G}}
$$

For the vector of coefficients $\sigma=\left[\sigma_{1} ; \ldots ; \sigma_{r}\right] \in \mathbb{R}^{n}$, we obtain respectively

$$
\sigma=\left[\sigma_{1} ; \ldots ; \sigma_{r}\right]=c^{\mathbf{G}}-\left(\mathcal{A}^{\mathbf{G}}\right)^{T}\left(\mathcal{A}_{B}^{\mathbf{G}}\right)^{-T} c_{B}^{\mathbf{G}}
$$

In the case, where $y \in \mathcal{K}$, the point $x$ is a solution of problem (3), and $[u, y]$ is a solution of problem (4).

In what follows, we assume that the inclusion $y \in \mathcal{K}$ is violated, that is $y_{i} \notin K^{n_{i}}$ for at least one index $1 \leq i \leq r$. Since $u$ satisfies equations (13), we have $\sigma_{i}=0_{n_{i}}, i \in J_{I}^{r}(x)$. Therefore, $y_{i}=0_{n_{i}}$, when $i \in J_{I}^{r}(x)$. Hence, the inclusion $y_{i} \in K^{n_{i}}$ may be broken only in cases, where $i \in J_{N}^{r}(x)$ or $i \in J_{F}^{r}(x)$.

Consider firstly the case, where there exists the index $k \in J_{N}^{r}(x)$ such that $y_{k} \notin K^{n_{i}}$. We take this $y_{k}$ and make the spectral decomposition

$$
\begin{equation*}
y_{k}=\theta_{k, 1} \mathbf{f}_{k, 1}+\theta_{k, n_{k}} \mathbf{f}_{k, n_{k}}, \tag{14}
\end{equation*}
$$

where

$$
\theta_{k, 1}=\frac{1}{\sqrt{2}}\left(y_{k}^{0}+\left\|\bar{y}_{k}\right\|\right), \quad \theta_{k, n_{k}}=\frac{1}{\sqrt{2}}\left(y_{k}^{0}-\left\|\bar{y}_{k}\right\|\right)
$$

and $\mathbf{f}_{k, 1}, \mathbf{f}_{k, n_{k}}$ are frame vectors:

$$
\begin{equation*}
\mathbf{f}_{k, 1}=\frac{1}{\sqrt{2}}\left[1 ; \frac{\bar{y}_{k}}{\left\|\bar{y}_{k}\right\|}\right], \quad \mathbf{f}_{k, n_{k}}=\frac{1}{\sqrt{2}}\left[1 ;-\frac{\bar{y}_{k}}{\left\|\bar{y}_{k}\right\|}\right] . \tag{15}
\end{equation*}
$$

Both vectors (3) are unit vectors. Since $y_{k} \notin K^{n_{k}}$, at least one of two coefficients $\theta_{k, 1}$ or $\theta_{k, n_{k}}$ is negative. We suppose for definiteness, that $\theta_{k, 1}<0$.

Change components of the vector $x$, setting

$$
\begin{equation*}
\hat{x}_{i}=\hat{x}_{i}(\alpha)=x_{i}+\alpha \Delta x_{i}, \quad 1 \leq i \leq r \tag{16}
\end{equation*}
$$

where $\alpha>0$ is a step length. The vectors $\Delta x_{i}, i \in J^{r}$, are defined by different ways, depending on the case, to which set $i \in J_{N}^{r}(x), i \in J_{I}^{r}(x)$ or $i \in J_{F}^{r}(x)$ the index $i$ belongs. First of all, we set

$$
\Delta x_{i}=\left\{\begin{array}{cl}
\mathbf{f}_{k, 1}, & i=k,  \tag{17}\\
0_{n_{i}}, & i \neq k .
\end{array} \quad i \in J_{N}^{r}(x)\right.
$$

Thus, $\hat{x}_{i}=x_{i}=0_{n_{i}}$, when $i \in J_{N}^{r}(x)$ and $i \neq k$. For index $k$ the updated point $\hat{x}_{k}$ is defined as $\hat{x}_{k}=\alpha \mathbf{f}_{k, 1}$. The vectors $\Delta x_{i}, i \in J_{I}^{r}(x)$, are arbitrary from the space $\mathbb{R}^{n_{i}}$.

For $i \in J_{F}^{r}(x)$ we take $\Delta x_{i}$ in the form

$$
\begin{equation*}
\Delta x_{i}=\left[\Delta x_{i, 0} ; \Delta x_{i, 1} ; 0 ; \ldots ; 0\right] \tag{18}
\end{equation*}
$$

under the additional condition, that $\Delta x_{i, 0}=\Delta x_{i, 1}$. The vector $\Delta x_{i}$ in this case belongs to the linear hull of the ray $\mathbf{l}_{i, 1}^{+}$.

In order to satisfy the equality $\mathcal{A} \hat{x}=b$, we require that

$$
\begin{equation*}
\sum_{i \in J_{F}^{r}(x)} \widetilde{A}_{i, 1} \Delta x_{i, 1}+\sum_{i \in J_{I}^{r}(x)} A_{i} \Delta x_{i}+A_{k} \mathbf{f}_{k, 1}=0_{m} \tag{19}
\end{equation*}
$$

Replacing $\Delta x_{i}, i \in J_{B}^{r}(x)$, by its coefficients $\Delta \nu_{i}=\mathbf{G}_{i}^{T} \Delta x_{i}$, we obtain

$$
\begin{equation*}
\sum_{i \in J_{F}^{r}(x)}\left(\widetilde{A}_{i, 1}^{\mathbf{G}_{i}}\right) \Delta \nu_{i, 1}+\sum_{i \in J_{I}^{r}(x)} A_{i}^{\mathbf{G}_{i}} \Delta \nu_{i}+A_{k}^{\mathbf{G}_{k}} \Delta \sigma_{k, 1}=0_{m} \tag{20}
\end{equation*}
$$

where $\Delta \sigma_{k, 1}=\mathbf{G}_{k}^{T} \mathbf{f}_{k, 1}$.
Let

$$
\Delta \nu_{B}=\left[\Delta \nu_{1,1} ; \ldots ; \Delta \nu_{r_{F}, 1} ; \Delta \nu_{r_{F}+1} ; \ldots ; \Delta \nu_{r_{F}+r_{I}}\right] \in \mathbb{R}^{m} .
$$

Then the system (20) may be rewritten as

$$
\begin{equation*}
\mathcal{A}_{B}^{\mathbf{G}} \Delta \nu_{B}+A_{k}^{\mathbf{G}_{k}} \Delta \sigma_{k, 1}=0_{m} . \tag{21}
\end{equation*}
$$

According to Theorem 1, the matrix $\mathcal{A}_{B}^{G}$ of this system is nonsingular. Solving the system (21), we get

$$
\begin{equation*}
\Delta \nu_{B}=-\left(\mathcal{A}_{B}^{\mathbf{G}}\right)^{-1} A_{k}^{\mathbf{G}_{k}} \Delta \sigma_{k, 1} . \tag{22}
\end{equation*}
$$

Analyze now, is it possible the case, when $k \in J_{F}^{r}(x)$.
Proposition 6. The index $k$ can not belong to the set $J_{F}^{r}(x)$.
Proof. Under the assumption that $k \in J_{F}^{r}(x)$, we must set $\Delta x_{i}=0_{n_{i}}, i \in J_{N}^{r}(x)$. Moreover, as in the case $k \in J_{N}^{r}(x)$, we must take $\Delta x_{i}, i \in J_{I}^{r}(x)$, arbitrary from the space $\mathbb{R}^{n_{i}}$.

Consider now situations with $i \in J_{F}^{r}(x)$. If $i \neq k$, then we take $\Delta x_{i}$ in previous form (18). For $i=k$ we must set

$$
\Delta x_{k}=\left[\Delta x_{k, 0} ; \Delta x_{k, 1} ; 0 ; \ldots ; 0\right]+\mathbf{f}_{k, 1},
$$

where $\Delta x_{k, 0}=\Delta x_{k, 1}$. Respectively, in the space of coefficients $\nu$ we have

$$
\begin{equation*}
\Delta \nu_{k}=\left[\Delta \nu_{k, 0} ; \Delta \nu_{k, 1} ; 0 ; \ldots, 0\right]+\Delta \sigma_{k, 1}, \quad \Delta \nu_{k, 0}=\Delta \nu_{k, 1} . \tag{23}
\end{equation*}
$$

Let the following representation $\Delta \sigma_{k, 1}=\left[\rho_{k, 0} ; \rho_{k, 1} ; \ldots ; \rho_{k, n_{k}-1}\right]$ hold. Note, that $y_{k}=\mathbf{d}_{k, n_{k}}$, because of from just this condition and from similar conditions
for other dual slacks $y_{i}, i \in J_{F}^{r}(x)$, all these dual slacks, including $y_{k}$, are chosen. Hence, $\rho_{k, 0}=1$, $\rho_{k, 1}=-1$. All other coefficient $\rho_{k, j}, 2 \leq j \leq n_{k}-1$, are zeros. Thus, (23) can be rewritten as

$$
\begin{equation*}
\Delta \nu_{k}=\left[\Delta \nu_{k, 0}+1 ; \Delta \nu_{k, 1}-1 ; 0 ; \ldots ; 0\right] . \tag{24}
\end{equation*}
$$

The matrix $A_{k}^{\mathbf{G}_{k}}$ is contained as $\widetilde{A}_{k, 1}^{\mathbf{G}_{k}}$ in more general matrix $\mathcal{A}_{B}^{\mathbf{G}}$. Therefore, dropping zero components in (24) and substituting the reduced vector

$$
\Delta \nu_{k}=\left[\Delta \nu_{k, 0}+1 ; \Delta \nu_{k, 1}-1\right]
$$

in general vector $\Delta \nu_{B}$, we obtain the homogeneous system of linear equation

$$
\begin{equation*}
\mathcal{A}_{B}^{\mathbf{G}} \Delta \nu_{B}=0_{m} \tag{25}
\end{equation*}
$$

with the nonsingular matrix. The solution of the system (25) is $\Delta \nu_{B}=0_{m}$. Therefore, all components $\Delta \nu_{i}$, with the exception of $\Delta \nu_{k}$, are zeros. For $\Delta \nu_{k}$ we have $\Delta \nu_{k, 0}=-1$ and $\Delta \nu_{k, 1}=1$. This contradicts to equality: $\Delta \nu_{k, 0}=\Delta \nu_{k, 1}$.

From Proposition 6 we come to conclusion, that index $k$ must belong only to the set $J_{N}^{r}(x)$.

Denote by $\mathcal{C}_{\mathcal{K}}(x)$ a cone of feasible directions with respect of $\mathcal{K}$ at the point $x \in \mathcal{K}$. The cone $\mathcal{C}_{\mathcal{K}}(x)$ is the direct product of cones of feasible directions $\mathcal{C}_{K^{n_{i}}}\left(x_{i}\right)$ at points $x_{i} \in K^{n_{i}}, i \in J^{r}$, that is

$$
\mathcal{C}_{K}(x)=\mathcal{C}_{K^{n_{1}}}\left(x_{1}\right) \times \cdots \times \mathcal{C}_{K^{n_{r}}}\left(x_{r}\right) .
$$

According to Lemma 3.2 .1 from [11], the direction $h \in \mathbb{R}^{n_{i}}$ belongs to $\mathcal{C}_{K^{n_{i}}}\left(x_{i}\right)$ if and only if $h=h_{1}+h_{2}$, where $h_{1} \in \operatorname{lin}\left(F_{\min }\left(x_{i} \mid K^{n_{i}}\right)\right)$ and $h_{2} \in K^{n_{i}}$. The vector $h$ belongs to cone of feasible directions with respect to the set $\mathcal{F}_{P}$ at point $x \in \mathcal{F}_{P}$, if $h$ is a feasible direction with respect to the cone $\mathcal{K}$ and $\mathcal{A} h=0_{m}$.

The following result is valid.
Proposition 7. The direction $\Delta x$, defined by (17), (18) and (19), is a feasible direction with respect to the set $\mathcal{F}_{P}$.

Proof. Observe that according to (19) the equality $\mathcal{A} \Delta x=0_{m}$ holds. Observe also that the vector $\mathbf{f}_{k, 1}$ belongs to the cone $K^{n_{k}}$ (more exactly, to the boundary of $\left.K^{n_{k}}\right)$. Hence, $\Delta x_{i} \in K^{n_{k}}$, if $i \in J_{N}^{r}(x)$ and $i=k$.

For $i \in J_{I}^{r}(x)$ the point $x_{i}$ is an interior point of the cone $K^{n_{i}}$. Therefore, the cone of feasible directions at this point with respect to $K^{n_{i}}$ coincides with the space $\mathbb{R}^{n_{i}}$. At last, the vector $\Delta x_{i}$, when $i \in J_{F}^{r}(x)$, belongs to the linear hull of the minimal face $F_{\min }\left(x_{i} \mid K^{n_{i}}\right)$, which is defined by the frame vector $\mathbf{d}_{i, 1}$.

Thus, the assertion, that $\Delta x$ belongs to the cone of feasible directions with respect to the set $\mathcal{F}_{P}$, follows from the representation of this cone.

Proposition 8. Let $x \in \mathcal{F}_{P}$ be a regular extreme non-optimal point. Let also $k \in J_{N}^{r}(x)$ be such that $y_{k} \notin K^{n_{k}}$. Then,

$$
\begin{equation*}
\langle c, \Delta x\rangle=\theta_{k, 1}<0 \tag{26}
\end{equation*}
$$

where $\theta_{k, 1}<0$ is taken from the decomposition (14).
Proof. We have due to (22)

$$
\begin{gathered}
\langle c, \Delta x\rangle=\sum_{i \in J^{r}(x)}\left\langle c_{i}, \Delta x_{i}\right\rangle+\left\langle c_{k}, \Delta x_{k}\right\rangle \\
=\sum_{i \in J_{B}^{r}(x)}\left\langle c_{i}^{\mathbf{G}_{i}}, \Delta \nu_{i}\right\rangle+\left\langle c_{k}^{\mathbf{G}_{k}}, \Delta \sigma_{k, 1}\right\rangle=\left\langle c_{B}^{\mathbf{G}}, \Delta \nu_{B}\right\rangle+\left\langle c_{k}^{\mathbf{G}_{k}}, \Delta \sigma_{k, 1}\right\rangle \\
=\left\langle c_{k}^{\mathbf{G}_{k}}, \Delta \sigma_{k, 1}\right\rangle-\left\langle\left(\mathcal{A}_{B}^{\mathbf{G}}\right)^{-T} c_{B}^{\mathbf{G}}, A_{k}^{\mathbf{G}_{k}} \Delta \sigma_{k, 1}\right\rangle \\
=\left\langle c_{k}^{\mathbf{G}_{k}}-\left(A_{k}^{\mathbf{G}_{k}}\right)^{T} u, \Delta \sigma_{k, 1}\right\rangle=\left\langle\sigma_{k}, \Delta \sigma_{k, 1}\right\rangle \\
=\left\langle\theta_{k, 1} \mathbf{f}_{k, 1}+\theta_{k, n_{k}} \mathbf{f}_{k, n_{k}}, \mathbf{f}_{k, 1}\right\rangle=\theta_{k, 1}\left\|\mathbf{f}_{k, 1}\right\|^{2}=\theta_{k, 1} .
\end{gathered}
$$

Hence, the inequality (26) is correct.
The step length $\alpha$ is chosen as large as possible under the condition that the updated point $\hat{x}$ belongs to the feasible set $\mathcal{F}_{P}$. Since $\mathcal{A} \Delta x=0_{m}$, the step length $\alpha$ is defined as minimal among maximal step lengths, satisfying to conditions: $\hat{x}_{i}(\alpha) \in K^{n_{i}}$ for all cones $K^{n_{i}}, i \in J_{B}^{r}(x)$.

Proposition 9. Let index $k \in J_{N}^{r}(x)$ be such that $\Delta x_{i} \in K^{n_{i}}$ for all $i \in J_{B}^{r}(x)$. Then the set $\mathcal{F}_{P}$ is unbounded and $\langle c, \hat{x}(\alpha)\rangle \rightarrow-\infty$, when $\alpha \rightarrow+\infty$.

If the assertion of Proposition 9 is not realized, the step length $\alpha$ is finite and it is possible to make the move from the extreme point $x$ to another feasible point $\hat{x}(\alpha) \in \mathcal{F}_{P}$ with decreasing the value of goal function.

Proposition 10. Let $x$ be a regular extreme point of $\mathcal{F}_{P}$, and let the step length $\alpha$ be finite. Then the updated point $\hat{x}(\alpha)$ is an extreme point of $\mathcal{F}_{P}$ too.

Proof. Since the step length $\alpha$ is finite, there are only two situations, when it is possible:
(1) There is the index $s \in J_{F}^{r}(x)$ such that at updated point $\hat{x}$ this index $s$ belongs to the set $J_{N}^{r}(\hat{x})$. In other words, the facet basic variable becomes a non-basic variable.
(2) There is the index $s \in J_{I}^{r}(x)$ such that at the updated point $\hat{x}$ this index $s$ belongs either to the set $J_{F}^{r}(\hat{x})$ or to $J_{N}^{r}(\hat{x})$. In other words, the interior basic variable becomes either a non-basic variable or a facet basic variable.

In principle, the cases are possible, when each of these situations or both situations happen simultaneously.

Denote $n_{B}(x)=r_{F}(x)+n_{I}(x)$. If $x$ is an extreme point of $\mathcal{F}_{P}$, then $n_{B}(x) \leq$ $m$. Regardless of the way, how $\alpha$ is defined, we obtain that at the updated point $\hat{x}$ the following inequality $n_{B}(\hat{x}) \leq n_{B}(x)$ holds. Here we take into account that
the non-basis variable $x_{k}$ becomes the facet basic variable at the updated point. The inequality $n_{B}(\hat{x}) \leq n_{B}(x)$ is necessary for $\hat{x}$ be an extreme point.

Let us show that Proposition 4 is fulfilled at the point $\hat{x}$. Since $x$ is an extreme point, columns of the matrix $\mathcal{A}_{B}^{\mathbf{G}}$ are linear independent. Moreover, at regular extreme point $x$ the number of these linear independent columns exactly equals to $m$. The following representation is valid for the right hand side vector

$$
\begin{equation*}
b=\sum_{i \in J_{F}^{r}(x)} \widetilde{A}_{i, 1}^{\mathbf{G}_{i}} \nu_{i, 1}+\sum_{i \in J_{I}^{r}(x)} A_{i}^{\mathbf{G}_{i}} \nu_{i}, \tag{27}
\end{equation*}
$$

and more, in (27) all $\nu_{i, 1}>0, i \in J_{F}^{r}(x)$, and all $\nu_{i} \in K_{i}^{n}, i \in J_{I}^{r}(x)$.
Denote

$$
\operatorname{pos}_{K^{n_{i}}} A_{i}^{\mathbf{G}_{i}}=\left\{z_{i} \in \mathbb{R}^{m}: z_{i}=A_{i}^{\mathbf{G}_{i}} \nu_{i}, \nu_{i} \in K^{n_{i}}\right\}
$$

The set $\operatorname{pos}_{K^{n_{i}}} A_{i}^{\mathbf{G}_{i}}$ is an image of the convex cone $K^{n_{i}}$ under the linear mapping. Thus, $\operatorname{pos}_{K^{n_{i}}} A_{i}^{\mathbf{G}_{i}}$ is a convex cone in $\mathbb{R}^{m}$. Observe, that in (27) $\nu_{i} \in \operatorname{int} K^{n_{i}}$, where $\operatorname{int} K^{n_{i}}$ is an interior of the cone $K^{n_{i}}$. Hence, $z_{i}=A_{i}^{\mathbf{G}_{i}} \nu_{i}$ is an interior point of the convex cone $\operatorname{pos}_{K^{n_{i}}} A_{i}^{\mathbf{G}_{i}}$.

Let $\mathcal{W}_{i}=\operatorname{cone} \widetilde{A}_{i, 1}^{\mathbf{G}_{i}}, i \in J_{F}^{r}(x)$, be a cone hull of the vector $\widetilde{A}_{i, 1}^{\mathbf{G}_{i}}$. In other words, it is the ray generated by $\widetilde{A}_{i, 1}^{\mathbf{G}_{i}}$. Let also $\mathcal{W}_{i}=\operatorname{pos}_{K^{n_{i}}} A_{i}^{\mathbf{G}_{i}}, i \in J_{I}^{r}(x)$. All these sets are convex cones in $\mathbb{R}^{m}$, which don't intersect between themselves. We take the sum of these cones

$$
\mathcal{W}=\mathcal{W}_{1}+\ldots+\mathcal{W}_{r_{F}}+\mathcal{W}_{r_{F}+1}+\ldots+\mathcal{W}_{r_{F}+r_{I}}
$$

Since columns of the matrix $\mathcal{A}_{B}^{\mathbf{G}}$ are linear independent, the cone $\mathcal{W}$ has non-empty interior. The point $\nu_{B}=\left[\nu_{1,1} ; \ldots ; \nu_{r_{F}, 1} ; \nu_{r_{F}+1} ; \ldots ; \nu_{r_{F}+r_{I}}\right] \in \mathbb{R}^{m}$ belongs to the interior of $\mathcal{W}$.

In the case, where facet basic variable $x_{s}, s \in J_{F}^{r}(x)$ becomes nonbasic, the column $\widetilde{A}_{s, 1}^{\mathbf{G}_{i}}$ is taken out from the decomposition (27), and the column $\widetilde{A}_{k, 1}^{\mathbf{G}_{k}}$ is introduced. If this column $\widetilde{A}_{k, 1}^{\mathbf{G}_{k}}$ together with the rest columns are linear dependent, it means that the vector $b$ belongs to the boundary of the cone $\mathcal{W}$, which is impossible. The same conclusion is valid, when an interior basic variable becomes the facet basic variable.

Thus, the assertion of Proposition 4 is fulfilled at the updated point $\hat{x}$. Therefore, $\hat{x}$ is an extreme point of $\mathcal{F}_{P}$.

By Propositions 8 and 10, we may construct the simplex-type iterative algorithm, in which all points are extreme points of the feasible set, and values of the goal function monotonically decreases from iteration to iteration.

## 4 Partial Case of SOCP Problem

Consider the partial case of problem (3), when it is known in advance, that the solution of (3) is an extreme point of $\mathcal{F}_{P}$ with all basic variables being facet
basic variables. Then it is possible to take an extreme point $x^{0} \in \mathcal{F}_{P}$ with only facet basic variables as a starting point. The move from any extreme point to another one turns out to be such that only facet basic variables are at all these extreme points.

In what follows, we call the sequence of points $\left\{x^{l}\right\}$, generated by the algorithm, regular, if all these points $x^{l}$ are regular extreme points of $\mathcal{F}_{P}$. Moreover, denote by $\operatorname{ext}_{F}\left(\mathcal{F}_{P}\right)$ the subset of all extreme points from $\mathcal{F}_{P}$ with all basic variables being of facet type. We say that the problem (3) is non-degenerate with respect to $\operatorname{ext}_{F}\left(\mathcal{F}_{P}\right)$, if all points from this set are non-degenerate.

Proposition 11. Let $x^{*} \in \operatorname{ext}_{F}\left(\mathcal{F}_{P}\right)$ be regular unique solution of the problem (3). Let also the starting extreme point $x^{0} \in \operatorname{ext}_{F}\left(\mathcal{F}_{P}\right)$ be such that the sequence $\left\{x^{l}\right\}$ is regular. If $\left\{x^{l}\right\}$ is finite, then the last point of this sequence coincides with $x^{*}$.

Theorem 2. Let Problem(3) be non-degenerate with respect to the set $\operatorname{ext}_{F}\left(\mathcal{F}_{P}\right)$. Let also all assumptions of Proposition 11 be fulfilled, except the assumption that $\left\{x^{l}\right\}$ is a finite sequence. Suppose additionally that the starting point $x^{0}$ is such that the set

$$
\mathcal{F}_{P}\left(x^{0}\right)=\left\{x \in \mathcal{F}_{P}:\langle c, x\rangle \leq\left\langle c, x^{0}\right\rangle\right\}
$$

is bounded. Then the sequence $\left\{x^{l}\right\}$ converges to $x^{*}$.
Proof. Since the sequence $\left\{x^{l}\right\}$ is bounded, there exist limit points of $\left\{x^{l}\right\}$. Let $\left\{x^{l_{s}}\right\}$ be a convergent subsequence of $\left\{x^{l}\right\}$, and let $x^{l_{s}} \rightarrow \bar{x}$. All points of $\left\{x^{l_{s}}\right\}$ are regular extreme points of $\mathcal{F}_{P}$. Moreover, $x^{l_{s}} \in \operatorname{ext}_{F}\left(\mathcal{F}_{P}\right)$ for $s \geq 1$. The point $\bar{x}$ is also an extreme point of $\mathcal{F}_{P}$, and more: $\bar{x} \in \operatorname{ext}_{F}\left(\mathcal{F}_{P}\right)$.

The number of all possible sets $J_{F}^{r}(x)$, consisting of $m$ indices, is finite. Therefore, we may assume without loss of generality, that sets $J_{F}^{r}\left(x^{l_{s}}\right)$ are the same for all $s$. Denote this set by $\bar{J}_{F}^{r}$. Because of continuity we have $J_{F}^{r}(\bar{x}) \subseteq \bar{J}_{F}^{r}$. Moreover, the matrices $\mathcal{A}_{B}^{\mathbf{G}}$ converge to a certain matrix $\overline{\mathcal{A}}_{B}^{\mathbf{G}}$, and vectors $c_{B}^{\mathbf{G}}$ converge to a certain vector $\bar{c}_{B}^{\mathbf{G}}$. As a matter of fact, $\overline{\mathcal{A}}_{B}^{\mathbf{G}}$ and $\bar{c}_{B}^{\mathbf{G}}$ are the matrix and the vector, defined at the extreme point $\bar{x}$. Since $\bar{x} \in \operatorname{ext}_{F}\left(\mathcal{F}_{P}\right)$, we have that $\bar{x}$ is a non-degenerate point. From here we derive that $\bar{x}$ is a regular extreme point. Hence, the matrix $\overline{\mathcal{A}}_{B}^{\mathbf{G}}$ is nonsingular.

Let $\bar{u}$ be a dual variable, satisfying the system of linear Eq. (13) with $\overline{\mathcal{A}}_{B}^{\mathbf{G}}$ and $\bar{c}_{B}^{\mathbf{G}}$. Let also $\bar{y}$ be the corresponding dual slack. Since $\bar{x}$ is not an optimal point, the coefficient $\bar{\theta}$ in the decomposition of $\bar{y}$ is such that $\bar{\theta}_{1, k}<0$. Dual variables $u^{l_{s}}$, being solutions of system (13) at points $x^{l_{s}}$, converge to $\bar{u}$. Dual slacks $y^{l_{s}}$ converge to $\bar{y}$ too. We obtain by Proposition 8 that $\left\langle c, x^{l_{s}+1}\right\rangle \leq\left\langle c, x^{l_{s}}\right\rangle+\alpha^{l_{s}} \theta_{1, k}^{l_{s}}<$ $\left\langle c, x^{l_{s}}\right\rangle$. As $\Delta x^{l_{s}}$ are bounded for $s$ sufficiently large, the step lengths $\alpha^{l_{s}}$ don't tend to zero. Thus, we obtain at some iteration that $\left\langle c, x^{l_{s}+1}\right\rangle<\langle c, \bar{x}\rangle$. This contradicts to monotone decreasing of values of the objective function at each iteration and convergence of the sequence $\left\{x^{l_{s}}\right\}$ to $\bar{x}$. Hence, $\bar{x}$ may be only the optimal point.

## 5 Conclusion

We presented a variant of the simplex method for SOCP problems. The main attention has been given to updating of regular extreme points. In principle, it is possible to develop an approach for updating irregular extreme points. However, this approach is more complicated compared with the regular case.
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#### Abstract

Two transportation companies want to enter the market and they are aware of each other. The objective for the both of competitors is to maximize their respective profits by finding the best hub and spoke networks and price structures. One company wants to establish $r$ hubs and the other wants to establish $p$ hubs. It is assumed that the customers choose the route by price and the logistic regression based model is used to estimate how the demand is shared. After setting their networks, the competing companies engage in the price war. We propose a new model for finding a Stackelberg strategy that includes a price game, as bi-level nonlinear mixed-integer program, called the $(r \mid p)$ hub-centroid problem under the price war. It is shown that there is a unique finite Bertrand-Nash price equilibrium. On the basis of this result, we show the solution existence, propose a new equations for the best response pricing, and address the computational complexity of the problem. Finally, we discuss some possible future research directions that concern the solution approach and some other competitive scenarios that involve pricing.
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## 1 Introduction

In the location theory, the important part of literature is devoted to the hub location problems (HLP). Roughly speaking, the goal is to find the optimal locations of hubs (nodes in a graph) and allocations of non-hub nodes to hubs (called spokes), regarding a given objective. Hubs serve as concentration points through which the flows are routed between the origin and destination pairs (O-D). This concept should provide several benefits like reducing the number of spokes and empowering the economies of scale. The HLPs can be classified according to: the source that determines the number of hubs, the set of possible hub locations is discrete or not, the number of allocations of a non-hub node to hubs, whether the hubs are capacitated or uncapacitated, the hub location and allocation cost, etc. An interested reader is referred to the papers [1,2] for a better and deeper introduction into the topic.

In the current HLP research, the work is focused on the solution approaches that are able to handle real-life instances and on the extension of classical HLP models in order to grasp more reality. Several extensions of the classic hub location problems have been used quite successfully. Lüer-Villagra and Marianov [3] have argued that the location or route opening decisions can be very dependent on the revenues that a company can obtain. In turn, revenues depend on the price structure. The paper of Sasaki and Fukushima [4] addresses a continuous Stackelberg competition in which the incumbent competes with several entrants for profit maximization. For every route, only one hub was allowed. Mahmutogullari and Kara [5] addressed the competitive bi-level HLP in which the goal is the market share maximization. In their paper, the demand is divided among the competitors by the "winner-takes-it-all" rule: a competitor with lower route cost gets the whole demand for a given O-D pair. Čvokić et al. [6] have formulated, in a sketchy way, the model of Stackelberg competition that includes a price game. The results were primarily announced, i.e., only the sketches of proofs are given. More general review of facility location and pricing problems can be found in [7]. A good review concerning the equilibrium solutions for the location games is the paper of Karakitsiou and Migdalas [8]. In this study we focus on the Stackelberg strategy for a scenario in which two competing transportation companies intend to enter the market and both of them aspire to maximize their respective profits by finding the best hub and spoke networks and price structures, assuming the price war scenario.

The organization of this paper is given as follows. In Sect. 2, we describe a new bi-level problem for finding the Stackelberg strategy as an $(r \mid p)$ hub-centroid problem under the price war ( $(r \mid p) \mathrm{HCPuPW})$ and formulate the corresponding bi-level mathematical model. The existence of Bertrand-Nash price equilibrium for this model is shown in Sect.3, alongside with the derivation of transcendent price equations. On the basis of this result, the solution existence is proved. The complexity of this problem is separately investigated in Sect.4. Finally, in Sect. 5, the concluding remarks on this research are given, alongside with some proposals for the future work.

## 2 The ( $r \mid p)$ Hub-Centroid Problem Under the Price War

The two competing transportation companies intend to enter the market. They are aware of each other. The both of them aspire to maximize their respective profits by finding the best hub and spoke networks and price structures. One company wants to locate $p$ hubs and the other wants to locate $r$ hubs. After setting their networks, it is expected that the competing companies will engage in the price war, which assumes responding to the current opponent's pricing with the more competitive one. The solution of the price war, if it exists, is a Bertrand-Nash equilibrium, in which none of the competitors have incentive to change their price decisions, unilaterally. This setting implies that the leader does not have the ability to impose prices to the follower. The pricing is a result of the follower's entrance to the market.

The basic setting for the problem is a complete digraph $G=G(N, A)$, where $N$ is the non-empty node set and $A$ is the set of arcs. A hub can only be established at the node $k \in N$, it can be shared, and there are no capacity constraints. All hubs should be mutually interconnected. Establishing a hub is considered as a strategic decision. For every arc $(i, j) \in A$ there is a transportation cost per unit of flow $c_{i j} \geq 0$. For each O-D pair $(i, j) \in N^{2}$, only one route can be established. Multiple allocations of non-hub nodes to hubs are allowed. The transportation factors $\aleph, \alpha$ and $\delta$ are already known for the market and they correspond to flow consolidation in collection (origin to hub), transfer between hubs, and distribution (hub to destination), respectively. Concatenation of arcs composes a route, where hubs are located at the joints. At most two hubs are allowed to be on a single route, i.e., at most two stops are permitted. Transportation cost on a route $i \rightarrow k \rightarrow l \rightarrow j$ is given as $c_{i j, k l}=\aleph c_{i j}+\alpha c_{k l}+\delta c_{l j}$, for all $i, j, k, l \in N$. It is assumed that the customers choose routes according to the prices. Both competitors are using the mill pricing, i.e., the customers are paying their respective expenses. The multinomial logit model (MNL) is used to resolve the issue with the discrete choice, as in $[3,6,9]$. The MNL is essentially a rule that determines what fraction of the flow is going to be captured. It has a sensitivity parameter $\Theta \geq 0$ with an already known non-negative value assigned. A higher $\Theta$ means that customers are very sensitive to price differences, so they will mostly choose less expensive routes. On the other hand, a smaller $\Theta$ means that the clients are less sensitive to price differences. The demand $w_{i j} \geq 0$ for every O-D pair is taken to be perfectly inelastic. Every customer must be served by one of the competitors. Following the specific reasoning presented in $[6,10]$ we require that both companies have to cover all nodes. Sometimes, we will use different pronouns for the competitors: "she" for the leader and "he" for the follower.

The following variables are used to describe the choices made by the leader and follower:
$-x_{k}=1$ if the leader has established a hub at node $k \in N$, and 0 otherwise
$-\rho_{i j, k l}=1$ if the leader has established a transportation route $i \rightarrow k \rightarrow l \rightarrow j$ from $i$ to $j$, and 0 otherwise

- $t_{i j, k l}$ is the price charged by the leader on a route $i \rightarrow k \rightarrow l \rightarrow j$
- $y_{k}=1$ if the follower has established a hub at node $k \in N$, and 0 otherwise
$-\varsigma_{i j}=1$ if the follower has established a transportation route $i \rightarrow k \rightarrow l \rightarrow j$ from $i$ to $j$, and 0 otherwise
- $q_{i j, k l}$ is the price charged by the follower on a route $i \rightarrow k \rightarrow l \rightarrow j$

In order to represent the sequence of variables, we will use a more compact notation: $c=\left(c_{i j, k l}\right)_{i, j, k, l \in N}, x=\left(x_{k}\right)_{k \in N}, \rho=\left(\rho_{i j, k l}\right)_{i, j, k, l \in N}, t=\left(t_{i j, k l}\right)_{i, j, k, l \in N}$, $y=\left(y_{k}\right)_{k \in N}, \varsigma=\left(\varsigma_{i j, k l}\right)_{i, j, k l \in N}$, and $q=\left(q_{i j, k l}\right)_{i, j, k, l \in N}$. The set of follower's solutions for a given leader's solution is shortly denoted as $\mathcal{F}(x, \rho)$. The optimal solutions are denoted with the asterisk, as usual.

Bitran and Ferrer in [11] provided the closed form expression for the optimal response price $q$ over a cost $c$, when the opponent's price $p$ is known:

$$
\begin{equation*}
q^{*}=c+\frac{1}{\Theta}\left(1+W_{0}\left(e^{-\Theta(c-t)-1}\right)\right) \tag{1}
\end{equation*}
$$

Here, $W_{0}$ is the principal branch of the Lambert $W$ function. Lüer-Villagra and Marianov [3] have generalized this expression considering HLP with multiple routes of the same O-D pair. This motivates us to introduce the function to represent the optimal price response. Following the result in [3], this new function $\lambda_{i j, k l}: \mathbb{N} \times \mathbb{R}_{+}^{4|N|^{4}} \longrightarrow \mathbb{R}$ is defined as

$$
\begin{equation*}
\lambda_{i j, k l}(N, c, \rho, p, \varsigma)=c_{i j, k l}+\frac{1}{\Theta}\left(1+W_{0}\left(\frac{\sum_{u, v \in N} e^{-\Theta c_{i j, u v}-1} \varsigma_{i j, u v}}{\sum_{u, v \in N} e^{-\Theta t_{i j, u v}} \rho_{i j, u v}}\right)\right) \tag{2}
\end{equation*}
$$

Usually two scenarios are considered in the literature: simultaneous and sequential entrance to the market. In the first scenario, the price war is a natural assumption. The issue is that we could expect multiple Nash equilibria to exists, when it comes to the competitors' hub and spoke topologies. Finding payoffdominant equilibrium could be a daunting task. Moreover, the payoff-dominant equilibrium does not need to be in pure strategies, i.e., it can be characterized by a cycle of the best responses. The standard interpretation of Nash equilibrium in mixed-strategies is not acceptable. The company will not flip a coin to choose the network. In the second scenario, the price war is not assumed, i.e., the first competitor that enters the market is committed to its location and price decisions. But the existence of finite Stackelberg price solution implies the existence of feasible Bertrand-Nash price equilibrium, which opens the door to a cooperative price game with transferable utilities.

Taking all this into the account, we find it interesting in this study to consider an intermediate variant, i.e., a Stackelberg competition under the price war, where one company, usually called the leader, enters the market as the first competitor, anticipating the entrance of the other company, incidentally called the follower. The prices are set according to the solution of the price war. In other words, the leader is setting the prices, so that she does not have the incentive to deviate after the followers move. This setting is equivalent to the search for the Stackelberg strategy if the game is simultaneous, and it can be related to the search for the price status quo point when a cooperative pricing is considered.

The $(r \mid p)$ HCPuPW can be represented as a bi-level mix-integer non-linear mathematical program. For the leader, we propose the following model.

$$
\begin{align*}
& \max \quad \sum_{i, j, k, l \in N} w_{i j}\left(t_{i j, k l}-c_{i j, k l}\right) \frac{\rho_{i j, k l} e^{-\Theta t_{i j, k l}}}{\sum_{u, v \in N} \rho_{i j, u v} e^{-\Theta t_{i j, u v}}+\sum_{u, v \in N} \varsigma_{i j, u v}^{*} e^{-\Theta q_{i j, u v}^{*}}}  \tag{3}\\
& \quad t_{i j, k l}=\lambda_{i j, k l}\left(N, c, q^{*}, \varsigma^{*}, \rho\right), \quad \forall i, j, k, l \in N  \tag{4}\\
& \sum_{k \in N} \rho_{i j, k l} \leq x_{l}, \quad \forall i, j, l \in N  \tag{5}\\
& \sum_{l \in N} \rho_{i j, k l} \leq x_{k}, \quad \forall i, j, k \in N  \tag{6}\\
& \sum_{k, l \in N} \rho_{i j, k l}=1, \quad \forall i, j \in N  \tag{7}\\
& \sum_{k \in N} x_{k}=p  \tag{8}\\
& \quad\left(q^{*}, y^{*}, \varsigma^{*}\right) \in \mathcal{F}^{*}(x, \rho)  \tag{9}\\
& x_{k} \in\{0,1\}, \quad \forall k \in N  \tag{10}\\
& \rho_{i j, k l} \in\{0,1\}, \quad \forall i, j, k, l \in N \tag{11}
\end{align*}
$$

The leader's profit (3) is calculated as a sum of all net incomes. The leader's price is the best response to the anticipated follower's optimal price, according to the Eq. (4). We note that (4) is not a constraint set, but a parameter definition. The constraints (5)-(6) require that the nodes can be allocated solely to hubs. Only one route can be established per O-D pair and that is imposed with the constraint set (7). The number of hubs to locate is exogenous and specified with Eq. (8). Constraint (9) denotes that for a given leader's solution only optimal follower's solutions are considered. The domain of decision variables is stated in (10)-(11).

Recalling the terminology for the bi-level problems, a solution $((x, \rho),(q, y, \varsigma))$ is called semi-feasible if $(x, \rho)$ satisfies (5)-(8), (10)-(11) (i.e., without (9)) and $(q, y, \varsigma) \in F(x, \rho)$. In other words, the optimality for the follower's solution is not required. For a solution to be feasible, it is required that $(q, y, \varsigma)$ is optimal [12, 13].

Now, for the follower's problem, we propose the following multi-objective mixed-integer non-linear program, for which the preferred solutions are obtained by an a priori lexicographic method. It is assumed that the follower's behavior is altruistic, i.e., the leader has optimistic expectations concerning the follower's attitude.

$$
\begin{align*}
& \max \sum_{i, j, k, l \in N} w_{i j}\left(q_{i j, k l}-c_{i j, k l}\right) \frac{\varsigma_{i j, k l} e^{-\Theta q_{i j, k l}}}{\sum_{u, v \in N} \rho_{i j, u v} e^{-\Theta t_{i j, u v}}+\sum_{u, v \in N} \varsigma_{i j, u v} e^{-\Theta q_{i j, u v}}}  \tag{12}\\
& \max \sum_{i, j, k, l \in N} w_{i j}\left(t_{i j, k l}-c_{i j, k l}\right) \frac{\rho_{i j, k l} e^{-\Theta t_{i j, k l}}}{\sum_{s, t \in N} \rho_{i j, u v} e^{-\Theta t_{i j, u v}}+\sum_{s, t \in N} \varsigma_{i j, u v} e^{-\Theta q_{i j, u v}}} \tag{13}
\end{align*}
$$

$$
\begin{align*}
& t_{i j, k l}=\lambda_{i j, k l}(N, c, q, \varsigma, \rho), \quad \forall i, j, k, l \in N  \tag{14}\\
& \sum_{k \in N} \varsigma_{i j, k l} \leq y_{l}, \quad \forall i, j, l \in N  \tag{15}\\
& \sum_{l \in N} \varsigma_{i j, k l} \leq y_{k}, \quad \forall i, j, k \in N  \tag{16}\\
& \sum_{k, l \in N} \varsigma_{i j, k l}=1, \quad \forall i, j \in N  \tag{17}\\
& \sum_{k \in N} y_{k}=r  \tag{18}\\
& q_{i j, k l}=\lambda_{i j, k l}\left(N, c, \rho,\left(\lambda_{i j, u v}(N, c, \varsigma, q, \rho)\right)_{i, j, u, v \in N}, \varsigma\right), \quad \forall i, j, k, l \in N  \tag{19}\\
& q_{i j, k l} \geq 0, \quad \forall i, j, k, l \in N  \tag{20}\\
& y_{k} \in\{0,1\}, \quad \forall k \in N  \tag{21}\\
& \varsigma_{i j, k l} \in\{0,1\}, \quad \forall i, j, k, l \in N \tag{22}
\end{align*}
$$

The follower's profit (12) is calculated as a sum of all net incomes. The behavior of follower as the altruistic competitor is defined by (13). As in the previous model, we note that (14) is not a constraint set, but a parameter definition. The difference is that here the value of $t_{i j, k l}$ is not based on the optimal follower's solution (the star notation is omitted). The constraints (15)-(16) require that the nodes can be allocated solely to hubs. Only one route can be established per O-D pair and that is imposed with the constraint set (17). The number of hubs to locate is exogenous and specified with Eq. (18). The follower is setting the equilibrium prices (19). Basically, the follower sets his prices so that he does not have an incentive to change his own price decisions, after the leader's best price response. The domains of price and network variables are stated in (20)-(22).

Remark 1. Changing the second objective from maximization to minimization we obtain the model for the selfish follower's behavior. In that case, the leader would have pessimistic expectations concerning the follower's attitude.

Summing the leader's objective function with the follower's first objective one will not result in a constant. Therefore, we can not claim that this is a zero-sum game. This is the main reason behind the bi-objective formulation. Otherwise, the problem could be ill-posed.

The lower level model, regarding solely the first objective, is concerned with finding a medianoid affected by the price war, for which the leader's set of hubs $H_{L}$ is fixed. Therefore, we will call it the $\left(r \mid H_{p}\right)$ hub-medianoid problem under the price war. The lower level model, regarding the second objective, is usually in the literature denoted as the auxiliary model $[12,13]$.

Remark 2. If the Bertrand-Nash price equilibrium exists, then the equilibrium equation holds for the leader's prices, too. In other words,

$$
\begin{equation*}
t_{i j, k l}=\lambda_{i j, k l}\left(N, c, \varsigma^{*},\left(\lambda_{i j, u v}\left(N, c, \rho, t, \varsigma^{*}\right)\right)_{i, j, u, v \in N}, \rho\right) . \tag{23}
\end{equation*}
$$

## 3 The Solution Existence

If a finite Bertrand-Nash price equilibrium does not exists, then obviously the set of feasible solutions is empty for both competitors. On the other hand, the existence of multiple price equilibria could make problem ill-posed. In Čvokić et al. [6], the result concerning the Bertrand-Nash price equilibrium is primarily announced, i.e., only the sketch of proof is given. Here, we provide the complete rigorous proof with the appropriate discussion. We find that not only the statement itself is important, but also the way how it is proved and interpreted.

Theorem 1. For given hub and spoke networks in the (r|p) hub-centroid problem under the price war, there is a unique finite Bertrand-Nash price equilibrium.

Proof. The objective function for both competitors are separable by O-D pairs. Taking into account that the networks are already given, we know which routes are established. Thus, we can focus on a particular O-D pair in our analysis and neglect the indexes entirely. Because each competitor can establish only one route per O-D pair, the best response price constraints are reduced to (1).

The derived closed form expression for the best response in terms of margins for the competitors are given as follows:

- the leader's best response margin $r_{L}\left(r_{F}\right)=\frac{1}{\Theta}\left(1+W_{0}\left(Q e^{\Theta r_{F}-1}\right)\right)$
- the follower's best response margin $r_{F}\left(r_{L}\right)=\frac{1}{\Theta}\left(1+W_{0}\left(\frac{e^{\Theta r_{L}-1}}{Q}\right)\right)$
where $Q=\frac{e^{-\theta c_{h_{L}}}}{e^{-\theta c h_{F}}}$. The margins of best responses are bijective functions (continuous, monotone increasing) from a domain of non-negative real numbers, to corresponding co-domains, and vice versa for the inverses. We need to prove that the finite stable point, i.e., a Bertrand-Nash price equilibrium, always exists. In other words, when it comes to the margins, we need to solve the following equation $r_{L}^{*}=r_{L}\left(r_{F}^{*}\right)=r_{L}\left(r_{F}\left(r_{L}^{*}\right)\right)$, which is reduced to the system

$$
\begin{align*}
\tau & =W_{0}\left(Q e^{W_{0}\left(\frac{e^{\tau}}{Q}\right)}\right)  \tag{24}\\
r_{L}^{*} & =\frac{\tau+1}{\Theta} \tag{25}
\end{align*}
$$

Algebra can also be done for the other player, in the same fashion. The principal branch of Lambert W function can be represented by an infinitely nested logarithm as $W_{0}(x)=\ln \left(\frac{x}{W_{0}(x)}\right)$. Using this, we can transform Eq. (24) into $W_{0}\left(Q e^{W_{0}\left(\frac{e^{\tau}}{Q}\right)}\right) e^{\tau}=Q e^{W_{0}\left(\frac{e^{\tau}}{Q}\right)}$. After multiplication of both sides by $W_{0}\left(\frac{e^{\tau}}{Q}\right)$ and simplifying the equation, we obtain the next system of equations with their corresponding constraints

$$
\begin{equation*}
W_{0}\left(Q e^{\xi}\right)=\frac{1}{\xi} \wedge \xi>0 \tag{26}
\end{equation*}
$$

$$
\begin{align*}
\xi & =W_{0}\left(\frac{e^{\tau}}{Q}\right)  \tag{27}\\
r_{L}^{*} & =\frac{\tau+1}{\Theta} \wedge r_{L}^{*} \geq 0 \tag{28}
\end{align*}
$$

The first equation always has a solution on $(0, \infty)$. What remains is to check if the solution is feasible, i.e., if $r_{L}^{*} \geq 0$. The last two equations result in $e^{\tau}=$ $Q \xi e^{\xi} \wedge \xi>0 \wedge \tau \geq-1 \Longleftrightarrow \xi \geq W_{0}\left(\frac{1}{Q e}\right)$. So, we need to prove that $W_{0}\left(Q e^{W_{0}\left((Q e)^{-1}\right)}\right) \leq \frac{1}{W_{0}\left((Q e)^{-1}\right)}$ for all $Q>0$. To do that, we will analyze the function $f(Q)=W_{0}\left((Q e)^{-1}\right) W_{0}\left(Q e^{W_{0}\left((Q e)^{-1}\right)}\right)$.


Fig. 1. The graph of the function $f(Q)$ when $Q \in(0, \infty)$. The limit of $f(Q)$ when $Q \rightarrow 0+$ is $\frac{1}{e}$, and the limit when $Q \rightarrow \infty$ is 0 .

We observe that $\lim _{Q \rightarrow \infty} f(Q)=0$, which can be seen through the series expansion at $x=\infty$. Next, $W_{0}\left(\frac{1}{Q e}\right) W_{0}\left(Q e^{W_{0}\left(\frac{1}{Q e}\right)}\right)^{2}=0$ is representing the first order condition for $f(Q)$, which doesn't have a solution on $(0, \infty)$. At the end, $\lim _{Q \rightarrow 0+} f(Q)=\frac{1}{e}$, because $W_{0}\left((Q e)^{-1}\right) \rightarrow \infty$ when $Q \rightarrow 0+$, and $\lim _{x \rightarrow \infty} x W_{0}\left(\frac{a}{x}\right)=a$ for some real $a$, which can again be seen from the series expansion at $x=\infty$. In our case $a=\frac{1}{e}$. The graph of the function $f(Q)$ is presented in Fig. 1.

On a plot, the Bertrand-Nash price equilibrium can be represented as an intersection of the best response curves, as it is done in Fig. 2.

Remark 3. The pair $(\infty, \infty)$ is also the equilibrium, but it is not feasible.
Remark 4. The logit model and possibly different route costs yield a BertrandNash price equilibrium that is not a perfect competition.

Proposition 1 (The follower's Bertrand-Nash equilibrium pricing). For a given leader's network, the follower's Bertrand-Nash equilibrium price $q_{i j, k l}^{*}$ on a route $i \rightarrow k \rightarrow l \rightarrow j$ is given by the following equations

$$
\begin{align*}
\tau_{i j, k l} & =W_{0}\left(\frac{e^{\tau_{i j, k l}}}{W_{0}\left(e^{\tau_{i j, k l}+\Theta\left(c_{i j, k l}-c_{i j, u v}\right)}\right)}\right)  \tag{29}\\
q_{i j, k l}^{*} & =c_{i j, k l}+\frac{\tau_{i j, k l}+1}{\Theta} \tag{30}
\end{align*}
$$

where $(u, v)$ is the pair of hubs connecting the route established by the leader for the $O$ - $D$ pair $(i, j)$.

Proof. The statements follows from the proof of the Theorem 1, when the networks are fixed and equations are derived from the follower's point of view. To obtain Eq. (29) from Eq. (24) we exploit the identity $e^{W_{0}(x)}=\frac{x}{W_{0}(x)}$.


Fig. 2. The Nash pricing equilibrium for $\Theta=3.35$ and $Q=0.5$, presented as the intersection of the best response curves: the leader's (blue) and the follower's (red). Doted line represents the follower's best response in the same coordinate system as the leader's one (just for comparison). (Color figure online)

Remark 5. The new Bertrand-Nash equilibrium follower's pricing does not take into account the leader's price - only the route costs.

Remark 6. The proof of Theorem 1 gives the starting point for computing the follower's price as $\max \left\{W_{0}\left(e^{-\Theta\left(c_{i j}, u v-c_{i j}, k l\right)-1}\right), \frac{1}{\Theta}\left(1+W_{0}\left(e^{-\Theta\left(c_{i j}, u v-c_{i j}, k l\right)-1}\right)\right)\right\}$.

Remark 7. The existence of Bertrand-Nash price equilibrium does not depend on the behavior of the follower.

Thus, the search for the optimal leader's solution can be based on finding the best feasible follower's hub and spoke topology for which the prices are computed by (29)-(30).

From the Theorem 1 we obtain the following result about the solution existence.

Theorem 2. The optimal solution exists for the ( $r \mid p$ ) hub-centroid problem under the price war.

Proof. The number of possible hub and spoke networks for both players in the market is finite. For each pair of networks, there is a unique finite Bertrand-Nash price equilibrium. Therefore, there exists the optimal solution for the problem (3)-(11). The same reasoning can be applied in the case of pessimistic leader's expectations about the follower's behavior.

## 4 The Computational Complexity

In this section we address some questions about the computational complexity for the leader's and the follower's problem. We prove that the follower's problem is NP-hard by showing a polynomial reduction from the well known NP-complete decision problem for the $r$-clique to the standard decision problem of $\left(r \mid H_{p}\right)$ hubmedianoid under the price war.

Problem 1 (the decision problem for the r-clique [5,14]). Given an undirected graph $G=(N, E)$ and an integer $r$, determine if $G$ has an $r$-clique, i.e., that there exists a set of nodes $K$ with $|K| \geq r$ such that for each pair of nodes in $K$ there is an edge in $E$ between them.

Theorem 3. The follower's problem is NP-hard.
Proof. The bi-criteria formulation of the follower requires solving the corresponding $\left(r \mid H_{p}\right)$ hub-medianoid problem under the price war. The values of variables $q_{i j, k l}(\forall i, j, k, l \in N)$ can be precomputed, i.e., we can consider them as constants. From the constraint sets (15)-(17) we know that only one route can be established per O-D pair. If $\varsigma_{i j, k l}=1$, for some $k, l \in N$, then for all other $k^{\prime}, l^{\prime} \in N \wedge\left(k^{\prime}, l^{\prime}\right) \neq(k, l)$ we have that $\varsigma_{i j, k^{\prime} l^{\prime}}=0$, and vice versa. This means that instead of $\sum_{u, v \in N} \varsigma_{i j, u v} e^{-\Theta q_{i j, u v}}$, we can write just $e^{-\Theta q_{i j, u v}}$ in the denominator, which leads to the following reformulation of the first objective:

$$
\begin{equation*}
\max \sum_{i, j, k, l \in N} w_{i j} Q_{i j, k l} \varsigma_{i j, k l} \tag{31}
\end{equation*}
$$

where $Q_{i j, k l}$ is computed as $\left(q_{i j, k l}-c_{i j, k l}\right) \frac{e^{-\Theta q_{i j, k l}}}{\sum_{s, t \in N} \rho_{i j, s t} e^{-\Theta t_{i j, u v}}+e^{-\Theta q_{i j, k l}}}$. As we have already said, if we show a polynomial reduction from the $r$-clique decision problem to the standard decision problem of $\left(r \mid H_{p}\right)$ hub-medianoid and pricing, then the problem of follower is NP-hard.

Consider an $r$-clique instance $G(N, E)$, where $N$ is the set of nodes and $E$ is the set of edges. We can construct a (digraph) network $G^{\prime}\left(N^{\prime}, A^{\prime}\right)$ where $N^{\prime}=N$ and $(i, j) \in A^{\prime} \subseteq N^{2}$ if $(i, j) \in E$. Note that for the $\left(r \mid H_{L}\right)$ hubmedianoid problem under the price war, the opponent's network does not need to satisfy the constraints (5)-(8), nor the route costs have to be computed in the same way. It just needs to be a valid hub and spoke topology with non-negative finite values for the route costs.

Now, assume that in the opponent's network all established routes are spokes $i \rightarrow i \rightarrow j \rightarrow j$, for all available O-D pairs $(i, j) \in A^{\prime}$. Furthermore, take that $\Theta \geq 0, \alpha=1$, and $w_{i j}=\frac{2 \Theta}{1+\tau}(\forall i, j \in N)$, where $\tau$ is the solution of equation $\tau=W_{0}\left(e^{W_{0}\left(e^{\tau}\right)}\right)$.

If the $r$-clique exists, then there is a network $(y, \varsigma)$ in which the hub backbone corresponds to this $r$-clique. For each inter-hub spoke, both competitors have the same route costs, which implies the same equilibrium prices with margin $\frac{1+\tau}{\Theta}$ and equal market share. Therefore, the profit obtained just on the hub backbone is greater than $\frac{r(r-1)}{2}$.

On the other hand, the solution existence itself implies the existence of $r$-clique, because of constraint (18). If the solution with objective value greater then or equal to $\frac{r(r-1)}{2}$ does not exists, then we have two cases:
(1) the objective value of every feasible solution is strictly less than $\frac{r(r-1)}{2}$
(2) the set of feasible solutions is empty.

In the first case, we easily reach the contradiction. In the second case, we infer that there is no $r$-clique.

The situation when $\alpha \in[0,1)$ is analyzed in the similar fashion. We just need to assume that the opponent's route costs are all discounted.

Although, the follower's problem is NP-hard, the corresponding allocation problem is easier to solve.

Theorem 4. The linear relaxation of the corresponding allocation problem for the follower has an integral solution.

Proof. Regarding the follower's first objective, for an O-D pair $(i, j) \in N^{2}$, the highest coefficient of variable $\varsigma_{i j, k l}$ (calculated form (31)) determines the optimal route. Moreover, a linear relaxation where $\varsigma_{i j, k l} \in[0,1]$ must have an integral optimal solution. If we assume that the fractional optimal solution exists for the linear relaxation, we can easily see that the corresponding first objective function (31) will have a linear deviation.

Regarding the second follower's objective, we know that solution should always be from the set of optimal solutions concerning the first objective. Observe that the higher values of $e^{-\Theta q_{i j, u v}}(u, v \in N)$ (i.e. the lower values of $\left.q_{i j, u v}\right)$ are more preferable, for a given O-D pair $(i, j) \in N^{2}$. If we assume that the fractional optimal solution exists for this linear relaxation, we can easily see that the corresponding second objective function will have a linear deviation, too.

From the proof of this statement, the following two corollaries follow.
Corollary 1. The allocation problem of the $\left(r \mid H_{p}\right)$ hub-medianoid under the price war is polynomially solvable.

Corollary 2. The allocation problem of the auxiliary problem is polynomially solvable.

Because finding the optimal solution for the leader requires solving the NP-hard problem of the follower, we could assess that the leader's problem is NP-hard. The proof of statement about the leader's computational complexity is based on the vertex cover decision problem.

Problem 2 (the decision problem for the vertex cover [5,14]). Given an undirected graph $G=(N, E)$ and an integer $p$, determine if $G$ has a vertex cover, i.e., if there is a set of vertices $C$ with $|C| \leq p$ such that for each edge $(i, j) \in E$, either $i$ or $j$ is in $C$.

Theorem 5. The leader's problem is NP-hard.
Proof. Given an instance of vertex cover problem on an undirected graph $G(N, E)$, we can construct a digraph $G^{\prime}\left(N^{\prime}, A^{\prime}\right)$ where $N^{\prime}=N$ and $A^{\prime}=N^{\prime} \times N^{\prime}$. Let $r>p$, and

$$
w_{i j}= \begin{cases}1, & \text { if }(i, j) \in E  \tag{32}\\ 0, & \text { otherwise }\end{cases}
$$

We need to show that there exists a vertex cover $C$ with $|C| \leq p$ if and only if there exists a set of $p$ nodes $H_{p}$ on $G^{\prime}$, such that the follower's network will coincide with the leader's one on edges $(i, j)$, for which $w_{i j}=1$. We know from the expression (1) what are the margins for both competitors, if their profits are equal. Therefore, we are able to know exactly the leader's profit, from which we can derive the corresponding standard decision problem.
$(\rightarrow)$ Assume that the vertex cover problem has a solution $C \subseteq N$ and $|C| \leq p$. We can let $H_{p} \supseteq C$ and observe that if $i \in H_{L}$ or $j \in H_{p}$ then the unit flow $w_{i j}$ could get value 1 , depending on the membership to $E$. In all other cases $w_{i j}$ is always equal to 0 . In other words, the pricing can be important only for those O-D pairs $(i, j)$ that have at least $i$ or $j$ in $H_{p}$. Therefore, the leader and the follower could compete for the profit only on those routes in which each flow is routed via one (single) spoke that has at least one end in $C$ (subset of $H_{p}$ ). In this situation, the follower can not choose strictly better routes for O-D pairs than those the leader is already using.
$(\leftarrow)$ Suppose that $H_{p}$ on $G^{\prime}$ is such that the best follower's response is to copy of the leader's solution on all O-D pairs for which $w_{i j}=1$. If $H_{p}$ does not contain as a subset the vertex cover of $G$, then there exists an edge $(i, j) \in E$ and $i \notin H_{p}$ or $j \notin H_{p}$ (otherwise $H_{p}$ would be a vertex cover). Then, on that particular O-D pair $(i, j)$ the follower can profit more than the leader, if his hub backbone includes $i$ or $j$. In this situation, the follower is offering a non-stop
(direct) route to the customers, while the leader has to route the flow through the intermediate hubs. This contradicts to the assumption of follower using the same solution as the leader, as his best one.

Hence, we can conclude that the standard decision problem for the leader is polynomially equivalent to the decision problem for the vertex cover.

## 5 Concluding Remarks

This study introduces an intermediate variant of hub location and pricing problem in which competitors are sequentially entering into the market (a leaderfollower scenario), but the pricing is resolved as in the Bertrand price game. Involving pricing is a more realistic scenario than relaying solely on the costs and demands. The leader and the follower are intending to establish $p$ and $r$ hubs, respectively. The setting for hub location and establishing routes is derived from the classic uncapacitated multiple allocation hub location problem. Multiple allocations are allowed and there are no limits on hub capacities. Only one route can be established per O-D pair. The demand is perfectly inelastic and split between the competitors according to the logit model, which is also a more realistic assumption. The objective for both companies is the profit maximization, contrary to the usual viewpoint in which the company is interested in the minimization of its costs. The problem is denoted as the $(r \mid p)$ hub-centroid problem under the price war. Compared to some other bi-level problems in the literature, here we need to properly define the behavior of follower.

The existence of finite Bertrand-Nash price equilibrium for perfectly inelastic demand is shown, which further implied the existence of optimal solution to the problem itself. The new price equations are proposed for the follower, and they could be seen as a game theoretic generalization of the expression given by Bitran and Ferrer [11]. The logit model and possibly different route costs yield a Bertrand-Nash price equilibrium that is not a perfect competition. Besides the pricing related statements, we have addressed the computational complexity for the leader's and follower's problems. It is shown that the follower's problem is NP-hard, but on the other hand the derived allocation problem is in fact polynomially solvable. Also, it is shown, as one could asses, that the leader's problem is NP-hard, too.

The finite Bertrand-Nash price equilibrium, indicates that it would be reasonable to consider the cooperative price game with transferable utilities. In this setting, the leader announces the strategy profile in terms of prices and has an incentive to find the position on the market that would ensure the best credible threat strategy, or the status quo point, depending whether the side payment is allowed or not. Also, one could address some robust variants of this problem (or a similar one), i.e., to explore situations in which the demand or cost can be affected by some uncertain factors.

The solution approach is another line of research for the future work. It is a tough proposition to design the exact solution method for the bi-level optimization problems with non-linear objectives and where the follower's behavior must
be properly defined. As a matter of fact, finding a good heuristic approaches for these kind of problems is not an easy piece of work, too. But on the other hand, the location patterns and managerial insights provide the stepping stone for the further development and refinement of models.

An interesting research direction is the investigation of relationships concerning the polynomial and approximation hierarchies, similarly as it was done in [15].
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#### Abstract

If the lower-level problem in a bilevel optimization problem is replaced by its Karush-Kuhn-Tucker conditions, a mathematical program with complementarity constraints is obtained. Solving this nonconvex optimization problem, locally optimal solutions are computed which do in general not correspond to locally optimal solutions of the bilevel problem. Using a relaxation of this problem in two constraints it can be shown that a sequence of locally optimal solutions of the relaxed problems converges to a point which is related to a locally optimal solution of the bilevel optimization problem. If the lower-level problem is a linear one, relaxation of only the complementarity constraint is sufficient.
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## 1 Introduction

Bilevel optimization problems are hierarchical optimization problems of two levels. The lower-level problem is

$$
\begin{equation*}
\min _{y}\{f(x, y): g(x, y) \leq 0\} \tag{1}
\end{equation*}
$$

depending on the upper-level variable $x$, where $f: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ as well as $g: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{p}$. We can add equality constraints by adjusting the constraint qualification. Let

$$
\varphi(x):=\min _{y}\{f(x, y): g(x, y) \leq 0\}: \mathbb{R}^{n} \rightarrow \mathbb{R}
$$

denote the optimal value function of problem (1) and

$$
\Psi(x):=\underset{y}{\operatorname{Argmin}}\{f(x, y): g(x, y) \leq 0\}: \mathbb{R}^{n} \rightarrow 2^{\mathbb{R}^{m}}
$$

[^12]its solution set mapping. If
$$
\operatorname{gph} \Psi:=\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{m}: y \in \Psi(x)\right\}
$$
denotes the graph of the solution set mapping, the upper-level optimization problem can be formulated as
\[

$$
\begin{equation*}
\min _{x, y}\{F(x, y): G(x) \leq 0,(x, y) \in \operatorname{gph} \Psi\} \tag{2}
\end{equation*}
$$

\]

where $F: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ and $G: \mathbb{R}^{n} \rightarrow \mathbb{R}^{q}$. We do not want to consider upperlevel constraints depending on both $x$ and $y$ since this implies some ambiguity if the solution set $\Psi(x)$ does not reduce to a singleton for some $x$. Problem (2) is the so-called optimistic version of the bilevel optimization problem. For the pessimistic formulation where the upper-level decision maker has to bound the damage resulting from an unwelcome decision of the lower-level decision maker, see e.g. [12]. All functions $F, f, g_{i}, G_{i}$ are assumed to be sufficiently smooth.

A point $(\bar{x}, \bar{y}) \in \mathbb{R}^{n} \times \mathbb{R}^{m}$ is called feasible for (1), (2) if $G(\bar{x}) \leq 0, \bar{y} \in \Psi(\bar{x})$. It is a locally optimal solution provided there exists an open neighborhood $U$ of $(\bar{x}, \bar{y})$ such that

$$
F(x, y) \geq F(\bar{x}, \bar{y}) \forall \text { feasible points }(x, y) \in U
$$

Finally, it is a globally optimal solution if $U=\mathbb{R}^{n} \times \mathbb{R}^{m}$ can be used.
Problem (1), (2) has been investigated at least in three monographs [2,5,11], it has many applications, see [6]. It is a nonconvex optimization problem with, moreover, a feasible set which is not given in an explicit form using equality or inequality constraints.

To investigate it and to find possible solution algorithms, it needs to be replaced by a single-level optimization problem. For that we have different possibilities:

1. We can use the optimal value function of the lower-level problem and bound its objective function from above. This idea goes back to [20] and results in the fully equivalent, nonconvex optimization problem

$$
\begin{equation*}
\min _{x, y}\{F(x, y): G(x) \leq 0, f(x, y) \leq \varphi(x), g(x, y) \leq 0\} \tag{3}
\end{equation*}
$$

Problem (3) is irregular in the sense that the nonsmooth MangasarianFromovitz constraint qualification is violated at every feasible point and the function $\varphi(\cdot)$ is not differentiable even if the lower-level problem (1) is a parametric linear optimization problem. For more information about (3) see e.g. $[8,9]$.
2. If the functions $y \mapsto f(x, y), y \mapsto g_{i}(x, y), i=1, \ldots, p$, are differentiable and a regularity condition is satisfied at all points $(x, y)$, problem (1) can be replaced by its Karush-Kuhn-Tucker conditions resulting in

$$
\begin{align*}
\min _{x, y, u}\left\{F(x, y): G(x) \leq 0, \nabla_{y} L(x, y, u)=0\right. & \\
& \left.g(x, y) \leq 0, u \geq 0, u^{\top} g(x, y)=0\right\} \tag{4}
\end{align*}
$$

where $L(x, y, u)=f(x, y)+u^{\top} g(x, y)$ is the Lagrange function of (1). This is the KKT transformation which can only be used if the lower-level problem (1) is a convex optimization problem, see [18]. Problem (4) is a co-called mathematical program with complementarity constraints (MPCC), it is a nonconvex optimization problem for which the Mangasarian-Fromovitz constraint qualification is violated at every feasible point [23]. This problem has been the topic of a large number of monographs and articles, see e.g. [19]. If the regularity condition (Slater's condition) is violated for the lower-level problem at some points $(x, y)$ the F.-John conditions can be used to replace (1), see [1], or the feasible set of problem (4) is perhaps no longer closed.
3. Under some restrictive assumptions, the optimal solution $y(x)$ of the lowerlevel problem is strongly stable [14] and can be inserted directly into (2) resulting is a nondifferentiable single level optimization problem

$$
\begin{equation*}
\min _{x}\{f(x, y(x)): G(x) \leq 0\} \tag{5}
\end{equation*}
$$

which, under certain assumptions, is a Lipschitz continuous optimization problem, see [4].

Topic of the article is the solution of problem (4). This problem has often be used to solve the bilevel optimization problem (1), (2). From now on assume that $y \mapsto f(x, y)$ and $y \mapsto g_{i}(x, y), i=1, \ldots, p$, are convex functions. Problem (4) is a nonconvex optimization problem. Globally optimal solutions of this problem can easily be shown to be related to globally optimal solutions of the bilevel optimization problem [7]. This is in general not the case for locally optimal solutions, see Sect.2. Section 3 is devoted to an algorithm for computing local solutions of the bilevel optimization problem. After that, the special case of a linear bilevel optimization problem is investigated in Sect. 4 .

## 2 Relations Between the Bilevel Optimization Problem and Its KKT-transformation

Problem (4) is often used for solving the bilevel optimization problem. The following example from [7] shows that this is not so easy.
Example 1 (Dempe and Dutta [7]). Consider the linear lower-level problem

$$
\begin{equation*}
\min _{y}\{-y: x+y \leq 1,-x+y \leq 1\} \tag{6}
\end{equation*}
$$

and the upper-level problem

$$
\begin{equation*}
\min \left\{(x-1)^{2}+(y-1)^{2}:(x, y) \in \operatorname{gph} \Psi\right\} \tag{7}
\end{equation*}
$$

This problem has the unique optimal solution $(\bar{x}, \bar{y})=(0.5,0.5)$ and no other locally optimal solutions.

Consider the point $\left(x^{0}, y^{0}\right)=(0,1)$. Here, $\Lambda\left(x^{0}, y^{0}\right)=\operatorname{conv}\{(1,0),(0,1)\}$ is the set of regular Lagrange multipliers, where $\operatorname{conv} A$ denotes the convex hull of the set $A$.

Then, the point $\left(x^{0}, y^{0}, u^{0}\right)=(0,1,(0,1))$ can be shown to be a locally optimal solution of the KKT-reformulation (4) of (6), (7).

Since solution algorithms solving nonconvex, irregular MPCCs can often only be shown to compute stationary solutions and these do not need to be related to stationary solutions of the bilevel optimization problem, this approach is not without difficulties.

Remark 1. If the bilevel optimization problem is a linear one, i.e. if the functions $f, F, g_{i}, G_{j}$ are all affine linear, the feasible set of problem (4) is polyhedral: it is the union of a finite number of convex polyhedral sets. Hence, stationary points of (4) are at least local minima.

Theorem 1 ([7]). Let Slater's condition be satisfied for (1) for all $x$ with $G(x) \leq$ 0 , i.e., $\exists w(x)$ satisfying $g_{i}(x, w(x))<0 \forall i=1, \ldots, p$. Then, a feasible point $(\bar{x}, \bar{y})$ of (1), (2) is a locally optimal solution if and only if the point $(\bar{x}, \bar{y}, u)$ is a locally optimal solution for (4) for all

$$
u \in \Lambda(\bar{x}, \bar{y}):=\left\{w \in \mathbb{R}^{p}: w \geq 0, w^{\top} g(\bar{x}, \bar{y})=0, \nabla_{y} L(\bar{x}, \bar{y}, w)=0\right\}
$$

The feasible point $(\bar{x}, \bar{y})$ is a globally optimal solution of (1), (2) if and only if $(\bar{x}, \bar{y}, u)$ is a globally optimal solution of (4) for some $u \in \Lambda(\bar{x}, \bar{y})$.

The point $\left(x^{0}, y^{0}, u\right)=(0,1,(1,0))$ is not a locally optimal solution of (4) in Example 1.

## 3 Relaxation of the KKT Transformation

Since the Mangasarian-Fromovitz constraint qualification is violated at every feasible point of the problem (4), see [23], and standard solution algorithms for optimization problems suppose a constraint qualification for sure convergence to a solution, special approaches need to be used. One often used approach is a relaxation approach [13]. Within the relaxation approaches, on the basis of a numerical comparison with other relaxation methods, the one by Scholtes [24] is favored in [13]. The idea here is to replace (4) by

$$
\begin{align*}
& \min _{x, y, u} F(x, y)  \tag{8}\\
& \text { s.t. } G(x) \leq 0  \tag{9}\\
& \quad \nabla_{y} L(x, y, u)=0  \tag{10}\\
& \quad g(x, y) \leq 0, u \geq 0,-u^{\top} g(x, y) \leq \varepsilon \tag{11}
\end{align*}
$$

where the last equation in (4) is relaxed, see (11). This problem is solved for different relaxation parameters $\varepsilon>0$ tending to zero.

Theorem 2 ([13]). Let $\left\{\varepsilon_{k}\right\} \downarrow 0$ and let $\left(x^{k}, y^{k}, u^{k}\right)$ be a stationary point of (8)-(11) for $\varepsilon=\varepsilon_{k}$ with $\left\{\left(x^{k}, y^{k}, u^{k}\right)\right\}$ converging to $(\bar{x}, \bar{y}, \bar{u})$ such that MPECMFCQ holds at $(\bar{x}, \bar{y}, \bar{u})$. Then $(\bar{x}, \bar{y}, \bar{u})$ is a C-stationary point of (4).

Here, MPEC-MFCQ is the Mangasarian-Fromovitz constraint qualification adapted to (4): The complementarity constraint is not considered and some of the inequality constraints are replaced by equations. C-stationarity means that conditions similar to the Karush-Kuhn-Tucker conditions are satisfied where the multipliers to the biactive constraints ( $\bar{u}_{i}=0$ and $g_{i}(\bar{x}, \bar{y})=0$ ) do not need to be nonnegative (as in the Karush-Kuhn-Tucker conditions) but satisfy a weaker condition: they have the same sign, their product is not negative.

Theorem 2 shows that, if locally optimal solutions of problem (8)-(11) are computed, the algorithm will in general not converge to a locally optimal solution which corresponds to a locally optimal solution of the bilevel optimization problem (cf. Theorem 1). Consider the following relaxation of (4) where additionally to the last equation in (11) also the Eq. (10) is relaxed:

$$
\begin{align*}
& \min _{x, y, u} F(x, y)  \tag{12}\\
& \text { s.t. }  \tag{13}\\
& G(x) \leq 0  \tag{14}\\
&  \tag{15}\\
& \quad\left\|\nabla_{y} L(x, y, u)\right\| \leq \varepsilon_{1} \\
& \\
& \quad \\
& g(x, y) \leq 0, u \geq 0,-u^{\top} g(x, y) \leq \varepsilon_{2}
\end{align*}
$$

Here, $\|\cdot\|$ is an arbitrary norm in $\mathbb{R}^{m}$. We prefer to use the Chebyshev norm $\|a\|=\max _{i}\left|a_{i}\right|$ meaning that (14) reduces to a set of $2 m$ inequalities.

The use of problem (12)-(15) for decreasing $\varepsilon_{j}, j=1,2$, for solving the bilevel optimization problem has originally been suggested in [16], see also [17]. There, the following convergence result has been shown:

Theorem 3 ([17]). Let $\left\{\left(x^{k}, y^{k}, u^{k}\right)\right\}$ be a sequence of locally optimal solutions of problem (12)-(15) for $\left\{\varepsilon^{k}\right\}$ tending to zero converging to $(\bar{x}, \bar{y}, \bar{u})$. If Slater's condition, the constant rank constraint qualification (CRCQ) and the strong sufficient optimality condition of second order (SSOSC) are satisfied for the lowerlevel problem (1) and the Mangasarian-Fromovitz constraint qualification is satisfied for the upper-level constraints then, $(\bar{x}, \bar{y})$ is a Bouligand stationary point for the bilevel optimization problem.

The assumptions (MFCQ) (or Slater's condition), (CRCQ) and (SSOSC) for the lower-level problem imply that the (globally by convexity) optimal solution $y(x)$ of (1) is a $\mathcal{P C}{ }^{1}$ function (i.e. a continuous and piecewise continuously differentiable function) which is locally Lipschitz continuous and directionally differentiable [21]:

$$
y^{\prime}(\bar{x}: d):=\lim _{t \downarrow 0} \frac{y(\bar{x}+t d)-y(\bar{x})}{t}
$$

exists and is finite for all directions $d$. It is a strongly stable function $y(x)$ by [14]. Hence, problem (1)-(2) can locally be replaced by

$$
\begin{equation*}
\min _{x}\{F(x, y(x)): G(x) \leq 0\} \tag{16}
\end{equation*}
$$

The point $(\bar{x}, \bar{y})$ with $\bar{y}=y(\bar{x})$ is Bouligand stationary if the necessary optimality condition

$$
\frac{\partial}{\partial x} F(\bar{x}, \bar{y}) d+\frac{\partial}{\partial y} F(\bar{x}, \bar{y}) y^{\prime}(\bar{x} ; d) \geq 0 \forall d \in T(\bar{x})
$$

where $T(\bar{x}):=\left\{d: \nabla G_{i}(\bar{x}) d \leq 0\right.$ for all $\left.i \in I(\bar{x}):=\left\{j: G_{j}(\bar{x})=0\right\}\right\}$ is satisfied at $\bar{x}$, see [4]. The proof of Theorem 3 uses an algorithm of feasible directions where, in each iteration, a descent direction $d$ is computed. For that, a bilevel optimization problem needs to be solved (the directional derivative $y^{\prime}(\bar{x}: d)$ is the optimal solution of some quadratic optimization problem, see [21]). Hence, Theorem 3 is theoretically interesting but very difficult to be applied in solving the bilevel optimization problem.

The topic of this article is to show that the sequence of problems (12)-(15) can be used even if the assumptions of Theorem 3 are violated and that this problem can be solved using other methods than an algorithm of feasible directions.

Since the feasible set of problem (12)-(15) contains the feasible set of (4) the following theorem is clear due to Theorem 1.
Theorem 4. Let Slater's condition be satisfied for the lower-level problem at all $x$ with $G(x) \leq 0$ and let $\left\{\left(x^{k}, y^{k}, u^{k}\right)\right\}$ be a sequence of globally optimal solutions of problem (12)-(15) for $\left\{\varepsilon^{k}\right\} \subset \mathbb{R}_{+}^{2}$ converging to zero. Then, any accumulation point $(\bar{x}, \bar{y}, \bar{u})$ of $\left\{\left(x^{k}, y^{k}, u^{k}\right)\right\}$ corresponds to a globally optimal solution $(\bar{x}, \bar{y})$ of (1), (2).

To abbreviate notation, let $M(\varepsilon)$ denote the feasible set of problem (12)-(15) for fixed $\varepsilon_{i}>0, i=1,2$.

Theorem 5. Assume that Slater's condition is satisfied for (1) for all $x$ with $G(x) \leq 0$ and let $\left\{\left(x^{k}, y^{k}, u^{k}\right)\right\}$ be a sequence of locally optimal solutions of problem (12)-(15) for $\varepsilon_{i}^{k}>0, i=1,2$ tending to zero. Assume that there exists $\delta>0$ such that $F(x, y) \geq F\left(x^{k}, y^{k}\right)$ for all $(x, y, u) \in M\left(\varepsilon_{1}^{k}, \varepsilon_{2}^{k}\right)$ with $\|(x, y)-$ $\left(x^{k}, y^{k}\right) \|_{2} \leq \delta$ and all $k$. Then, each accumulation point $(\bar{x}, \bar{y}, \bar{u})$ of $\left\{\left(x^{k}, y^{k}, u^{k}\right)\right\}$ corresponds to a locally optimal solution $(\bar{x}, \bar{y})$ of (1), (2).

Proof. Assume without loss of generality that $\left\{\left(x^{k}, y^{k}, u^{k}\right)\right\}$ converges to ( $\left.\bar{x}, \bar{y}, \bar{u}\right)$ and that $(\bar{x}, \bar{y})$ is not a locally optimal solution of (1), (2). Then, by Theorem 1 there exists $\widetilde{u} \in \Lambda(\bar{x}, \bar{y})$ such that $(\bar{x}, \bar{y}, \widetilde{u})$ is not a local minimum of (4). Hence, there exists a sequence $\left\{\left(\bar{x}^{t}, \bar{y}^{t}, \bar{u}^{t}\right)\right\}$ of feasible points to (4) converging to ( $\bar{x}, \bar{y}, \widetilde{u}$ ) with

$$
F\left(\bar{x}^{t}, \bar{y}^{t}\right)<F(\bar{x}, \bar{y}) \forall t .
$$

Consider the sequence $\left\{\left(\bar{x}^{t}, \bar{y}^{t}, \widetilde{u}\right)\right\}$. For sufficiently large $t$ and $\varepsilon_{i}^{k}>0, i=$ $1,2,\left(\bar{x}^{t}, \bar{y}^{t}, \widetilde{u}\right) \in M\left(\varepsilon^{k}\right)$ and $\left\|\left(\bar{x}^{t}, \bar{y}^{t}\right)-\left(x^{k}, y^{k}\right)\right\|_{2} \leq \delta$. Hence,

$$
F\left(x^{k}, y^{k}\right) \leq F\left(\bar{x}^{t}, \bar{y}^{t}\right)<F(\bar{x}, \bar{y}) \forall k \text { and sufficiently large } t .
$$

Let $\left(x^{0}, y^{0}\right) \in \operatorname{gph} \Psi$ with $G\left(x^{0}\right) \leq 0$ be arbitrarily chosen such that

$$
\left\|\left(x^{0}, y^{0}\right)-(\bar{x}, \bar{y})\right\|_{2} \leq \delta / 2
$$

Take $u^{0} \in \Lambda\left(x^{0}, y^{0}\right)$. Then, $\left(x^{0}, y^{0}, u^{0}\right)$ is feasible for (4) and also for (12)-(15) for all $\varepsilon^{k}>0, \forall k$. For sufficiently large $k$ we have $\left\|\left(x^{k}, y^{k}\right)-(\bar{x}, \bar{y})\right\|_{2} \leq \delta / 2$ and hence $\left\|\left(x^{k}, y^{k}\right)-\left(x^{0}, y^{0}\right)\right\|_{2} \leq \delta$ implying $F\left(x^{k}, y^{k}\right) \leq F\left(x^{0}, y^{0}\right)$ by our assumption. Passing to the limit we derive

$$
F(\bar{x}, \bar{y}) \leq F\left(x^{0}, y^{0}\right)
$$

Note, that we can also take $\left(x^{0}, y^{0}\right)=\left(\bar{x}^{t}, \bar{y}^{t}\right)$ which contradicts now our assumption that $(\bar{x}, \bar{y}, \widetilde{u})$ is not locally optimal for (4).

Note that we used a neighborhood of feasible points of (4) not depending on the Lagrange multiplier in the lower-level problem. This has also been done in $[15,25]$. This is justified here since the objective function of the upper-level problem does not depend on $u$.
Example 2. Consider Example 1 again at the point $x^{0}=0, y^{0}=1, u^{0}=(0,1)$. Problem (12)-(15) reads as

$$
\begin{align*}
\min _{x, y x, y, u} & (x-1)^{2}+(y-1)^{2}  \tag{17}\\
\text { s.t. } & x+y \leq 1,-x+y \leq 1  \tag{18}\\
& \left|u_{1}+u_{2}-1\right| \leq \varepsilon_{1}  \tag{19}\\
& u_{1} \geq 0, x+y-1 \leq 0, u_{1}(1-x-y) \leq \varepsilon_{2}  \tag{20}\\
& u_{2} \geq 0,-x+y-1 \leq 0, u_{2}(1+x-y) \leq \varepsilon_{2} \tag{21}
\end{align*}
$$

It is easy to see that, for $\varepsilon>0$, the point $x=t, y=1-t, u_{1}=t, u_{2}=1-t$ has a smaller function value than $\left(x^{0}, y^{0}, u^{0}\right)$ for sufficient small $t>0$ and is feasible: Objective function value is $F(t, 1-t)=2 t^{2}-2 t+1<1$ for $0<t<1, u_{1}+u_{2}=$ $1, x+y=1,-x+y=1-2 t<1, u_{2}(1+x-y)=(1-t)(2 t)=2 t-2 t^{2} \leq \varepsilon_{2}$ for $0<t \leq 0.5-\sqrt{0.25-\varepsilon_{2}}$. Hence, the point $\left(x^{0}, y^{0}, u^{0}\right)$ is no longer locally optimal.

Note that this is correct also for $\varepsilon_{1}=0$ since the lower-level problem is a linear optimization problem with right-hand-side perturbations.

## 4 The Linear Bilevel Optimization Problem

Now, let the lower-level problem be a right-hand-side perturbed linear optimization problem:

$$
\begin{equation*}
\Psi_{L}(x):=\underset{y}{\operatorname{Argmin}}\left\{c^{\top} y: A y \leq x\right\} \tag{22}
\end{equation*}
$$

and consider the upper-level problem (2) with $\Psi(x)=\Psi_{L}(x)$ and $G(x)=G x-b$ for some matrix $G$ and vector $b$ of appropriate dimension. The KKT transformation of this problem is

$$
\begin{align*}
& \min _{x, y, u} F(x, y)  \tag{23}\\
& \text { s.t. } G x \leq b,  \tag{24}\\
& \quad A^{\top} u=c  \tag{25}\\
& \quad u \geq 0, A y-x \leq 0, u^{\top}(A y-x)=0 . \tag{26}
\end{align*}
$$

Consider now an algorithm which solves the relaxation in the sense of Scholtes [24] of problem (23)-(26):

$$
\begin{align*}
& \min _{x, y, u} F(x, y)  \tag{27}\\
& \text { s.t. } G x \leq b,  \tag{28}\\
& \quad A^{\top} u=c,  \tag{29}\\
& \quad u \geq 0, A y-x \leq 0, u^{\top}(x-A y) \leq \varepsilon \tag{30}
\end{align*}
$$

for $\varepsilon \downarrow 0$. Again we see easily that accumulation points of a sequence of globally optimal solutions of these problems for $\varepsilon \downarrow 0$ correspond to globally optimal solutions of the bilevel optimization problem (2), (22).

Theorem 6. Let $\left\{\left(x^{k}, y^{k}, u^{k}\right)\right\}$ be a sequence of locally optimal solutions of problem (27)-(30) for $\left\{\varepsilon^{k}\right\}$ tending to zero and let $(\bar{x}, \bar{y}, \bar{u})$ be an accumulation point of this sequence. Then, $(\bar{x}, \bar{y})$ is a locally optimal solution of (2), (22).

Proof. Without loss of generality assume that $\lim _{k \rightarrow \infty}\left(x^{k}, y^{k}, u^{k}\right)=(\bar{x}, \bar{y}, \bar{u})$ and assume that this point does not correspond to a local minimum of (2), (22). Since the set

$$
K:=\left\{(x, y, u): A^{\top} u=c, u \geq 0, A y-x \leq 0, u^{\top}(x-A y)=0\right\}
$$

is polyhedral there exist convex polyhedra $K_{j}$ and index sets $I_{j}, J_{j}$ such that

$$
\begin{aligned}
K_{j}:=\left\{(x, y, u): A^{\top} u=c,\right. & u \geq 0, u_{i}=0, i \in I_{j} \\
& \left.A y-x \leq 0,(A y-x)_{i}=0, i \in J_{j}\right\}
\end{aligned}
$$

$I_{j} \cup J_{j}=\{1, \ldots, p\}$, where $p$ is the number of inequalities in the lower-level problem (22), and $K=\cup_{j} K_{j}$. Since $(\bar{x}, \bar{y})$ is assumed to be not a local minimum of $(2),(22)$, by Theorem 1 , there exists

$$
\widetilde{u} \in \Lambda(\bar{x}, \bar{y}):=\left\{u: u \geq 0, A^{\top} u=c, u^{\top}(A y-x)=0\right\}
$$

such that $(\bar{x}, \bar{y}, \widetilde{u})$ is not a local minimum of (23)-(26). Hence, since the feasible set $\{x \times\{0\} \times\{0\}: G x \leq b\} \cap K$ is polyhedral, there exists a direction $\left(d_{x}, d_{y}, d_{u}\right)$ of descent:

$$
\nabla_{x} F(\bar{x}, \bar{y}) d_{x}+\nabla_{y} F(\bar{x}, \bar{y}) d_{y}<0
$$

and

$$
(\bar{x}, \bar{y}, \widetilde{u})+t\left(d_{x}, d_{y}, d_{u}\right) \in K_{j}, G\left(\bar{x}+t d_{x}\right) \leq b \text { for sufficiently small } t>0,
$$

and some index sets $I_{j} \subseteq\left\{i: \widetilde{u}_{i}=0\right\}, J_{j} \subseteq\left\{i:(A \bar{y}-\bar{x})_{i}=0\right\}$ and $I_{j} \cup J_{j}=$ $\{1, \ldots, p\}$. Hence,

$$
\begin{gathered}
A^{\top} d_{u}=0,\left(A d_{y}-d_{x}\right)_{i}=0, \forall i \in J_{j},\left(d_{u}\right)_{i}=0, \forall i \in I_{j}, \\
\left(G d_{x}\right)_{i} \leq 0, \forall i:(G x-b)_{i}=0 .
\end{gathered}
$$

For $i \notin I_{j}$ we have $i \in J_{j}$ and hence, by feasibility of $\left(x^{k}, y^{k}\right)$,

$$
\left(A\left(y^{k}+t d_{y}\right)-x^{k}-t d_{x}\right)_{i} \leq 0 \text { for small } t>0
$$

For $i \notin J_{j}$ but $(A \bar{y}-\bar{x})_{i}=0$ we have
$\left(A d_{y}-d_{x}\right)_{i} \leq 0$ and thus $\left(A\left(y^{k}+t d_{y}\right)-x^{k}-t d_{x}\right)_{i} \leq 0$ for small $t>0$.
In the last case, if $(A \bar{y}-\bar{x})_{i}<0,\left(A\left(y^{k}+t d_{y}\right)-x^{k}-t d_{x}\right)_{i} \leq 0$ follows from continuity. Hence, $A\left(y^{k}+t d_{y}\right)-x^{k}-t d_{x} \leq 0$ for sufficiently small $t>0$. We similarly have $G\left(x^{k}+t d_{x}\right) \leq b$.

Consequently, $\left(x^{k}+t d_{x}, y^{k}+t y_{d}, \widetilde{u}\right) \in K_{j}$ is feasible for (27)-(30) and has a smaller objective function value than $\left(x^{k}, y^{k}, u^{k}\right)$.

Since $\widetilde{u} \in \Lambda(\bar{x}, \bar{y})$ and $u^{k} \geq 0$ we have $u^{k}+\alpha\left(\widetilde{u}-u^{k}\right) \geq 0$ for $0 \leq \alpha \leq 1$ and $A^{\top}\left(u^{k}+\alpha\left(\widetilde{u}-u^{k}\right)\right)=c$. Moreover, by $\left\{u^{k \top}\left(x^{k}-A y^{k}\right)\right\}$ converging to zero there exists $k^{\prime} \geq k$ such that

$$
u^{k^{\prime} \top}\left(x^{k^{\prime}}-A y^{k^{\prime}}\right)<\varepsilon^{k}
$$

and thus

$$
\left(u^{k^{\prime}}+\alpha\left(\widetilde{u}-u^{k^{\prime}}\right)\right)^{\top}\left(x^{k^{\prime}}-A y^{k^{\prime}}\right) \leq \varepsilon^{k} \text { for } \alpha>0 \text { sufficiently small. }
$$

Setting without loss of generality $k=k^{\prime}$ we see that $\left(d_{x}, d_{y}, \widetilde{u}-u^{k}\right)$ is a direction of descent in $\left(x^{k}, y^{k}, u^{k}\right)$ which is, thus, not a local minimum. Since this contradicts our assumption, the proof is completed.

Example 2 illustrates this result.

## 5 Conclusion

The bilevel optimization problem is often transformed into a single level optimization problem using the Karush-Kuhn-Tucker conditions of the lower-level problem resulting in an MPCC. This is a nonconvex optimization problem and, solving it, locally optimal solutions or even stationary points are obtained. Locally optimal solutions of the MPCC do in general not correspond to locally optimal solutions of the bilevel optimization problem. To overcome this unpleasant situation, a relaxation approach is suggested in which two constraints of the MPCC, namely the complementarity constraint and the condition that the gradient of the Lagrange function of the lower-level problem with respect to the lower-level variable vanishes, are relaxed. Then, it can be shown that a sequence of locally optimal solutions of the relaxed problems converges to a solution which corresponds to a locally optimal solution of the bilevel optimization problem. A similar result has been obtained in the article [10]. If the lower-level problem is a linear optimization problem parameterized in the right-hand side, the relaxation of the complementarity constraint as suggested in [24] is sufficient for deriving the same result, see [3]. Numerical test runs in [22] have shown yet that the solution of linear bilevel optimization problems using the first, more general, approach leads often to better locally optimal solutions than applying the second one.
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#### Abstract

A comparative analysis is conducted of the efficiency of different partnership models in the natural resources sector of Russia. The first one is a classic public-private partnership (PPP) model used in developed countries, whereby a private company builds an object of public property and transfers it to the government either immediately after the construction or after a certain period of operation of the object. The second model represents for the government a costly alternative of the former and is used in Russia in underdeveloped regions. This model assumes that the government supports the investor in infrastructure development and, in part, in the implementation of mandatory environmental protection measures and can also provide tax incentives. In practical terms, this work aims to look into possible ways of transforming the current Russian PPP model towards the classic forms of partnership. To conduct the comparative analysis of the PPP models, Stackelberg models are formulated and original iterative algorithms are developed for solving the corresponding bilevel Boolean programming problems based on probabilistic local search. The properties of the equilibrium solutions are studied using real data for the Transbaikal krai. Based on the modeling results, the different partnership models are compared to find out the conditions under which the private investor would choose to invest in publicly owned industrial infrastructure facilities in Russia.
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## 1 Introduction

The public-private partnership (PPP) scheme has gained popularity worldwide, offering an effective tool to reach a compromise of interests in various sectors of economy. Here, the classical partnership model has gained foothold,
whereby a private company builds an object of public property and transfers it to the government either immediately after the construction or after a certain period of operation of the object [1-4]. Developed nations apply this model in the natural resource sector, where it substantially expands the sources of project financing and encourages subsoil users to develop new deposits in hard-to-reach areas.

Russia's natural resource sector is only beginning to institutionalize the PPP scheme. To date, a few PPP-based projects have been implemented in underdeveloped regions, which apply a model, in a sense, alternative to the classical one. In this model, the government supports the investor in infrastructure development and, in part, in the implementation of mandatory environmental protection measures and can also provide tax incentives.

Practical experience in implementing Russian PPP projects shows that this partnership model, firstly, puts a financial burden on the government. Secondly, it requires a well-calibrated decision-making methodology. That is why all the attempts undertaken by the government of Russia to encourage various partnership schemes with private businesses were not accompanied by economically sound managerial decisions $[1,5-7]$.

This article continues our research into cooperation between public and private investors in the natural resource sector [8-10]. This work aims to analyze and compare the classical and Russian partnership models in terms of efficiency, using the game-theoretical Stackelberg model. This way we can explore possible ways to transform the Russian PPP model, using the resources of the Investment Fund of Russia, towards the classical forms of partnership. This is important for addressing a whole range of issues related to the strategic management of the natural resource sector in Russia.

## 2 Mathematical Models

The choice of the Stackelberg model is dictated by the features of the hierarchy of interactions between the government and the private investor in the natural resource sector. Although the private investor usually initiates the development of a new field, the model assigns the leadership role to the government. Until the government makes critical decisions such as selling a license, choosing infrastructure projects, approving environmental measures, etc., the investor cannot decide to implement the project. Thus, we assume that the government makes the first move.

Classical PPP Model. A private company builds an object of public property and transfers it to the government either immediately after the construction or after a certain period of operation of the object. In underdeveloped regions rich in natural resources, this model in the natural resource sector develops according to the following scenario. The investor cannot launch its field development projects due to the lack of the necessary infrastructure. Therefore, the investor negotiates with the government a list of infrastructure projects that "open up" the target development projects and implements these infrastructure projects at its own expense. The government compensates the investor for the costs as soon as the
budget receives the taxes from the extraction of natural resources by the private investor.

The government can compensate the investor for the infrastructure costs in two ways. In the first case, the investor does not trust the government and demands the reimbursement regardless of the overall results of the development program. For the government, this situation necessitates such a schedule of payments within the budget constraints, starting from the time when the taxes from mining operations come into the budget, that will compensate the investor for the infrastructure s costs with the discount. In the second scheme of mutual settlements, the investor shows substantially greater trust in the government. This scheme implies a coordinated assessment of the integral effect for the investor, taking into account the infrastructure costs and the compensation payments from the government that guarantee a positive final net present value for the investor.

Thus, the following information serves as input data in the PPP model:

- A schedule of compensation payments to the investor for infrastructure development.
- A set of industrial projects to develop natural resource sites, implemented by the private investor.
- A set of infrastructure development projects.
- A list of environmental projects necessary to compensate for the environmental damage caused by the implementation of the investment projects.

The output of the model is a natural resource development program, i.e., a set of infrastructure, environmental, and industrial projects implemented by the private investor.

A formal description of the classical PPP model can be presented as follows. We use the following notation:
$T$ is a planning horizon; $I$ is a set of investment projects; $J$ is a set of infrastructure development projects; $K$ is a set of environmental projects;

Investment project $i$ in year $t$ :
$C F P_{i}^{t}$ is the cashflow (the difference between the incomes and expenses of all kinds, taking into account a transaction costs, constructive borrowed from [11]);
$E P P_{i}^{t}$ is the environmental damage from the implementation of project;
$D B P_{i}^{t}$ is the government revenue from the implementation of project;
Infrastructure development project $j$ in year $t$ :
$Z I_{j}^{t}$ is the costs of implementation of project;
$E P I_{j}^{t}$ is the environmental damage from the implementation of project;
$V D I_{j}^{t}$ is the government revenue from local economic development as a result of the implementation of project;

Environmental project $k$ in year $t: Z E_{k}^{t}$ is the costs of implementation of project;

The matrices $\mu$ and $\nu$ define the relationship between the projects, where $\mu_{i j}$ is a coherence indicator for the infrastructure and investment projects, $i \in I$,
$j \in J$, and $\nu_{i j}$ is a coherence indicator for the environmental and investment projects, $i \in I, k \in K$ :
$\mu_{i j}=\left\{\begin{array}{l}1, \text { if the implementation of investment project } i \\ \text { requires the implementation of infrastructure development project } j, \\ 0 \text { otherwise; }\end{array}\right.$ $\nu_{i k}=\left\{\begin{array}{l}1, \text { if the implementation of investment project } i \\ \text { requires the implementation of environmental project } k, \\ 0 \text { otherwise. }\end{array}\right.$
The discounts of the government and the investor:
$D G$ is the discount of the government; $D I$ is the discount of the investor;
The budget constraints:
$b_{t}^{G}$ is the government budget in year $t ; b_{t}^{O}$ is the investor budget in year $t$.
We use the following variables:
$v_{j}=\left\{\begin{array}{l}1, \text { if the investor launches infrastructure development project } j, \\ 0 \text { otherwise; }\end{array}\right.$

$$
\begin{aligned}
z_{i} & =\left\{\begin{array}{l}
1, \text { if the investor launches investment project } i, \\
0 \text { otherwise } ;
\end{array}\right. \\
u_{k} & =\left\{\begin{array}{l}
1, \text { if the investor launches environmental project } k, \\
0 \text { otherwise } .
\end{array}\right.
\end{aligned}
$$

$W_{t}, \bar{W}_{t}$ is the schedule of compensation payments for infrastructure development in year t , which was proposed by the government and used by the investor.

The government problem $\widehat{\mathcal{P S}}$ :

$$
\begin{equation*}
\sum_{t \in T}\left(\sum_{i \in I}\left(D B P_{i}^{t}-E P P_{i}^{t}\right) z_{i}+\sum_{j \in J}\left(V D I_{j}^{t}-E P I_{j}^{t}\right) v_{j}-W_{t}\right) /(1+D G)^{t} \rightarrow \max _{W, v, z} \tag{1}
\end{equation*}
$$

subject to:

$$
\begin{gather*}
\sum_{1 \leq t \leq \omega} \bar{W}_{t} \leq \sum_{1 \leq t \leq \omega} b_{t}^{G} ; \omega \in T  \tag{2}\\
\bar{W}_{t} \geq 0 ; t \in T  \tag{3}\\
(z, v) \in \mathcal{F}^{*}(\bar{W}) \tag{4}
\end{gather*}
$$

The set $\mathcal{F}^{*}$ is a set of optimal solutions of the low-level parametric investor problem.

The investor problem $\widetilde{\mathcal{P I}}(\bar{W})$ :

$$
\begin{equation*}
\sum_{t \in T}\left(\sum_{i \in I} C F P_{i}^{t} z_{i}-\sum_{k \in K} Z E_{k}^{t} u_{k}-\sum_{j \in J} Z I_{j}^{t} v_{j}-W_{t}\right) /(1+D I)^{t} \rightarrow \max _{z, u, v} \tag{5}
\end{equation*}
$$

subject to:

$$
\begin{equation*}
\sum_{t \in T}\left(W_{t}-\sum_{j \in J} Z I_{j}^{t} v_{j}\right) /(1+D I)^{t} \geq 0 \tag{6}
\end{equation*}
$$

$$
\begin{gather*}
\sum_{k \in K} Z E_{k}^{t} u_{k}+\sum_{j \in J} Z I_{j}^{t} v_{j}-\sum_{i \in I} C F P_{i}^{t} z_{i}-W_{t} \leq b_{t}^{O} ; t \in T  \tag{7}\\
v_{j} \geq \mu_{i j} z_{i} ; i \in I, j \in J  \tag{8}\\
u_{k} \geq \nu_{i k} z_{i} ; i \in I, k \in K  \tag{9}\\
\sum_{i \in I} \nu_{i k} z_{i} \geq u_{k} ; k \in K  \tag{10}\\
\sum_{t \in T}\left(\sum_{i \in I}\left(D B P_{i}^{t}-E P P_{i}^{t}\right) z_{i}-W_{t}\right) /(1+D G)^{t} \geq 0  \tag{11}\\
W_{t} \leq \bar{W}_{t} ; t \in T \tag{12}
\end{gather*}
$$

$$
\begin{equation*}
v_{j}, z_{i}, u_{k} \in\{0,1\} ; i \in I, k \in K, j \in J \tag{13}
\end{equation*}
$$

The objective function of the government is the part of the natural resource rent received by the government in the form of taxes, taking into account the compensation payments to the investor for infrastructure development. Budget constraint (2) is soft, i.e., financial resources that are not spent in the current year go to the next year. Constraints (8)-(9) capture the interrelations between the industrial, infrastructure, and environmental projects. Each environmental project must be necessary for the implementation of some industrial project (10). Constraint (11) blocks industrial programs that do not provide a positive balance between budget revenues and compensation payments, taking into account the discounts and environmental losses.

Problem (1)-(13) describes the behavior of an investor who does not trust the government and demands reimbursement regardless of the overall results of the development program. The model of coordinated partnership with a substantially higher level of trust in the government on the part of the investor lacks constraint (6): this constraint formalizes the requirement of unconditional reimbursement of the investor's costs.

Russian PPP Model. While the classical PPP model implies that the investor helps the government, the Russian version does things the other way round: the government supports the investor on underdeveloped territories in building the infrastructure and implementing the necessary environmental measures and, in some cases, provides tax incentives. The full version of this type of model has been described by the authors in [10]. Here, we use a simplified version of the model, which, however, can be used to compare the properties of the two PPP models based on the analysis of the properties of equilibrium solutions.

The Russian PPP version can be formalized as the following Stackelberg model. We use the following variables additionally:
$T P_{i m}^{t}$ is a tax incentive of level for project;
$M$ is a set of tax incentive levels;
$x_{j}=\left\{\begin{array}{l}1, \text { if the government launches infrastructure development project } j, \\ 0 \text { otherwise } ;\end{array}\right.$
$\bar{y}_{k}=\left\{\begin{array}{l}1, \text { if the government is prepared to launch environmental project } k \\ \quad \text { (the government has included it into the budget expenses), } \\ 0 \text { otherwise; }\end{array}\right.$
$y_{k}=\left\{\begin{array}{l}1, \text { if the government launches environmental project } k \\ \quad \text { as agreed with the investor, } \\ 0 \text { otherwise; }\end{array}\right.$
$\bar{\varphi}_{i m}=\left\{\begin{array}{l}1, \text { if the government is prepared to provide the investor with a tax } \\ \quad \text { incentive of level } m \text { for investment project } i, \\ 0 \text { otherwise; }\end{array}\right.$

$$
\varphi_{i m}=\left\{\begin{array}{l}
1, \text { if the government provides the investor with a tax incentive } \\
\text { of level } m \text { for investment project } i \\
0 \text { otherwise }
\end{array}\right.
$$

The government problem $\mathcal{P S}$ :

$$
\begin{align*}
& \sum_{t \in T}\left(\sum_{i \in I}\left(D B P_{i}^{t}-E P P_{i}^{t}\right) z_{i}-\sum_{i \in I} \sum_{m \in M} T P_{i m}^{t} \varphi_{i m}\right. \\
& \left.\quad+\sum_{j \in J}\left(V D I_{j}^{t}-E P I_{j}^{t}-Z I_{j}^{t}\right) x_{j}-\sum_{k \in K} Z E_{k}^{t} y_{k}\right) /(1+D G)^{t} \rightarrow \max _{x, \bar{y}, \bar{\varphi}, \varphi, y, z, u} \tag{14}
\end{align*}
$$

subject to:

$$
\begin{gather*}
\sum_{j \in J} Z I_{j}^{t} x_{j}+\sum_{k \in K} Z E_{k}^{t} \bar{y}_{k} \leq b_{t}^{G} ; t \in T  \tag{15}\\
\sum_{m \in M} \bar{\varphi}_{i m} \leq 1 ; i \in I  \tag{16}\\
(y, z, u, \varphi) \in \mathcal{F}^{*}(x, \bar{y}, \bar{\varphi}) ;  \tag{17}\\
\bar{\varphi}_{i m}, x_{j}, \bar{y}_{k}, \in\{0,1\} ; j \in J, k \in K, m \in M \tag{18}
\end{gather*}
$$

The objective function of the government represents the net present value received by the government (14). Constraints (15) guarantee that the government expenses on infrastructure and environmental protection stay within the budget. Constraint (16) forbids the government to provide several tax incentives
within one project. Constraint (17) means that the investor acts in an optimal way, which implies solving the low-level problem (the investor problem). The set $\mathcal{F}^{*}(x, \bar{y}, \bar{\varphi})$ is a set of optimal solutions of the low-level parametric problem.

The investor problem $\mathcal{P I}(x, \bar{y}, \bar{\varphi})$ :

$$
\begin{equation*}
\sum_{t \in T}\left(\sum_{i \in I}\left(C F P_{i}^{t} z_{i}+\sum_{m \in M} T P_{i m}^{t} \varphi_{i m}\right)-\sum_{k \in K} Z E_{k}^{t} u_{k}\right) /(1+D I)^{t} \rightarrow \max _{z, u, y, \varphi} \tag{19}
\end{equation*}
$$

subject to:

$$
\begin{gather*}
\sum_{k \in K} Z E_{k}^{t} u_{k}-\sum_{i \in I}\left(C F P_{i}^{t} z_{i}-\sum_{m \in M} T P_{i m}^{t} \varphi_{i m}\right) \leq b_{t}^{O} ; t \in T  \tag{20}\\
x_{j} \geq \mu_{i j} z_{i} ; i \in I, j \in J  \tag{21}\\
y_{k}+u_{k} \leq 1 ; k \in K  \tag{22}\\
y_{k}+u_{k} \geq \nu_{i k} z_{i} ; i \in I, k \in K  \tag{23}\\
y_{k} \leq \bar{y}_{k} ; k \in K  \tag{24}\\
\varphi_{i m} \leq \bar{\varphi}_{i m} ; i \in I ; m \in M  \tag{25}\\
\sum_{m \in M} \varphi_{i m} \leq z_{i} ; i \in I  \tag{26}\\
y_{k}, z_{i}, u_{k}, \varphi_{i m} \in\{0,1\} ; i \in I, k \in K, m \in M \tag{27}
\end{gather*}
$$

The income of the private investor is determined by objective function (19). From (20) it follows that the investor's costs in each year do not exceed the budget, considering the income received from the investment projects and the tax incentives. Constraints (21)-(23) ensure technological coherence of the projects and prevent the situation when the investor and the government implement the same environmental projects simultaneously. Constraint (24) guarantees that the government implements only included environmental projects.

In solving the PPP planning problems, we applied an approximate hybrid algorithm based on the ideas of local descent and the CPLEX package [12-16]. The latter is applied for solving both the one-level problem, where the government decides for the investor, and the investor problem. The local descent is used to search for a good approximate solution for the government.

First, we describe the schema of the algorithm for the Russian PPP model. Since the problem being studied has two levels and an arbitrary feasible solution $(x, \bar{y}, \varphi, \bar{\varphi}, y, z, u)$ contains the optimal solution $(y, z, u, \varphi)$ of the parametric investor problem with the parameters $x, \bar{y}$ and $\bar{\varphi}$, and, we call the solution $(x, \bar{y}, \bar{\varphi})$ an almost feasible solution if it satisfies constraints (15), (16), and (18) and the investor problem with the parameters $(x, \bar{y}, \bar{\varphi})$ is solvable.

Algorithm parameters:
$m$ Iter is the maximum number of iterations in the algorithm for finding the initial solution (Step 2);
$c f$ Bound is the coefficient of constraint relaxation by the value of objective function (14) in solving the auxiliary problem in Step 2.3.

Hybrid algorithm:
Step 1. Calculate the upper bound Bound by solving the government problem with the low-level constraints (i.e., the problem with objective function (14) and constraints (15), (16), (18) and (20)-(27)), using CPLEX.

Step 2. Find a feasible solution $\left(x^{0}, \bar{y}^{0}, \bar{\varphi}^{0}\right)$ (which will later be used as an initial solution in the local search algorithm):

Step 2.1. iter $:=1$.
Step 2.2: If iter $\leq m$ Iter, then solve the investor problem with the government's variables and constraints (i.e., the problem with objective function (19) and constraints (15), (16), (18) and (20)-(27)) and the additional constraint that the government's objective function (14) is no less than (Bound -1 )/iter by CPLEX. Otherwise, proceed to Step 3.

Step 2.3: If the problem in the previous step is solvable and $(x, \bar{y}, \varphi, \bar{\varphi}, y, z, u)$ is an optimal solution, then calculate the value $f$ of objective function (14) by solving the problem $\mathcal{P I}(x, \bar{y}, \bar{\varphi})$ using CPLEX. If $f<($ Bound -1$) /$ (iter $*$ $c f$ Bound) or the problem in the previous step has no solution, then assume that iter $:=$ iter +1 and proceed to Step 2.2; otherwise, assume $x^{0}:=x, \bar{y}^{0}:=\bar{y}$, $\bar{\varphi}^{0}:=\bar{\varphi}$, and $f^{0}:=f$ and proceed to Step 3.

Step 3: If we could not find a feasible solution in Step 2, then we use a zero solution as a feasible one; i.e., we assume that $x^{0}:=0, \bar{y}^{0}:=0$ and $\bar{\varphi}^{0}:=0$, and calculate the value $f^{0}$ of objective function (14) by solving the problem $\mathcal{P} \mathcal{I}\left(x^{0}, \bar{y}^{0}, \bar{\varphi}^{0}\right)$ using CPLEX. Then we apply the local search algorithm:

Step 3.1: Take $(x, \bar{y}, \bar{\varphi}):=\left(x^{0}, \bar{y}^{0}, \bar{\varphi}^{0}\right)$ as a staring solution and $f:=f^{0}$ as a record value.

Step 3.2: Find the best neighbor $\left(x^{*}, \bar{y}^{*}, \bar{\varphi}^{*}\right)$ in the neighborhood of the solution $(x, \bar{y}, \bar{\varphi})$.

Step 3.3: If the value of the objective function $f\left(x^{*}, \bar{y}^{*}, \bar{\varphi}^{*}\right)>f$, then assume that $x:=x^{*}, \bar{y}:=\bar{y}^{*}, \bar{\varphi}:=\bar{\varphi}^{*}$ and $f:=f\left(x^{*}, \bar{y}^{*}, \bar{\varphi}^{*}\right)$ and proceed to Step 3.2; otherwise, stop the algorithm.

We used as a neighborhood in the local search algorithm the following randomized neighborhood with precisely one neighbor. The randomized neighborhood of the solution $(x, \bar{y}, \bar{\varphi})$ has precisely one solution $\left(x^{\prime}, \bar{y}^{\prime}, \bar{\varphi}^{\prime}\right)$, which was obtained as follows. Each component of the vector $x^{\prime}$ is a random value which is equal with a probability of $1-1 /|J|$ to the corresponding component of the vector $x$ and with a probability of $1 /|J|$ to the corresponding component of the vector $1-x$. The situation with the vectors $\bar{y}^{\prime}$ and $\bar{y}$ is the same, except that the probabilities are $1-1 /|K|$ and $1 /|K|$, respectively. For the tax incentives, the probabilities are $1-1 /(|I||M|)$ and $1 /(|I||M|)$, respectively. The result of the algorithm is the best found solution.

For the classical PPP model, the hybrid algorithm changes as follows. In the Step 3 we find the best $\bar{W}$ using the local search algorithm with the following randomized neighborhood. The neighborhood consists of preciously one neighbor. It is obtained when we change any of the vector $\bar{W}$ with a probability of $1 / T$. The value $\bar{W}_{t}$ is selected randomly from the segment $\left[0, b_{t}^{O}\right]$.

The stopping criterion for the local search algorithm with the randomized neighborhood was a limit on the number of iterations. The time of the local descent was limited to 5000 iterations, and the parameters mIter and cf Bound were 30 and 3 , respectively.

## 3 Numerical Experiment

To demonstrate the methodology of application of the described tools, we designed a special model test site, whose prototype was a set of 50 polymetallic ore deposits in the Transbaikal krai. For this model test site, we composed a set of 10 infrastructure projects, some of which are being implemented (railroads and powerlines) while others make up for the infrastructure that is currently missing but is necessary for the deposit development projects (powerlines and highways). For each of the deposits, there are 5 levels of tax incentives and a set of compensating environmental activities integrated into the relevant environmental project.

Thus, the model test site captures the specificity of the object being modeled: long timeframe of investment processes, nonstationary market conditions, and well-established technology of natural resource management. The methodology for studying the properties of the Stackelberg equilibrium draws upon an analysis of how sensitive the solutions of the corresponding bilevel Boolean programming problem are to changes in the key parameters of the model. This is a critical issue, primarily because for many of the model parameters, we know only the operational ranges of their values. Likewise, when designing a subsoil development program, an expert has access only to the project-related data and can only use approximate estimates for many parameters such as the discounts of the partnership participants, environmental costs and losses, etc.

The figures below show the results of the calculations that analyzed the sensitivity of the solution to changes in the key model parameters, i.e., the discounts of the investor and the government. In the calculations, we used a single information base to compare four models: the classical model of the "distrustful" investor (Classical1), classical model of coordinated partnership (Classical2), and Russian PPP models without (Russian1) and with tax incentives (Russian2).

Figure 1 shows the dependence of the government's objective function on the discounts of the PPP participants. The upper panel corresponds to the case where the investor builds the infrastructure. Here, we see that among the classical models, the coordinated partnership model yields at small values of the investor's discount almost twice-as-good results. However, with the increase in the investor's discount, the value of the government's objective function falls at a significantly higher rate than in the distrustful-investor model.

The alternative partnership scheme, whereby the government builds the infrastructure, provides it with higher values of the functional, compared with the classical version. Here, we see a greater resistance to the growth of the investor's discount in Russian1, and the introduction of tax incentives removes the hollow on the surface of Russian1, ensuring even greater stability of the partnership results in Russian2.


Fig. 1. The government objective function and the partner discounts

Figure 2 explains why the objective function of the government behaves in such a way. This figure shows the dependence of the intensity of infrastructure development on the ratio between the partner's discounts. In the classical coordinated partnership model Classic2, the number of implemented infrastructure


Fig. 2. Number of implemented infrastructure projects
projects does not depend on the government's discount and falls at the maximum rate with the increase in the investor's discount. The investor who demands unconditional compensation for the costs incurred implements about half of the possible infrastructure projects in half of the working range of its discount. In the Russian model, the government implements a more intensive infrastructure program, whose characteristics show the maximum resistance to the growth of the investor's discount in Russian2.

Figure 3 shows the dependence of the investor's functional on the partner's discounts. In the classical scheme, the distrustful investor gets an advantage. The transition to the Russian model naturally gives an increment to the investor's objective function since the government provides support for the implementation of the projects.


Fig. 3. The investor objective function and the partner discounts

Thus, in underdeveloped regions, the Russian PPP model has certain advantages at small investor discounts if we ignore the fact that the government needs to find budget funds to support the investor.

Figure 4 shows the dependence of the government's costs on the partner's discounts in the different models. In the classical scheme, these are the compensation costs; in the Russian models, the costs of supporting the investor in the implementation of infrastructure and environmental projects. In the latter case, the costs are large enough at small discounts of the investor and decrease with their growth only because of the decrease in the number of infrastructure development projects.

The costs in the classical models differ by an order of magnitude and increase with increasing discount of the investor although the infrastructure program


Fig. 4. Government expenses on the compensation payments
shrinks to a minimum. What is the relationship between the total compensation costs of the government and the costs of implemented infrastructure projects in the different models?

Figure 5 shows the surfaces reflecting the balance between the costs and the acquired production assets for the government (costs of new infrastructure minus the total compensation costs) in the different classical models. We see that in the distrustful- investor model, the amount of compensation payments from the government significantly exceeds the actual cost of the implemented infrastructure program: it would be more cost-efficient for the government to finance the infrastructure development itself. The coordinated partnership model is a different story. Here, we see a positive balance at all the discounts of the partners.


Fig. 5. The balance between the costs and the acquired production assets for the government

## 4 Results and Discussion

The government needs to stimulate the development of regions with rich natural resources yet poor infrastructure. Having launched several partnership projects financed from the Investment Fund in the Russian1 format, the government found that this path puts a heavy financial burden on the budget and does not always provide a positive effect. All we need is to transform the Russian PPP model based on the resources of the Investment Fund of Russia towards the classical forms of partnership.

The results show that at least two conditions should be satisfied for the classical PPP model to work efficiently in Russia's natural resource sector. Firstly, the investor should trust the government, and, secondly, the investor discount should be low. Hence it follows that in order to transform the Investment-Fundbased Russian PPP model towards Classic2, the best of the classical PPP models for Russia, we need to improve the quality of the institutional environment as well as general macroeconomic conditions.

What steps should be taken to improve the PPP institution in the natural resource sector of Russia?

The government decision-makers need to gain a sufficiently detailed understanding of the natural resource sites and the respective development projects. This is possible if the decision-making on subsoil use is supported by the relevant government institutions that evaluate subsoil development projects from the perspective of the government and society as a whole. Institutions that examined long-term natural resource development projects were lost during the Russian economic reforms. It is necessary to restore the institutional infrastructure of natural resource development planning, which is capable of working out professional solutions for long-term goals of sustainable development in Russia.

The potential investor needs, apart from macroeconomic stability, a comprehensive cost assessment of subsoil deposits, i.e., detailed, up-to-date information on economically viable development projects as potential investment targets. Such an assessment cannot rely on the previous expert assessments of deposit development projects because the situation in raw materials markets undergoes substantial changes over time, and so do the price ratios in a national economy with a high inflation and an unsteady rate of the national currency. In this situation, the government needs to make an inventory of the main deposits, taking into account the current conditions, and organize continuous monitoring of their rental assessment. This will help not only develop the decision-making infrastructure, which is necessary for an external investor, but also set up a knowledge base for the government, which seeks to make the most efficient use of the available natural resources.

It is necessary to abandon the established practice of natural resource development programs relying mainly on political arguments and simplest estimates for the cost-effectiveness of the relevant decisions, which build upon analysis of technological projects and current prices of raw materials. A priori confidence that PPP always brings a positive result is groundless if we set the task of safeguarding the interests not only of private business but society as a whole.

The search for options for reconciling these interests represents a separate problem, and a very complicated one, solving which might benefit from the use of the Stackelberg model.
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#### Abstract

This work addresses the simplest class of the bilevel optimization problems (BOPs) with equilibrium at the lower level. We study linear BOPs with a matrix game at the lower level in their optimistic statement. First, we transform this problem to a single-level nonconvex optimization problem with the help of the optimality conditions for the lower level problem. Then we apply the special Global Search Theory (GST) for general d.c. optimization problems to the reduced problem. Following this theory, the methods of local and global searches in this problem are constructed. These methods take into account the structure of the problem in question.
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## 1 Introduction

The study of optimization problems with hierarchical structure is now at the front edge of the recent advances in Operations Research [1,2]. Such problems arise in modeling of complex systems, which are characterized by unequal status of the participants. Hierarchical problems have many applications in control, economy, transport, networks, energy, etc. [3-5]. Over the last 50 years, a great number of scientists have been focusing their research on hierarchical problems [3,4], which are much more difficult than the classical one-level formulations because they imply taking into account the interests of different levels of the hierarchy. Therefore, their study is often bounded at a bilevel structure [1].

Usually in a hierarchical bilevel problem, the upper level depends on the lower level through the objective function and/or the feasible set, and the lower level depends on the upper one in the same way. It is assumed that the upper level makes the first move [1]. Additionally, note that bilevel optimization problems (BOPs) are closely connected with the so-called Mathematical Programs with Equilibrium Constraints (MPECs) [6, 7].

Using the optimization problem at the lower level, either one or several players depending on the upper level can be modeled. In the latter case, it is necessarily assumed that these players are independent of each other (and make decisions simultaneously and independently). Then we can assume that actually one aggregated player acts on the lower level. On the one hand, such a model makes it possible to investigate cases when the upper level player controls several players at the lower level. Such situations prevail in practice (for example, a corporation usually has several branches). On the other hand, the assumption about the independence of players may reduce the adequacy of the model. Therefore, the study of bilevel problems with several players at the lower (Single-Leader-Multi-Follower-Problem (SLMFP)) or at the upper level (Multi-Leader-Single-Follower-Problem (MLSFP)), which help model more complex systems, is gaining popularity [8-12]. Some researches even attempted to study Multi-Leader-Follower-Problems (MLFPs) [8-12]. The research in this area is mostly motivated by practical applications, and at the moment there is no general approach to developing numerical methods for such problems.

At the same time, according to Pang [2] for example, hierarchy and equilibrium are the promising paradigms in mathematical optimization in the 21st century. Therefore, development of the efficient numerical methods even for the simplest classes of BOPs with an equilibrium is a challenge of modern Operations Research. In this connection, the present paper addresses a new approach to a special type of BOPs with the simplest equilibrium at the lower level, where one leader is connected with two followers. We consider a bilevel problem with a parametric matrix game [13-15] at the lower level and with a linear objective function subject to linear constraints at the upper level.

In order to elaborate numerical methods for solving BOPs with a matrix game at the lower level, we reformulate it as a single-level optimization problem using a reduction theorem. This auxiliary problem turns out to be a global optimization problem with a nonconvex feasible set (see, e.g., [16-18]). It is well known that classical convex optimization methods do not provide global solutions for nonconvex optimization problems [18-20]. Therefore, to solve the obtained singlelevel problem, we apply a special Global Search Theory (GST) developed by A.S. Strekalovsky for optimization problems with d.c. functions [18,21-24]. In the recent years, the GST has proved to be an efficient tool for numerical solution of different nonconvex problems of Operations Research (including problems with hierarchical and equilibrium structures) [18,21,25-34].

## 2 Problem Statement and Reduction

Let us formulate the BOPs with a matrix game at the lower level in the following way:

$$
\langle c, x\rangle+\left\langle d_{1}, y\right\rangle+\left\langle d_{2}, z\right\rangle \uparrow \max _{x, y, z}, \quad x \in X,(y, z) \in C(\Gamma M(x)), \quad\left(\mathcal{B P}_{\Gamma M}\right)
$$

where $X=\left\{x \in \mathbb{R}^{m} \mid A x \leq a, x \geq 0,\left\langle b_{1}, x\right\rangle+\left\langle b_{2}, x\right\rangle=1\right\}, C(\Gamma M(x))$ is a set of saddle points [13-15] of the game

$$
\left.\begin{array}{lll}
\langle y, B z\rangle \uparrow \max _{y}, & y \in Y(x)=\{y \mid y \geq 0, & \left.\left\langle e_{n_{1}}, y\right\rangle=\left\langle b_{1}, x\right\rangle\right\}  \tag{x}\\
\langle y, B z\rangle \downarrow \min _{z}, & z \in Z(x)=\{z \mid z \geq 0, & \left.\left\langle e_{n_{2}}, z\right\rangle=\left\langle b_{2}, x\right\rangle\right\}
\end{array}\right\}
$$

$c, b_{1}, b_{2} \in \mathbb{R}^{m} ; y, d_{1} \in \mathbb{R}^{n_{1}} ; z, d_{2} \in \mathbb{R}^{n_{2}} ; a \in \mathbb{R}^{m_{1}} ; b_{1} \geq 0, b_{1} \neq 0, b_{2} \geq$ $0, b_{2} \neq 0 ; A, B$ are matrices and $e_{n_{1}}=(1, \ldots, 1), e_{n_{2}}=(1, \ldots, 1)$ are vectors of appropriate dimension.

It can be readily seen that at the lower level we formulate the special matrix game with mixed strategies, which is considered on simplexes depending on the upper level variable $x$, instead of canonical simplexes. The expression $\left\langle b_{1}, x\right\rangle+\left\langle b_{2}, x\right\rangle=1$ can be interpreted as some resource, which should be distributed by the leader among the followers.

Additionally, the problem $\left(\mathcal{B P}{ }_{\Gamma M}\right)$ is formulated in the so-called optimistic statement, when interests of the upper level can be coordinated with the actions of the lower level [1].

In order to elaborate numerical methods for solving the bilevel problem $\left(\mathcal{B} \mathcal{P}_{\Gamma M}\right)$, we need to transform it to a single-level problem.

Let us set $\xi_{1}:=\left\langle b_{1}, x\right\rangle, \xi_{2}:=\left\langle b_{2}, x\right\rangle$ ( $x$ is fixed) and formulate the so-called non-normalized matrix game with parameters $\xi_{1}, \xi_{2}$ :

$$
\left.\begin{array}{l}
\langle y, B z\rangle \uparrow \max _{y}, \quad y \in Y=\left\{y \mid y \geq 0,\left\langle e_{n_{1}}, y\right\rangle=\xi_{1}>0\right\} \\
\langle y, B z\rangle \downarrow \min _{z}, \quad z \in Z=\left\{z \mid z \geq 0,\left\langle e_{n_{2}}, z\right\rangle=\xi_{2}>0\right\} .
\end{array}\right\}
$$

Further we present the optimality conditions for the non-normalized matrix game $(\Gamma M)$. These conditions are a generalization of classical optimality conditions for a classical matrix game [13-15]. Note that if we use an expression like $y B$, we mean that $y$ is a row vector here, but if we write $B z$, we mean that $z$ is a column vector.

Definition 1. The situation $\left(y^{*}, z^{*}\right) \in Y \times Z$ satisfying the inequalities

$$
\begin{equation*}
\forall y \in Y \quad\left\langle y, B z^{*}\right\rangle \leq v_{*} \leq\left\langle y^{*}, B z\right\rangle \quad \forall z \in Z \tag{1}
\end{equation*}
$$

where $v_{*} \triangleq\left\langle y^{*}, B z^{*}\right\rangle$ is an optimal value of the game $(\Gamma M)$, is said to be the saddle point of the game $(\Gamma M)\left(\left(y^{*}, z^{*}\right) \in C(\Gamma M)\right)$.

Theorem 1. The tuple $\left(y^{*}, z^{*}\right) \in C(\Gamma M)$, if and only if there exists a number $v_{*}$, such that the following system is fulfilled:

$$
\left.\begin{array}{l}
\xi_{1}\left(B z^{*}\right) \leq v_{*} e_{n_{1}}, \quad z^{*} \geq 0, \quad\left\langle e_{n_{2}}, z^{*}\right\rangle=\xi_{2}  \tag{2}\\
\xi_{2}\left(y^{*} B\right) \geq v_{*} e_{n_{2}}, \quad y^{*} \geq 0, \quad\left\langle e_{n_{1}}, y^{*}\right\rangle=\xi_{1} .
\end{array}\right\}
$$

Proof. Necessity. Set $y_{i}=\left(0, \ldots, \stackrel{i}{\xi_{1}}, \ldots, 0\right) \in Y \quad \forall i=1, \ldots, n_{1}$ and $z_{j}=\left(0, \ldots, \stackrel{j}{\xi}_{2}, \ldots, 0\right) \in Z \quad \forall j=1, \ldots, n_{2}$ in (1). Then we obtain (2).

Sufficiency. Scalarly multiplying the first inequality in (2) by $y^{*}$, we obtain:

$$
\xi_{1}\left\langle y^{*}, B z^{*}\right\rangle \leq v_{*} \sum_{i=1}^{n_{1}} y_{i}^{*}
$$

Similarly, multiplying the first inequality in the second line of the (2) by $z^{*}$, we get:

$$
v_{*} \sum_{j=1}^{n_{2}} z_{j}^{*} \leq \xi_{2}\left\langle y^{*}, B z^{*}\right\rangle
$$

Hence, $v_{*}=\left\langle y^{*}, B z^{*}\right\rangle$.
Now, multiplying the first inequality in (2) by an arbitrary $y \in Y$ and the first inequality in the second line of (2) by an arbitrary $z \in Z$, we obtain:

$$
\xi_{1}\left\langle y, B z^{*}\right\rangle \leq v_{*} \sum_{i=1}^{n_{1}} y_{i}^{*} \quad \forall y \in Y ; \quad v_{*} \sum_{j=1}^{n_{2}} z_{j}^{*} \leq \xi_{2}\left\langle y^{*}, B z\right\rangle \quad \forall z \in Z
$$

So, we arrive at (1).
Note that conditions (2) represent finite numbers of equalities and inequalities. Now we can replace a game at the lower level by its optimality conditions. Hence, for the bilevel problem $\left(\mathcal{B} \mathcal{P}_{\Gamma M}\right)$, it is possible to formulate the following equivalent single-level problem:

$$
\left.\begin{array}{c}
-f_{0}(x, y, z) \triangleq\langle c, x\rangle+\left\langle d_{1}, y\right\rangle+\left\langle d_{2}, z\right\rangle \uparrow \max _{x, y, z, v}, \\
(x, y, z) \in S \triangleq\left\{x, y, z \mid A x \leq a, \quad x \geq 0, \quad\left\langle b_{1}, x\right\rangle+\left\langle b_{2}, x\right\rangle=1,\right.  \tag{PM}\\
\left.y \geq 0, \quad\left\langle e_{n_{1}}, y\right\rangle=\left\langle b_{1}, x\right\rangle, \quad z \geq 0, \quad\left\langle e_{n_{2}}, z\right\rangle=\left\langle b_{2}, x\right\rangle\right\}, \\
\\
\left\langle b_{1}, x\right\rangle(B z) \leq v e_{n_{1}}, \\
-\left\langle b_{2}, x\right\rangle(y B) \leq-v e_{n_{2}} .
\end{array}\right\}
$$

More precisely, the following theorem takes place.
Theorem 2. The triplet $\left(x^{*}, y^{*}, z^{*}\right)$ is a global optimistic solution of the bilevel problem $\left(\mathcal{B} \mathcal{P}_{\Gamma M}\right)\left(\left(x^{*}, y^{*}, z^{*}\right) \in \operatorname{Sol}\left(\mathcal{B} \mathcal{P}_{\Gamma M}\right)\right)$, if and only if there exist a number $v_{*}$ such that the 4 -tuple $\left(x^{*}, y^{*}, z^{*}, v_{*}\right)$ is a global solution of the problem $(\mathcal{P} \mathcal{M})$.

Proof. Necessity. Let the triplet $\left(x^{*}, y^{*}, z^{*}\right) \in \operatorname{Sol}\left(\mathcal{B P}{ }_{\Gamma M}\right)$. Then $\left(y^{*}, z^{*}\right) \in C\left(\Gamma M\left(x^{*}\right)\right)$ and Theorem 1 is fulfilled. Therefore, there exists $v_{*}$ : the conditions (2) hold under $\xi_{1}=\left\langle b_{1}, x^{*}\right\rangle$ and $\xi_{2}=\left\langle b_{2}, x^{*}\right\rangle$. Since, in addition, $x_{*} \in X$, then the 4 -tuple $\left(x^{*}, y^{*}, z^{*}, v_{*}\right)$ is feasible in the problem $(\mathcal{P M})$.

Let on the contrary $\left(x^{*}, y^{*}, z^{*}, v_{*}\right) \notin \operatorname{Sol}(\mathcal{P} \mathcal{M})$. Then there exists a feasible in the problem $(\mathcal{P M}) 4$-tuple $(\bar{x}, \bar{y}, \bar{z}, \bar{v})$, such that

$$
\begin{equation*}
\langle c, \bar{x}\rangle+\left\langle d_{1}, \bar{y}\right\rangle+\left\langle d_{2}, \bar{z}\right\rangle>\left\langle c, x^{*}\right\rangle+\left\langle d_{1}, y^{*}\right\rangle+\left\langle d_{2}, z^{*}\right\rangle . \tag{3}
\end{equation*}
$$

At the same time, the conditions (2) are fulfilled for the 4-tuple ( $\bar{x}, \bar{y}, \bar{z}, \bar{v}$ ) (under $\xi_{1}=\left\langle b_{1}, \bar{x}\right\rangle, \xi_{2}=\left\langle b_{2}, \bar{x}\right\rangle$, and $\left(y^{*}, z^{*}, v_{*}\right)=(\bar{y}, \bar{z}, \bar{v})$ ) because of
$(\bar{x}, \bar{y}, \bar{z}, \bar{v})$ is feasible in the problem $(\mathcal{P} \mathcal{M})$. Therefore, according to Theorem 1 $(\bar{y}, \bar{z}) \in C(\Gamma M(\bar{x}))$, and the triplet $(\bar{x}, \bar{y}, \bar{z})$ is feasible in the problem $\left(\mathcal{B} \mathcal{P}_{\Gamma M}\right)$, because $\bar{x} \in X$. Since the objective functions of the problems $\left(\mathcal{B} \mathcal{P}_{\Gamma M}\right)$ and $(\mathcal{P M})$ coincide, the inequality (3) contradicts $\left(x^{*}, y^{*}, z^{*}\right) \in \operatorname{Sol}\left(\mathcal{B} \mathcal{P}_{\Gamma M}\right)$.

Sufficiency. Now let the 4 -tuple $\left(x^{*}, y^{*}, z^{*}, v_{*}\right) \in \operatorname{Sol}(\mathcal{P} \mathcal{M})$. Then $x_{*} \in X$ and the conditions (2) hold for the 4 -tuple ( $x^{*}, y^{*}, z^{*}, v_{*}$ ) (under $\xi_{1}=\left\langle b_{1}, x^{*}\right\rangle$ and $\left.\xi_{2}=\left\langle b_{2}, x^{*}\right\rangle\right)$. Therefore, according to Theorem $1,\left(y^{*}, z^{*}\right) \in C\left(\Gamma M\left(x^{*}\right)\right)$ and the triplet $\left(x^{*}, y^{*}, z^{*}\right)$ is feasible in the problem $\left(\mathcal{B P}{ }_{\Gamma M}\right)$.

Further let there exist a feasible in the problem $\left(\mathcal{B P} \mathcal{P}_{\Gamma M}\right) 3$-tuple ( $\tilde{x}, \tilde{y}, \tilde{z}$ ), such that

$$
\begin{equation*}
\langle c, \tilde{x}\rangle+\left\langle d_{1}, \tilde{y}\right\rangle+\left\langle d_{2}, \tilde{z}\right\rangle>\left\langle c, x^{*}\right\rangle+\left\langle d_{1}, y^{*}\right\rangle+\left\langle d_{2}, z^{*}\right\rangle \tag{4}
\end{equation*}
$$

According to Theorem1, again there exists a number $\tilde{v}$ : the conditions (2) are fulfilled for the 4 -tuple ( $\tilde{x}, \tilde{y}, \tilde{z}, \tilde{v}$ ) (under $\xi_{1}=\left\langle b_{1}, \tilde{x}\right\rangle, \xi_{2}=\left\langle b_{2}, \tilde{x}\right\rangle$, and $\left.\left(y^{*}, z^{*}, v_{*}\right)=(\tilde{y}, \tilde{z}, \tilde{v})\right)$. Then this 4-tuple is feasible in the problem $(\mathcal{P M})$ and the inequality (4) holds. As above, this contradicts $\left(x^{*}, y^{*}, z^{*}, v_{*}\right) \in \operatorname{Sol}(\mathcal{P M})$.

It can be readily seen that the problem $(\mathcal{P M})$ is a global optimization problem with a nonconvex feasible set (see, e.g., [16-18]). A nonconvexity in the problem $(\mathcal{P M})$ is generated by the two last vector constraints (two groups of $\left(n_{1}+n_{2}\right)$ bilinear constraints in total). These constraints have arisen from optimality conditions for a non-normalized matrix game at the lower level of the bilevel problem $\left(\mathcal{B} \mathcal{P}_{\Gamma M}\right)$. It is known that a bilinear function can be represented as a difference of two convex functions (i.e. a bilinear function is a d.c. function) $[14,26]$. Therefore, the problem $(\mathcal{P} \mathcal{M})$ belongs to the class of nonconvex optimization problems with d.c. constraints $[18,22-24]$ and we can apply the GST to solving this class of nonconvex problems.

## 3 D.C. Decomposition

The first stage of the application of the Global Search Theory to the problem under scrutiny is an explicit decomposition of nonconvex functions from the problem statement as a difference of two convex functions. As noted above, $\left(n_{1}+n_{2}\right)$ bilinear constraints generate the basic nonconvexity in the prob$\operatorname{lem}(\mathcal{P M})$.

Therefore, we should find a decomposition of the following functions by the difference of two convex functions. First, let us obtain an explicit d.c. representation of the $i$-th scalar constraint in the first group:

$$
\begin{equation*}
f_{i}(x, z, v)=\left\langle b_{1}, x\right\rangle\left\langle(B)_{i}, z\right\rangle-v \leq 0, \quad i=1, \ldots, n_{1}, \tag{5}
\end{equation*}
$$

where $(B)_{i}$ is an $i$-th row of the matrix $B$.
Introduce the denotation $Q_{i}^{T}=\left(b_{1}^{(1)}(B)_{i} ; b_{1}^{(2)}(B)_{i} ; \ldots ; b_{1}^{(m)}(B)_{i}\right)$, where $b_{1}^{(1)}, b_{1}^{(2)} \ldots, b_{1}^{(m)}$ are components of the vector $b_{1}$. Hence, we can reduce (5) to a standard bilinear form $f_{i}(x, z, v)=\left\langle x Q_{i}, z\right\rangle-v \leq 0, i=1, \ldots, n_{1}$. And we
can use here the known d.c. representation based on the property of a scalar product [14,26]:

$$
\begin{equation*}
f_{i}(x, z, v)=g_{i}(x, z, v)-h_{i}(x, z), \tag{6}
\end{equation*}
$$

where $g_{i}(x, z, v)=\frac{1}{4}\left\|x Q_{i}+z\right\|^{2}-v, h_{i}(x, z)=\frac{1}{4}\left\|x Q_{i}-z\right\|^{2}$.
Similarly, if we introduce the matrix $R_{j}^{T}=\left(b_{2}^{(1)}(B)_{j} ; b_{2}^{(2)}(B)_{j} ; \ldots ; b_{2}^{(m)}(B)_{j}\right)$ $\left((B)_{j}\right.$ is a $j$-th column of the matrix $\left.B\right)$, we obtain a d.c. representation of the constraints in the second group:

$$
\begin{equation*}
f_{j}(x, y, v)=-\left\langle b_{2}, x\right\rangle\left\langle y,(B)_{j}\right\rangle+v=g_{j}(x, y, v)-h_{j}(x, y), j=1, \ldots, n_{2}, \tag{7}
\end{equation*}
$$

where $g_{j}(x, y, v)=\frac{1}{4}\left\|x R_{j}-y\right\|^{2}+v, h_{i}(x, z)=\frac{1}{4}\left\|x R_{j}+y\right\|^{2}$.
In total, we obtain the following problem with $\left(n_{1}+n_{2}\right)$ d.c. constraints:

$$
\left.\begin{array}{c}
f_{0}(x, y, z) \downarrow \min _{x, y, z, v}, \quad(x, y, z) \in S,  \tag{P}\\
f_{i}(x, z, v):=g_{i}(x, z, v)-h_{i}(x, z) \leq 0, \quad i=1, \ldots, n_{1}, \\
f_{j}(x, y, v):=g_{j}(x, y, v)-h_{j}(x, y) \leq 0, \quad j=1, \ldots, n_{2},
\end{array}\right\}
$$

where the functions $f_{0}, g_{i}, h_{i} \forall i \in I=\left\{1, \ldots, n_{1}\right\}$, and $g_{j}, h_{j}$ $\forall j \in J=\left\{1, \ldots, n_{2}\right\}$ as well as the set
$S=\left\{x, y, z \geq 0 \mid A x \leq a,\left\langle b_{1}, x\right\rangle+\left\langle b_{2}, x\right\rangle=1,\left\langle e_{n_{1}}, y\right\rangle=\left\langle b_{1}, x\right\rangle,\left\langle e_{n_{2}}, z\right\rangle=\left\langle b_{2}, x\right\rangle\right\}$, are convex.

And now we are ready to apply the GST to the problem $(\mathcal{P})$.

## 4 Local Search

As has been mentioned, for the purpose of solving the d.c. constraint problem $(\mathcal{P})$, we develop the Global Search Algorithm based on the Global Search Theory (GST) $[18,23,24]$ using the d.c. decomposition constructed above. According to the GST, the algorithm for solving the problem $(\mathcal{P})$ should consist of two principal stages:
(1) a special Local Search Method (LSM), which takes into account the structure of the problem in question [18,22];
(2) the procedure based on the Global Optimality Conditions (GOCs) and the Global Search Algorithm based on the Global Search Theory (GST) [18, 23, 24], which allows us to improve the point provided by the LSM $[18,22]$.

In order to develop the LSM for the problem $(\mathcal{P})$, we suppose that the feasible set $D:=\left\{(x, y, z, v) \mid(x, y, z) \in S ; f_{i}(x, z, v) \leq 0, i \in I ; f_{j}(x, y, v) \leq 0, j \in J\right\}$ of the problem $(\mathcal{P})$ is not empty and the optimal value $\mathcal{V}(\mathcal{P}):=\inf \left\{f_{0}(x, y, z) \mid\right.$ $(x, y, z, v) \in D\}$ of the problem $(\mathcal{P})$ is finite: $\mathcal{V}(\mathcal{P})>-\infty$.

Furthermore, let us denote $w:=(x, y, z, v) \in \mathbb{R}^{m+n_{1}+n_{2}+1}$ and assume that a feasible starting point $w^{0} \in D$ is given and, in addition, after several iterations it has derived the current iterate $w^{s} \in D, s \in Z_{+}=\{0,1,2, \ldots\}$.

In order to propose an LSM for the problem $(\mathcal{P})$, let us apply a classical idea of linearization with respect to the basic nonconvexity of the problem (i.e. with respect to $h_{i}(\cdot), i \in I$ and $\left.h_{j}(\cdot), j \in J\right)$ at the point $w^{s}$ [18-20,22]. Thus, we obtain the following linearized problem:

$$
\left.\begin{array}{c}
f_{0}(x, y, z) \downarrow \min _{x, y, z, v}, \quad(x, y, z) \in S, \\
\varphi_{i s}(x, z, v):=g_{i}(x, z, v)-\left\langle\nabla h_{i}\left(x^{s}, z^{s}\right),(x, z)-\left(x^{s}, z^{s}\right)\right\rangle \\
-h_{i}\left(x^{s}, z^{s}\right) \leq 0, i=1, \ldots, n_{1},  \tag{s}\\
\varphi_{j s}(x, y, v):=g_{j}(x, y, v)-\left\langle\nabla h_{j}\left(x^{s}, y^{s}\right),(x, y)-\left(x^{s}, y^{s}\right)\right\rangle \\
-h_{j}\left(x^{s}, y^{s}\right) \leq 0, j=1, \ldots, n_{2},
\end{array}\right\}
$$

where

$$
\begin{gather*}
\nabla_{x} h_{i}\left(x^{s}, z^{s}\right)=\frac{1}{2}\left(Q_{i}\left(x^{s} Q_{i}-z^{s}\right)\right), \quad \nabla_{z} h_{i}\left(x^{s}, z^{s}\right)=-\frac{1}{2}\left(x^{s} Q_{i}-z^{s}\right), \\
i \in I ; \\
\nabla_{x} h_{j}\left(x^{s}, y^{s}\right)=\frac{1}{2}\left(R_{j}\left(x^{s} R_{j}+y^{s}\right)\right), \quad \nabla_{y} h_{j}\left(x^{s}, y^{s}\right)=\frac{1}{2}\left(x^{s} R_{j}+y^{s}\right),  \tag{8}\\
j \in J .
\end{gather*}
$$

Suppose that the point $w^{s+1}$ is provided by the approximate solution to the problem $\left(\mathcal{P} \mathcal{L}_{s}\right)$, so that

$$
\begin{gathered}
w^{s+1} \in D_{s}=\{(x, y, z, v) \mid(x, y, z) \in S \\
\left.\varphi_{i s}(x, z, v) \leq 0, i \in I ; \quad \varphi_{j s}(x, y, v) \leq 0, j \in J\right\}
\end{gathered}
$$

and the inequality

$$
f_{0}\left(x^{s+1}, y^{s+1}, z^{s+1}\right) \leq \mathcal{V}\left(\mathcal{P} \mathcal{L}_{s}\right)+\delta_{s}
$$

holds. Here $\mathcal{V}\left(\mathcal{P} \mathcal{L}_{s}\right)$ is the optimal value to the problem $\left(\mathcal{P} \mathcal{L}_{s}\right)$ :

$$
\begin{gathered}
\mathcal{V}\left(\mathcal{P} \mathcal{L}_{s}\right) \triangleq \inf _{w}\left\{f_{0}(x, y, z) \mid(x, y, z) \in S, \varphi_{i s}(x, z, v) \leq 0, i \in I\right. \\
\left.\varphi_{j s}(x, y, v) \leq 0, j \in J\right\}
\end{gathered}
$$

and the sequence $\left\{\delta_{s}\right\}$ satisfies the following condition: $\sum_{s=0}^{\infty} \delta_{s}<+\infty$.
Therefore, the LSM generates the sequence $\left\{w^{s}\right\}, w^{s} \in D_{s}, s \in Z_{+}$of solutions to the problems $\left(\mathcal{P} \mathcal{L}_{s}\right)$. As it was proven in [22], the cluster point $w_{*}$ of the sequence $\left\{w^{s}\right\}$ is a solution to the linearized problem $\left(\mathcal{P} \mathcal{L}_{*}\right)$ (which is the problem $\left(\mathcal{P} \mathcal{L}_{s}\right)$ with $w_{*}$ instead of $\left.w^{s}\right)$, and $w_{*}$ can be called the critical point with respect to the LSM. Thus, the algorithm constructed in this way provides critical points by employing suitable convex optimization methods with any given accuracy $\tau$.

The inequalities

$$
f_{0}\left(x^{s}, y^{s}, z^{s}\right)-f_{0}\left(x^{s+1}, y^{s+1}, z^{s+1}\right) \leq \frac{\tau}{2}, \quad \delta_{s} \leq \frac{\tau}{2}
$$

can be chosen as a stopping criterion for the LSM [22].

Computational simulations (see, e.g., [30]) confirm the efficiency of the LSM developed, the performance of which naturally depends on the choice of the method or the software employed to solve auxiliary problems (we can use, for example, IBM ILOG CPLEX or other efficient software for solving convex optimization problems). Thus, the LSM can be applied in future implementations of the global search algorithm for solving the bilevel problem $\left(\mathcal{B P} \mathcal{F}_{\Gamma M}\right)$ which is formulated as an equivalent single-level problem with d.c. constraints ( $\mathcal{P M}$ ).

## 5 Global Search

The second part of the global search procedure can be viewed as the most important and even the crucial one, because we have to address the issue of escaping a critical point (the non-global solution provided by a local search). Such a procedure is substantiated by the theoretical basis produced with the help of the Global Search Theory (GST) developed by Strekalovsky [18,23,24] for a problem with d.c. constraints. Furthermore, we intend to solve the problem ( $\mathcal{P}$ ) using the exact penalization approach to the d.c. optimization developed in [23,24]. Therefore, we introduce the penalized problem in the following way

$$
\begin{gather*}
\theta_{\sigma}(x, y, z, v)=f_{0}(x, y, z)+\sigma \max \left\{0 ; f_{i}(x, z, v), i=1, \ldots n_{1} ;\right. \\
\left.f_{j}(x, y, v), j=1, \ldots n_{2}\right\} \downarrow \min , \quad(x, y, z) \in S
\end{gather*}
$$

It can be readily seen that the penalized function $\theta_{\sigma}(\cdot)$ is a d.c. function, because the functions $f_{i}(\cdot)=g_{i}(\cdot)-h_{i}(\cdot), i \in I, f_{j}(\cdot)=g_{j}(\cdot)-h_{j}(\cdot), j \in J$ are d.c. functions and the objective function $f_{0}(\cdot)$ of the problem $(\mathcal{P})$ (see also single-level problem $(\mathcal{P} \mathcal{M}))$ is an affine function.

Actually, since $\sigma>0, \theta_{\sigma}(x, y, z, v)=G_{\sigma}(x, y, z, v)-H_{\sigma}(x, y, z)$,

$$
\begin{align*}
& H_{\sigma}(x, y, z):=\sigma\left[\sum_{i=1}^{n_{1}} h_{i}(x, z)+\sum_{j=1}^{n_{2}} h_{j}(x, y)\right] \\
& \quad G_{\sigma}(x, y, z, v):=\theta_{\sigma}(x, y, z, v)+H_{\sigma}(x, y, z) \\
& =f_{0}(x, y, z)+\sigma \max \left\{\sum_{i=1}^{n_{1}} h_{i}(x, z)+\sum_{j=1}^{n_{2}} h_{j}(x, y)\right. \\
& {\left[\begin{array}{c}
\left.g_{i}(x, z, v)+\sum_{\substack{l=1 \\
l \neq i}}^{n_{1}} h_{l}(x, z)+\sum_{j=1}^{n_{2}} h_{j}(x, y)\right], i \in I
\end{array}\right.}  \tag{9}\\
& {\left[\begin{array}{c}
\left.\left.g_{j}(x, y, v)+\sum_{\substack{l=1 \\
l \neq j}}^{n_{2}} h_{l}(x, y)+\sum_{i=1}^{n_{1}} h_{i}(x, z)\right], j \in J\right\} .
\end{array} . . \begin{array}{l}
\end{array}\right]}
\end{align*}
$$

It is clear that $G_{\sigma}(\cdot)$ and $H_{\sigma}(\cdot)$ are convex functions.
It is well-known that if for some $\sigma$ the 4 -tuple $(x(\sigma), y(\sigma), z(\sigma), v(\sigma)) \in$ $\operatorname{Sol}\left(\mathcal{P}_{\sigma}\right)$, and $(x(\sigma), y(\sigma), z(\sigma), v(\sigma))$ is feasible in the problem $(\mathcal{P})$, then $(x(\sigma), y(\sigma), z(\sigma), v(\sigma))$ is a global solution to the problem $(\mathcal{P})$ [19, 20,24]. Moreover, this situation remains the same when the value of $\sigma$ grows [19,20,24].

Hence, the key point for using exact penalization theory here is the existence of a threshold value $\hat{\sigma}>0$ of the penalty parameter $\sigma$ such that $\operatorname{Sol}\left(\mathcal{P}_{\sigma}\right) \subset \operatorname{Sol}(\mathcal{P}) \quad \forall \sigma \geq \hat{\sigma}$. In other words, for $\sigma \geq \hat{\sigma}$ the problems $(\mathcal{P})$ and $\left(\mathcal{P}_{\sigma}\right)$ turn out to be equivalent in the sense that $\operatorname{Sol}(\mathcal{P})=\operatorname{Sol}\left(\mathcal{P}_{\sigma}\right)$ [24]. Due to the fact that the objective function $f_{0}$ of the problem $(\mathcal{P})$ satisfies the Lipschitz property $[19,20]$ with respect to all variables, such threshold value $\hat{\sigma}$ exists [24], and we can use the following Global Optimality Conditions in order to characterize a global solution to this problem [24].

Theorem 3. [24] Let a feasible point $(x, y, z, v) \in D, \zeta:=f_{0}(x, y, z)$, be a solution to the problem $(\mathcal{P})$ and $\sigma \geq \sigma_{*}>0$, where $\sigma_{*} \geq 0$ is a threshold value of the penalty parameter such that $\operatorname{Sol}(\mathcal{P})=\operatorname{Sol}\left(\mathcal{P}_{\sigma}\right) \forall \sigma \geq \sigma_{*}$.

Then, for every pair $(q, \beta) \in \mathbb{R}^{m+n_{1}+n_{2}} \times \mathbb{R}$ such that

$$
\begin{equation*}
H_{\sigma}(q)=\beta-\zeta, \tag{10}
\end{equation*}
$$

the following inequality holds

$$
\begin{equation*}
G_{\sigma}(x, y, z, v)-\beta \geq\left\langle\nabla H_{\sigma}(q),(x, y, z)-q\right\rangle \quad \forall(x, y, z) \in S \tag{11}
\end{equation*}
$$

It is not difficult to notice that Theorem 3 reduces the solution of the nonconvex problem $\left(\mathcal{P}_{\sigma}\right)$ to an investigation of the family of the convex (linearized) problems

$$
G_{\sigma}(x, y, z, v)-\left\langle\nabla H_{\sigma}(q),(x, y, z)\right\rangle \downarrow \min _{(x, y, z, v)}, \quad(x, y, z) \in S, \quad\left(\mathcal{P}_{\sigma} L(q)\right)
$$

depending on the pairs $(q, \beta) \in \mathbb{R}^{m+n_{1}+n_{2}} \times \mathbb{R}$, which fulfill the Eq. (10).
It is worth noting that the linearization is carried out here with respect to the "unified" nonconvexity of the problem $(\mathcal{P})$ accumulated by the function $H_{\sigma}(\cdot)$ from the d.c. representation (9) and $\nabla H_{\sigma}(\cdot)$ can be constructed in the following way

$$
\begin{gathered}
\nabla_{x} H_{\sigma}(x, y, z):=\sigma\left[\sum_{i=1}^{n_{1}} \nabla_{x} h_{i}(x, z)+\sum_{j=1}^{n_{2}} \nabla_{x} h_{j}(x, y)\right] \\
\nabla_{y} H_{\sigma}(x, y):=\sigma \sum_{j=1}^{n_{2}} \nabla_{y} h_{j}(x, y), \\
\nabla_{z} H_{\sigma}(x, z):=\sigma \sum_{i=1}^{n_{1}} \nabla_{z} h_{i}(x, z),
\end{gathered}
$$

where $\nabla_{x} h_{i}(x, z), \nabla_{z} h_{i}(x, z), i \in I, \quad \nabla_{x} h_{j}(x, y), \nabla_{y} h_{j}(x, y), j \in J$, given by formulas (8).

Hence, the verification of the principal inequality (11) can be performed by solving the linearized problems $\left(\mathcal{P}_{\sigma} L(q)\right)$ and varying the parameters $(q, \beta)$ satisfying (10).

Let the Lagrange multipliers, associated with the constraints and corresponding to the point $w^{k} \in \mathbb{R}^{m+n_{1}+n_{2}+1}, \quad k \in\{0,1,2, \ldots\}$, be denoted by $\lambda^{k}:=\left(\lambda_{1}, \ldots, \lambda_{n_{1}+n_{2}}\right) \in \mathbb{R}^{n_{1}+n_{2}}$.

Basing on the relations and connections (see [24]) between the conditions (10), (11) of Theorem 3 and the Classical Optimality Conditions [19, 20], we can present the following Global Search Scheme in the problem $\left(\mathcal{P}_{\sigma}\right)$.

Let there be given a starting point $\left(x_{0}, y_{0}, z_{0}\right) \in S$, numerical sequences $\left\{\tau_{k}\right\},\left\{\delta_{k}\right\}\left(\tau_{k}, \delta_{k}>0, k=0,1,2, \ldots ; \tau_{k} \downarrow 0, \delta_{k} \downarrow 0(k \rightarrow \infty)\right)$.

## Global Search Scheme

Step 0. Set $k:=0$.
Step 1. Using the LSM from Sect.4, find a $\tau_{k}$-critical point $w^{k}=\left(x^{k}, y^{k}, z^{k}, v_{k}\right)$ in the problem $(\mathcal{P})$.

Step 2. Set $\sigma_{k}:=\sum_{l=1}^{n_{1}+n_{2}} \lambda_{l}^{k}$.
Choose a number $\beta: \inf \left(G_{\sigma}, S\right) \leq \beta \leq \sup \left(G_{\sigma}, S\right)$.
Choose an initial $\beta_{0}=G_{\sigma}\left(w^{k}\right), \zeta_{k}=\overline{\theta_{\sigma}}\left(w^{k}\right)$.
Step 3. Construct a finite approximation

$$
\mathcal{A}_{k}(\beta)=\left\{q^{1}, \ldots, q^{N_{k}} \mid H_{\sigma}\left(q^{p}\right)=\beta-\zeta_{k}, p=1, \ldots, N_{k}, N_{k}=N_{k}(\beta)\right\}
$$

of the level surface $\mathcal{U}\left(\zeta_{k}\right)=\left\{(x, y, z) \mid H_{\sigma}(x, y, z)=\beta-\zeta_{k}\right\}$ of the function $H_{\sigma}(\cdot)$.

Step 4. Find a $\delta_{k}$-solution $\bar{u}^{p} \in \mathbb{R}^{m+n_{1}+n_{2}+1}$ to the following linearized problem:

$$
G_{\sigma}(x, y, z, v)-\left\langle\nabla H_{\sigma}\left(q^{p}\right),(x, y, z)\right\rangle \downarrow \min _{(x, y, z, v)},(x, y, z) \in S . \quad\left(P_{\sigma} L\left(q^{p}\right)\right)
$$

Step 5. Starting from the point $\bar{u}^{p}$, find a $\tau_{k}$-critical point $\bar{w}^{p}=\left(\bar{x}^{p}, \bar{y}^{p}, \bar{z}^{p}, \bar{v}^{p}\right)$ by the LSM from Sect. 4.

Step 6. Choose the point $(\hat{x}, \hat{y}, \hat{z})$ :

$$
f_{0}(\hat{x}, \hat{y}, \hat{z}) \leq \min \left\{f_{0}\left(\bar{x}^{p}, \bar{y}^{p}, \bar{z}^{p}\right), p=1, \ldots, N_{k}\right\}
$$

Step 7. If $f_{0}(\hat{x}, \hat{y}, \hat{z})<f_{0}\left(x^{k}, y^{k}, z^{k}\right)$, then set $w_{k+1}=(\hat{x}, \hat{y}, \hat{z}, \hat{v}), \quad k=k+1$ and go to Step 2.

Step 8. Otherwise, choose a new value of $\beta$ and go to Step 3.
It can be readily seen that the Global Search Scheme is not an algorithm in the conventional sense, because some of its steps are not specified. For example, we do not know precisely how to construct a starting point and the approximation of the level surface of the function, how to implement a local search and solve the problem $\left(P_{\sigma} L\left(q^{p}\right)\right)$ etc. The answer to these questions depends on the real data of numerical instances and uses the previous computational experience concerning the nonconvex problems solution [18, 21, 25-34].

## 6 Concluding Remarks

In the present paper, we developed a new approach to finding optimistic solutions to a special bilevel problem with an equilibrium (with a parametric matrix game)
at the lower level. These methods are based on the original Global Search Theory for nonconvex (d.c.) optimization by A.S. Strekalovsky.

We described in detail the reduction of the original bilevel problem to a nonconvex single-level problem and showed how to develop special local and global search methods that take into account properties of the problem in question.

In our future research we will increase the complexity of the bilevel model (we are going to study problems with bimatrix game at the lower level) and carry out numerical testing of the developed methods on specially generated examples. Based on our previous computational experience (see, for example, results on solution of other bilevel problems [27,28]), we hope that the algorithms developed can also be used for efficient numerical solution of bilevel problems with an equilibrium at the lower level.
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#### Abstract

The routing open shop problem, being a generalization of the metric TSP and the open shop scheduling problem, is known to be NP-hard even in case of two machines with a transportation network consisting of two nodes only. We consider a generalization of this problem with unrelated travel times of each machine. We determine a tight optima localization interval for the two-machine problem in the case when the transportation network consists of at most three nodes. As a byproduct of our research, we present a linear time $\frac{5}{4}$-approximation algorithm for the same problem. We prove that the algorithm has the best theoretically possible approximation ratio with respect to the standard lower bound.
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## 1 Introduction

The idea of determining the tight optima localization interval for scheduling problems was introduced more than 20 years ago in [14]. It can be described as follows. Consider some minimization problem $f(x) \rightarrow$ min with a lower bound $L B$ on the optimum. Then the tight optima localization interval (subject to $L B$ ) is an interval of type $[L B, \rho \cdot L B]$ with the smallest possible value of $\rho$ guaranteed to contain an optimum value for any problem instance. The systematic search for such tight intervals $[L B, \rho \cdot L B]$ is useful for the following reasons. First, it proves that the approximation factor $\rho$ of an algorithm guaranteed to find a solution with $f(x) \leqslant \rho L B$ is as good as possible with respect to $L B$. Second, it also allows the quality of the lower bound $L B$ to be estimated: any approximation algorithm with worst-case ratio performance guarantee less than $\rho$ has to be based either on another lower bound (more precise than $L B$ ) or on the optimum

[^13]itself. Third, as it typically turns out for scheduling problems, one can compute the upper and lower bounds in linear time. Thus, essentially, optima localization can yield linear-time approximation algorithms that are provably as good as possible with respect to a certain lower bound.

An example of such a research for the classic open shop scheduling problem [9] with three machines with respect to the standard lower bound was implemented in [14]. The approach used includes an instance reduction preserving the lower bound, and intellectual enumeration of subsets of instances in the branch-andbound manner. Altogether that approach can be referred to as an algorithm of proving and can be used to obtain similar results for a huge variety of scheduling problems. The proof described in [14] involved massive enumeration of subsets and therefore was a computer-aided one. In this paper we illustrate the application of the same approach to a special case of some relatively new scheduling model being a generalization of the open shop and the metric traveling salesman problem. Note that the proof in our case is compact and not computer-aided due to the following reasons. First, we consider a two-machine case (note that our case is still a generalization of a known NP-hard problem). Second, but not least, we fine-tuned the approach allowing a more efficient instance reduction. The main goal of the paper is to describe the approach in details and to obtain optima localization results for a new scheduling problem.

The problem under consideration is a certain generalization of the routing open shop model. Routing open shop was first introduced in [1,2]. In this model, the sets of jobs $\mathcal{J}$ and machines $\mathcal{M}$ are given, and machines have to perform operations of each job (with given processing times) in an arbitrary order similar to the classic open shop scheduling problem: different operations of the same job cannot be processed simultaneously. Jobs are distributed among the nodes of some transportation network represented by an edge-weighted graph $G$. The weight $\operatorname{dist}(v, u)$ of an edge $e=[v, u]$ represents the travel distance between the nodes $v$ and $u$. All the machines are initially located at a predefined node referred to as the depot. Machines have to travel with unit speed between the nodes of the transportation network to process their operations and to return to the depot. Machines are allowed to use shortest paths between the nodes, therefore we may assume that travel times satisfy the triangle inequality.

Such a problem can appear in a production, where mobile machines have to perform technological operations on some large unmovable parts, located in different workshops.

For any schedule $S$, the value $R_{\max }(S)$ denotes the makespan of $S$ which is the moment when the last machine returns to the depot after processing all the operations (see Sect. 2 for details). The goal is to minimize the makespan. Following the traditional three-field notation (see [12] for example) the $m$-machine routing open shop problem is denoted as $R O m \| R_{\max }$ or $R O m|G=X| R_{\max }$ in case we want to specify the structure $X$ of a transportation network. In the latter case we use standard graph theory notation, like $G=K_{p}$ for a complete graph with $p$ nodes, or $G=$ tree.

Note that in the open shop environment, due to the duality of sets $\mathcal{J}$ and $\mathcal{M}$, the routing open shop problem is very similar to an open shop with sequence-dependent transportation delays (see, e.g., [3]). However, traditionally researchers consider problems with a constant number of machines, hence the focus of the research differs depending on which model we use.

We assume that each node (with the possible exception of the depot) contains at least one job. This makes it necessary for each machine to visit each node at least once. Therefore, the routing open shop with a single machine is equivalent to the classic metric TSP which is well-known to be NP-hard in the strong sense. On the other hand, a single-node routing open shop is just a plain open shop problem and is NP-hard for three and more machines while being polynomially solvable in the two-machine case [9]. Surprisingly, the combination of those classic problems remains NP-hard even in the case with two machines on a link $\left(R O 2\left|G=K_{2}\right| R_{\max }\right)$, as proved in [2]. A fully polynomial time approximation scheme for $R O 2\left|G=K_{2}\right| R_{\max }$ is described in [11].

Let us give a brief review of the routing open shop problem focusing on a case of two machines $R O 2 \| R_{\max }$. A first $\frac{7}{4}$-approximation algorithm was proposed in [2]. It was further improved in [5] where a $\frac{13}{8}$-approximation algorithm is described. This improvement is relatively significant due to the following remark. Note that the $R O 2 \| R_{\max }$ problem includes the metric TSP as a special case. Since the best known up to date approximation algorithm for the metric TSP is the $\frac{3}{2}$-approximation algorithm due to Christofides [8] and Serdyukov [13] we cannot hope to achieve better than $\frac{3}{2}$-approximation for $R O 2 \| R_{\max }$ until a better approximation for the metric TSP is found. On the other hand, the easy$T S P$ version of the $R O 2 \| R_{\max }$ problem (the case when an optimal solution for the underlying TSP is known, or the time complexity of its solving is not taken into account) admits a $\frac{4}{3}$-approximation algorithm described in [5].

The standard lower bound $\bar{R}$ for $R O \| R_{\max }$ was introduced in [1] (see Sect. 2). All the approximation algorithms mentioned in the previous paragraph use $\bar{R}$ to justify their performance guarantees: $\rho$-approximation algorithms actually obtain a schedule with makespan belonging to an interval $[\bar{R}, \rho \bar{R}]$. Hence the search for the tight optima localization interval for $R O 2 \| R_{\max }$ with respect to $\bar{R}$ is an important step in the design of such approximation algorithms.

Such an interval is known only for a few special cases of the $R O \| R_{\max }$ problem. The problem with 2 nodes $R O 2\left|G=K_{2}\right| R_{\max }$ was thoroughly investigated in [1]. It was shown that the optimal makespan for any instance does not exceed $\frac{6}{5} \bar{R}$ and this upper bound is tight. A few years ago that result was generalized to a problem with 3 nodes $R O 2\left|G=K_{3}\right| R_{\max }$ [6]: it was shown that the same optima localization interval holds for the triangular transportation network. The tight upper bound of the optima localization interval for $R O 2 \| R_{\max }$ is still an open question. The properties of the $\frac{4}{3}$-approximation algorithm from [5] imply that the upper bound of the optima localization interval for $R O 2 \| R_{\max }$ does not exceed $\frac{4}{3} \bar{R}$. Therefore, the exact value of the upper bound of the optima localization interval for the two-machine problem lies between $\frac{6}{5} \bar{R}$ and $\frac{4}{3} \bar{R}$.

In this paper we consider the following generalization of the routing open shop problem introduced in [4]. In this model, travel times are specific for each machine. Let $\operatorname{dist}_{i}(v, u)$ stand for the travel times of machine $M_{i} \in \mathcal{M}$ between nodes $v$ and $u$. We assume distances to be symmetrical: $\operatorname{dist}_{i}(v, u)=\operatorname{dist}_{i}(u, v)$ for any nodes $u, v$. Consider the following hierarchy of the travel time models, introduced in [4]:
$-R O|P t t| R_{\text {max }}: \operatorname{dist}_{i}(v, u)=\operatorname{dist}(v, u)$ (identical travel times, equivalent to $\left.R O \| R_{\text {max }}\right)$;
$-R O|Q t t| R_{\text {max }}: \operatorname{dist}_{i}(v, u)=\frac{\operatorname{dist}(v, u)}{\sigma_{i}}$ (uniform travel times, $\sigma_{i}$ represents the travel speed of machine $M_{i}$ );
$-R O|R t t| R_{\text {max }}: \operatorname{dist}_{i}(v, u)$ are individual for each machine (unrelated travel times).

The usage of $P, Q$ and $R$ for notation is inspired by a well-known notation for scheduling problems with parallel machines (see [12]). Note that in Rtt environment it is possible to model a situation when each machine has to visit only some of the nodes of the transportation network, i.e., in a case when each job has to be processed only by a subset of $\mathcal{M}$.

In this paper we consider the following special cases with uniform and unrelated travel times: $R O 2\left|Q t t, G=K_{2}\right| R_{\max }, R O 2\left|Q t t, G=K_{3}\right| R_{\max }, R O 2 \mid R t t, G=$ $K_{2} \mid R_{\max }$ and $R O 2\left|R t t, G=K_{3}\right| R_{\max }$. Obviously, $R O 2\left|Q t t, G=K_{2}\right| R_{\max }$ can be considered as a subcase of both $R O 2\left|Q t t, G=K_{3}\right| R_{\max }$ and $R O 2 \mid R t t, G=$ $K_{2} \mid R_{\text {max }}$ problems while the latter problems are special cases of $R O 2 \mid R t t, G=$ $K_{3} \mid R_{\max }$ (see Fig. 1).


Fig. 1. Reduction graph for routing open shop problems with individual travel times.

First, we show that there exists a series of instances $I_{\varepsilon}$ with $\varepsilon \in(0,1)$ for $R O 2\left|Q t t, G=K_{2}\right| R_{\max }$ such that $\lim _{\varepsilon \rightarrow 0} \frac{R_{\max }^{*}\left(I_{\varepsilon}\right)}{R\left(I_{\varepsilon}\right)}=\frac{5}{4}$. Second, we constructively prove that for any instance $I$ of $R O 2\left|R t t, G=K_{3}\right| R_{\max }$ there exists a schedule $S$ such that $R_{\max }(S) \in\left[\bar{R}(I), \frac{5}{4} \bar{R}(I)\right]$ with the standard lower bound $\bar{R}(I)$ being adapted for individual travel times. Based on the reducibility discussed in the previous paragraph we derive that the interval $\left[\bar{R}(I), \frac{5}{4} \bar{R}(I)\right]$ is the tight optima localization interval for all four problem cases considered.

The structure of the paper is as follows. Section 2 contains a formal description of the problem under consideration, the necessary notation, some preliminary results and the description of the series $I_{\varepsilon}$ of instances. In Sect. 3, we provide the proof of the main result for three important special cases. The final proof and the description of the $\frac{5}{4}$-approximation algorithm for the $R O 2\left|R t t, G=K_{3}\right| R_{\max }$ problem, as well as some concluding remarks, are given in Sect. 4 .

## 2 Preliminary Notes

Let us give a formal description of $R O 2|Q t t| R_{\max }$ and $R O 2|R t t| R_{\text {max }}$ problems.
Sets $\mathcal{J}=\left\{J_{1}, \ldots, J_{n}\right\}$ of jobs and $\mathcal{M}=\left\{M_{1}, M_{2}\right\}$ of machines are given. Each job $J_{j}$ consists of two operations $a_{j}$ and $b_{j}$ to be processed by machines $M_{1}$ and $M_{2}$, respectively, in an arbitrary order. We use the same notation $\left(a_{j}, b_{j}\right)$ for operations' processing times. An undirected transportation network is described by a graph $G=\langle V, E\rangle$, a node $v_{0} \in V$ is referred to as the depot. Jobs are distributed among the nodes of $G, \mathcal{J}(v)$ denotes the set of jobs located in the node $v \in V$. (We also use notation $\mathcal{J}(I ; v)$ in case we want to specify a problem instance $I$.) We assume that each non-depot node contains at least one job. Two weights $\operatorname{dist}_{1}(v, u)$ and $\operatorname{dist}_{2}(v, u)$ are associated with each edge $e=[v, u] \in E$ and represent travel times over $e$ for $M_{1}$ and $M_{2}$, respectively. Machines can visit nodes without job processing and can visit each node multiple times. Any number of machines can travel over the same edge simultaneously in any direction. For each machine $M_{i}$, travel times $\operatorname{dist}_{i}(v, u)$ satisfy the triangle inequality. In the case of $Q t t$, for each $e \in E$, travel times are related by $\operatorname{dist}_{2}(v, u)=\sigma \operatorname{dist}_{1}(v, u)$ with $\sigma$ being the travel speed of machine $M_{1}$ (in this case, without loss of generality, we assume that $M_{2}$ travels with unit speed). Note that for $R O 2 \| R_{\max }$, travel times of both machines are equal: $\operatorname{dist}_{1}(v, u)=\operatorname{dist}_{2}(v, u)=\operatorname{dist}(v, u)$.

Machines are initially located at the depot and have to travel over $G$ to process jobs in arbitrary order. Jobs cannot be processed by two machines simultaneously (however two jobs from the same location can be processed at the same time). The goal is to perform all the operations and to return to the depot as soon as possible. As preemption is not allowed, any schedule $S$ can be described by specifying the starting times $s_{j 1}(S)$ and $s_{j 2}(S)$ for operations $a_{j}$ and $b_{j}$ of each job $J_{j}$. The completion times of the operations of job $J_{j}$ and machine $M_{i}$ can be defined as $c_{j 1}(S)=s_{j 1}(S)+a_{j}, c_{j 2}(S)=s_{j 2}(S)+b_{j}$. We also use notation $s\left(a_{j}\right), s\left(b_{j}\right), c\left(a_{j}\right), c\left(b_{j}\right)$ if schedule $S$ is specified.

Any feasible schedule $S$ has to agree with the following conditions. If machine $M_{i}$ processes job $J_{j} \in \mathcal{J}(v)$ before job $J_{j^{\prime}} \in \mathcal{J}(u)$, then $s_{j^{\prime} i}(S) \geq c_{j i}(S)+$ $\operatorname{dist}_{i}(u, v)$. If job $J_{j} \in \mathcal{J}(v)$ is the first job processed by machine $M_{i}$ in schedule $S$, then $s_{j i}(S) \geq \operatorname{dist}_{i}\left(v_{0}, v\right)$.

Let job $J_{l} \in \mathcal{J}(v)$ be the last job processed by machine $M_{i}$ in schedule $S$. Then the return time of $M_{i}$ in $S$ is

$$
R_{i}(S)=\max _{j} c_{j i}(S)+\operatorname{dist}_{i}\left(v_{0}, v\right)=c_{l i}(S)+\operatorname{dist}_{i}\left(v_{0}, v\right)
$$

The goal is to minimize the makespan $R_{\max }(S)=\max _{i} R_{i}(S)$.

For any problem instance $I$ we use the following notation.
$-\ell_{1}=\sum_{j=1}^{n} a_{j}$ and $\ell_{2}=\sum_{j=1}^{n} b_{j}$ are machine loads of $M_{1}, M_{2}, \ell_{\max }=\max _{i} \ell_{i}$,
$-d_{j}=a_{j}+b_{j}$ is the job length of $J_{j}, d_{\max }(v)=\max _{J_{j} \in \mathcal{J}(v)} d_{j}$,
$-\Delta(v)=\sum_{J_{j} \in \mathcal{J}(v)} d_{j}$ is the load of the node $v, \Delta=\sum_{v \in V} \Delta(v)$,

- $T_{i}^{*}$ is the length of an optimal tour on $G$ for machine $M_{i}$ (TSP optimum for distances dist ${ }_{i}$ in $G$ ),
- $R_{\max }^{*}(I)$ is the optimal makespan.

The standard lower bound on the makespan for $R O \| R_{\max }$ is described in [1]:

$$
R_{\max }^{*} \geqslant \max \left\{\ell_{\max }+T^{*}, \max _{v \in V}\left(d_{\max }(v)+2 \operatorname{dist}\left(v_{0}, v\right)\right)\right\}
$$

(In this case $T^{*}=T_{1}^{*}=T_{2}^{*}$.)
A similar lower bound for problems with individual travel times was introduced in [4] and has the following form

$$
\begin{equation*}
\bar{R} \doteq \max \left\{\max _{i}\left(\ell_{i}+T_{i}^{*}\right), \max _{v \in V}\left(d_{\max }(v)+\operatorname{dist}_{1}\left(v_{0}, v\right)+\operatorname{dist}_{2}\left(v_{0}, v\right)\right)\right\} \tag{1}
\end{equation*}
$$

Note that (1) implies

$$
\begin{equation*}
\Delta=\ell_{1}+\ell_{2} \leqslant 2 \bar{R}-T_{1}^{*}-T_{2}^{*} \tag{2}
\end{equation*}
$$

Note that $\bar{R}$ can be easily computed in linear time if we do know the optimal solution of the underlying TSPs (otherwise it is not polynomially computable).

We denote the sets of all instances with nonzero standard lower bound for $R O 2|G=X| R_{\max }, R O 2|Q t t, G=X| R_{\max }$ and $R O 2|R t t, G=X| R_{\max }$ by $\mathcal{I}_{2}^{X}$, $\mathcal{I}_{Q 2}^{X}$ and $\mathcal{I}_{R 2}^{X}$, respectively. If the graph structure is not restricted, we omit the notation $X$.

We use the following terminology (consistent with one introduced in [10]).
Definition 1. A feasible schedule $S$ for an instance $I \in \mathcal{I}_{2} \cup \mathcal{I}_{Q 2} \cup \mathcal{I}_{R 2}$ is normal if $R_{\max }(S)=\bar{R}(I)$. An instance $I$ is referred to as normal if it admits constructing a normal schedule.
Definition 2. The abnormality of instance $I$ is $\alpha(I)=\frac{R_{\max }^{*}(I)}{\bar{R}(I)}$.
The abnormality for some class of instances $\mathcal{K}$ is defined as $\alpha(\mathcal{K})=\sup _{I \in \mathcal{K}} \alpha(I)$.
Obviously, the tight optima localization interval for a class $\mathcal{K}$ coincides with $[\bar{R}, \alpha(\mathcal{K}) \bar{R}]$, therefore the search for such an interval is equivalent to the search for an instance $I \in \mathcal{K}$ with maximal abnormality (if any).

We know that $\alpha\left(\mathcal{I}_{2}^{K_{2}}\right)=\alpha\left(\mathcal{I}_{2}^{K_{3}}\right)=\frac{6}{5}[1,6]$. In this paper we prove that

$$
\alpha\left(\mathcal{I}_{Q 2}^{K_{2}}\right)=\alpha\left(\mathcal{I}_{Q 2}^{K_{3}}\right)=\alpha\left(\mathcal{I}_{R 2}^{K_{2}}\right)=\alpha\left(\mathcal{I}_{R 2}^{K_{3}}\right)=\frac{5}{4} .
$$

Lemma 1. $\alpha\left(\mathcal{I}_{Q 2}^{K_{2}}\right) \geqslant \frac{5}{4}$.
Proof. Consider the following instance $I_{\varepsilon} \in \mathcal{I}_{Q 2}^{K_{2}}$ for any $0<\varepsilon \leqslant 1$. The depot $v_{0}$ contains a single job $J_{0}$, with $a_{0}=0$ and $b_{0}=4$. There are two identical jobs $J_{1}, J_{2}$ in $v_{1}$, with $a_{1}=a_{2}=4-\varepsilon$ and $b_{1}=b_{2}=1$. Machine $M_{2}$ travels with unit speed, $\tau_{2}=\tau_{01}^{2}=1$. Travel speed of $M_{1}$ is $\sigma=\varepsilon^{-1}$, hence $\tau_{1}=\tau_{01}^{1}=\varepsilon$. Note that $\bar{R}\left(I_{\varepsilon}\right)=8$. Let us prove that the schedule for $I_{\varepsilon}$ given in Fig. 2 is optimal, and $R_{\max }^{*}\left(I_{\varepsilon}\right)=10-\varepsilon$.


Fig. 2. Optimal schedule for $I_{\varepsilon}$.

In any optimal schedule, as soon as $R_{\max }^{*}\left(I_{\varepsilon}\right) \leqslant 10-\varepsilon$, the machine $M_{2}$ travels only once (otherwise $R_{2} \geqslant \ell_{2}+4 \tau_{2}=10$ ). Without loss of generality, $M_{2}$ performs operations in the order $b_{0}, b_{1}, b_{2}$ : jobs $J_{1}$ and $J_{2}$ are identical, $J_{0}$ cannot be processed between them because the machine makes a single trip, and the order $b_{2}, b_{1}, b_{0}$ can be transformed into $b_{0}, b_{1}, b_{2}$ by reversing the direction of time. Therefore, $c\left(b_{1}\right) \geqslant b_{0}+\tau_{2}+b_{1}=6$. Hence operation $a_{1}$ precedes $b_{1}$ (otherwise $R_{1} \geqslant c\left(a_{1}\right)+\tau_{1} \geqslant 10$ ), $a_{2}$ precedes $b_{2}$ by similar reasoning and $a_{1}$ precedes $a_{2}$ (otherwise $c\left(b_{1}\right) \geqslant 9-\varepsilon$ and $R_{2} \geqslant 11-\varepsilon$ ). Therefore, $s\left(b_{2}\right) \geqslant \tau_{1}+a_{1}+a_{2}=8-\varepsilon$ and $R_{2} \geqslant 10-\varepsilon$, hence $R_{\max }^{*}\left(I_{\varepsilon}\right)=10-\varepsilon$.

Since $\lim _{\varepsilon \rightarrow 0} \alpha\left(I_{\varepsilon}\right)=\lim _{\varepsilon \rightarrow 0} \frac{10-\varepsilon}{8}=\frac{5}{4}$, this proves the Lemma.
Note that for the problem $R O 2\left|G=K_{2}, R t t\right| R_{\text {max }}$ it is sufficient to consider a single instance $I_{0}($ with $\varepsilon=0)$ to confirm that $\alpha\left(\mathcal{I}_{R 2}^{K_{2}}\right) \geqslant \frac{5}{4}$.

The proof of the main result is based on the following job aggregation procedure similar to one described in detail in [6].

### 2.1 Job Aggregation

Definition 3. Let $I \in \mathcal{I}_{2} \cup \mathcal{I}_{Q 2} \cup \mathcal{I}_{R 2}$. A node $v \in V$ is called overloaded if

$$
\Delta(v)+\operatorname{dist}_{1}\left(v_{0}, v\right)+\operatorname{dist}_{2}\left(v_{0}, v\right)>\bar{R},
$$

otherwise the node $v$ is underloaded.
Proposition 1. Any $I \in \mathcal{I}_{2} \cup \mathcal{I}_{Q 2} \cup \mathcal{I}_{R 2}$ contains at most one overloaded node.

Proof. Suppose we have two overloaded nodes $v$ and $u$ :
$\Delta(v)+\operatorname{dist}_{1}\left(v_{0}, v\right)+\operatorname{dist}_{2}\left(v_{0}, v\right)>\bar{R}, \Delta(u)+\operatorname{dist}_{1}\left(v_{0}, u\right)+\operatorname{dist}_{2}\left(v_{0}, u\right)>\bar{R}$.
Then we have

$$
\begin{gathered}
\Delta \geqslant \Delta(v)+\Delta(u)>2 \bar{R}-\left(\operatorname{dist}_{1}\left(v_{0}, v\right)+\operatorname{dist}_{1}\left(v_{0}, u\right)\right)-\left(\operatorname{dist}_{2}\left(v_{0}, v\right)+\operatorname{dist}_{2}\left(v_{0}, u\right)\right) \\
\geqslant 2 \bar{R}-T_{1}^{*}-T_{2}^{*},
\end{gathered}
$$

which contradicts (2).
Definition 4. Let $I \in \mathcal{I}_{Q 2} \cup \mathcal{I}_{R 2}, \mathcal{K} \subseteq \mathcal{J}(v)$ for some $v \in V$. Then we say that an instance $I^{\prime}$ is obtained from $I$ by aggregation of jobs from $\mathcal{K}$ if the set of jobs $\mathcal{K}$ is replaced by a new job $J_{\mathcal{K}}$ such that

$$
\begin{gathered}
\mathcal{J}\left(I^{\prime} ; v\right)=\mathcal{J}(I ; v) \backslash \mathcal{K} \cup\left\{J_{\mathcal{K}}\right\}, a_{\mathcal{K}}=\sum_{J_{j} \in \mathcal{K}} a_{j}, b_{\mathcal{K}}=\sum_{J_{j} \in \mathcal{K}} b_{j}, \\
\forall u \neq v \mathcal{J}\left(I^{\prime} ; u\right)=\mathcal{J}(I ; u)
\end{gathered}
$$

The instance $\tilde{I}$ obtained from I by a series of job aggregations will be referred to as a modification of $I$.

Any feasible schedule for some modification of $I$ can be treated as a feasible schedule for $I$ with the same makespan. Therefore, the optimum of any modification of $I$ is greater or equal to $R_{\max }^{*}(I)$.

Note that machine loads and node loads are preserved by any job aggregation operation, but the standard lower bound $\bar{R}$ might grow if $d_{\mathcal{K}}$ is large enough. In order to preserve $\bar{R}$ we may only aggregate such sets $\mathcal{K}$ that

$$
\begin{equation*}
\sum_{J_{j} \in \mathcal{K}} d_{j} \leqslant \bar{R}-\operatorname{dist}_{1}\left(v_{0}, v\right)-\operatorname{dist}_{2}\left(v_{0}, v\right) . \tag{3}
\end{equation*}
$$

Proposition 2. For every instance $I \in \mathcal{I}_{2} \cup \mathcal{I}_{Q 2} \cup \mathcal{I}_{R 2}$ there exists its modification $\tilde{I}$ such that

1. $\bar{R}(\tilde{I})=\bar{R}(I)$,
2. each underloaded node in $\tilde{I}$ contains exactly one job, the only overloaded node (if any) contains at most three jobs.

Proof. For any underloaded node $v$, set $\mathcal{K}=\mathcal{J}(v)$ satisfy (3) by Definition 3, and therefore we can aggregate such sets preserving $\bar{R}$. Now we need to prove that all jobs from an overloaded node (if any) can be aggregated into at most three jobs without alteration of $\bar{R}$.

Let $v$ be overloaded and $\mathcal{J}(v)=\left\{J_{1}, \ldots, J_{p}\right\}$. Let $j$ be the maximal number such that $\sum_{t=1}^{j} d_{t} \leqslant \bar{R}-\operatorname{dist}_{1}\left(v_{0}, v\right)-\operatorname{dist}_{2}\left(v_{0}, v\right)$. Note that $j<p$, as $v$ is overloaded. Lets aggregate all jobs from the set $\mathcal{K}=\left\{J_{1}, \ldots, J_{j}\right\}$. Due to the
choice of $j$, we have $d_{\mathcal{K}}+d_{j+1}>\bar{R}-\operatorname{dist}_{1}\left(v_{0}, v\right)-\operatorname{dist}_{2}\left(v_{0}, v\right)$. Suppose that $j+1<p$ (otherwise we have two jobs at after the aggregation $v$ and the claim holds). Let $\mathcal{K}^{\prime}=\left\{J_{j+2}, \ldots, J_{p}\right\}$. From (2) we have

$$
\begin{gathered}
\sum_{J_{t} \in \mathcal{K}^{\prime}} d_{t} \leqslant \Delta-d_{\mathcal{K}}-d_{j+1}<2 \bar{R}-T_{1}^{*}-T_{2}^{*}-\left(\bar{R}-\operatorname{dist}_{1}\left(v_{0}, v\right)-\operatorname{dist}_{2}\left(v_{0}, v\right)\right) \\
\leqslant \bar{R}-\operatorname{dist}_{1}\left(v_{0}, v\right)-\operatorname{dist}_{2}\left(v_{0}, v\right)
\end{gathered}
$$

therefore aggregating the set $\mathcal{K}^{\prime}$ does not increase $\bar{R}$. Thus, the modification claimed to exist is achieved by aggregating all jobs at each underloaded node, then of jobs in $\mathcal{K}$, and finally in $\mathcal{K}^{\prime}$.

Note that, for any instance $I$, such a modification $\tilde{I}$ can be found in time $O(n)$.

Let $\tilde{I}$ be a modification of $I$, with $\bar{R}(\tilde{I})=\bar{R}(I)=\bar{R}$. If there exists a schedule $S$ for $\tilde{I}$, such that $R_{\max }(S) \leqslant \rho \bar{R}$, then $R_{\max }^{*}(I) \leqslant \rho \bar{R}$. Hence, there exists an instance with maximal abnormality, which has at most three jobs at an overloaded node (if any) due to Proposition 2. It is sufficient to consider only irreducible modifications, for which no further reduction (preserving $\bar{R}$ ) is possible. In the next section we consider all the three possibilities for an irreducible instance:

1. Instance has an overloaded node with exactly three jobs. (Following [7] we refer to such a node as superoverloaded.)
2. Instance has an overloaded node with exactly two jobs.

3 . Instance has only underloaded nodes.

## 3 Optima Localization for Irreducible Instances

According to Proposition 2 any irreducible instance contains at most five jobs. We describe schedules for such an instance in the following manner. We specify the order of the operations for each job and each machine. Such an ordering is represented by a weighted digraph referred to as a scheme of a schedule. Each node's weight is the corresponding operation's processing time, and arc weights are travel times. For clarity, we add the source $S$ and the sink $F$ (both with zero weight) to each scheme. Denote the set of paths connecting nodes $x$ and $y$ by $\mathcal{P}_{x, y}$. For some path $P \in \mathcal{P}_{x, y}$ its length $|P|$ is the total weight of all nodes and arcs belonging to $P$. The early completion time of operation $x$ in the scheme is the maximal length over all the paths from $\mathcal{P}_{S, x}: \hat{c}(x) \doteq \max _{P \in \mathcal{P}_{S, x}}|P|$. Any operation's processing in any feasible schedule cannot be completed earlier than its early completion time. For any scheme $\mathcal{H}$ we consider an early schedule $S_{\mathcal{H}}$, in which each operation $x$ completes at $\hat{c}(x)$. The makespan of early schedule $R_{\max }\left(S_{\mathcal{H}}\right)=$ $\max _{P \in \mathcal{P}_{S, F}}|P|=|\hat{P}|$, there $\hat{P}$ is referred to as a critical path in schedule $S_{\mathcal{H}}$.

The weights in $\mathcal{H}$ depend on an instance, so we cannot tell in advance which path is critical. However, one can easily describe the set $\mathcal{P}_{S, F}$ of complete paths and consider the length of any $P \in \mathcal{P}_{S, F}$ as a total sum of corresponding variable
processing times and travel times. In our analysis we have to consider each nontrivial complete path as a candidate for a critical one. We will not consider trivial paths with the total length not exceeding $\bar{R}$ for any problem instance.

For any schedules $S_{1}, \ldots, S_{k}$, the best among them is denoted by $S_{1} \vee \cdots \vee S_{k}$.

### 3.1 One of the Nodes is Superoverloaded

It was proved in [7] that, unless $P=N P$, one cannot test in polynomial time whether a node is superoverloaded. However, if we have an irreducible modification with three jobs in some node, then the node is definitely superoverloaded. The next Theorem concerns exactly that special case.

Theorem 1. Let $I \in \mathcal{I}_{R 2}^{K_{3}}$ and one of the nodes in $I$ is superoverloaded. Then

$$
R_{\max }^{*}(I) \leqslant \frac{7}{6} \bar{R}(I)
$$



Fig. 3. Scheme $\mathcal{H}^{\prime}$.


Fig. 4. Scheme $\mathcal{H}^{\prime \prime}$.

Proof. Apply the job aggregation procedure preserving $\bar{R}$, obtaining a single job in each underloaded node and exactly three jobs $J_{\alpha}, J_{\beta}, J_{\gamma}$ in the superoverloaded node $v$. Let $\tau_{1}$ and $\tau_{2}$ be travel times from the depot to $v$ for $M_{1}$ and $M_{2}$, respectively. Then for any $p, q \in\{\alpha, \beta, \gamma\}$ with $p \neq q$ we have

$$
\begin{equation*}
d_{p}+d_{q}>\bar{R}-\tau_{1}-\tau_{2} \tag{4}
\end{equation*}
$$

Without loss of generality, we assume

$$
\begin{equation*}
a_{\alpha}+\tau_{1}=\min \left\{\min \left\{a_{\alpha}, a_{\beta}, a_{\gamma}\right\}+\tau_{1}, \min \left\{b_{\alpha}, b_{\beta}, b_{\gamma}\right\}+\tau_{2}\right\} . \tag{5}
\end{equation*}
$$

Under this assumption

$$
\begin{equation*}
a_{\alpha} \leqslant \frac{1}{3} \ell_{1} \leqslant \frac{1}{3} \bar{R} . \tag{6}
\end{equation*}
$$

Denote single jobs in underloaded nodes by $J_{1}$ and $J_{2}$, where $J_{1}$ belongs to the depot in the case $v \neq v_{0}$.

Consider an early schedule $S_{1}=S_{\mathcal{H}^{\prime}}$ (see Fig. 3).
Note that the travel time of $M_{2}$ along the path from $S$ to $b_{\gamma}$ is exactly $T_{2}=T_{2}^{*}-\tau_{2} \geqslant \tau_{2}$, and the travel time of $M_{1}$ from $a_{\gamma}$ to $F$ is $T_{1}=T_{1}^{*}-\tau_{1}$. Hence, by (5), $c\left(b_{\gamma}\right) \geqslant c\left(a_{\alpha}\right)$. Let us prove that $R_{1} \leqslant \bar{R}$. Indeed,
$R_{1}=\max \left\{c\left(a_{\beta}\right), c\left(b_{\gamma}\right)\right\}+a_{\gamma}+a_{2}+a_{1}+T_{1}=\max \left\{\ell_{1}+T_{1}^{*}, d_{1}+d_{2}+d_{\gamma}+T_{2}+T_{1}\right\}$.
Using (1), (2) and (4) we have $R_{1} \leqslant \max \left\{\bar{R}, \Delta+T_{1}^{*}+T_{2}^{*}-\left(d_{\alpha}+d_{\beta}+\tau_{1}+\tau_{2}\right)\right\} \leqslant \bar{R}$. If $S_{1}$ is not normal, then

$$
\begin{equation*}
R_{\max }\left(S_{1}\right)=R_{2}=\tau_{1}+a_{\alpha}+a_{\beta}+b_{\beta}+\tau_{2} \tag{7}
\end{equation*}
$$

In this case consider an early schedule $S_{2}=S_{\mathcal{H}^{\prime \prime}}$ (Fig. 4).
If $S_{2}$ is not normal, then

$$
\begin{equation*}
R_{\max }\left(S_{2}\right)=T_{2}+b_{1}+b_{2}+b_{\gamma}+\max \left\{b_{\alpha}, a_{\gamma}\right\}+a_{\alpha}+a_{2}+a_{1}+T_{1} . \tag{8}
\end{equation*}
$$

Let $S=S_{1} \vee S_{2}$. Then, by (7), (8) and (6),
$2 R_{\max }(S) \leqslant R_{\max }\left(S_{1}\right)+R_{\max }\left(S_{2}\right)=\ell_{1}+T_{1}^{*}+\ell_{2}+T_{2}^{*}-\min \left\{b_{\alpha}, a_{\gamma}\right\}+a_{\alpha} \leqslant \frac{7}{3} \bar{R}$,
therefore $R_{\max }(S) \leqslant \frac{7}{6} \bar{R}$.
Note that, according to Proposition 2, such a schedule can be constructed in time $O(n)$.

According to Lemma 1 and Theorem 1, an instance $I \in \mathcal{I}_{R 2}^{K_{3}}$ with maximal abnormality does not have a superoverloaded node (although one of the nodes can be overloaded). Those cases are considered in the next two subsections.

### 3.2 One of the Nodes is Overloaded

The next lemma is concerned with the case when the irreducible instance contains exactly two jobs in an overloaded node. Although, in this case, that node might still be superoverloaded in the initial instance (and this can be shown by some other reduction), this need not hold in general. The following lemma completes the consideration of the general case with an overloaded node.

Lemma 2. Let an instance $I \in \mathcal{I}_{R 2}^{K_{3}}$ have a single job at each node except $v$, which is overloaded and contains two jobs. Then there exists a feasible schedule $S$ for $I$ such that $R_{\max }(S) \leqslant \frac{5}{4} \bar{R}$.

Proof. We use notation similar to that in the proof of Theorem 1. Let $\mathcal{J}(v)=$ $\left\{J_{\alpha}, J_{\beta}\right\}$, and let $\tau_{1}$ and $\tau_{2}$ be travel times from the depot to $v$ for $M_{1}$ and $M_{2}$, respectively. The remaining travel time for each machine is denoted by $T_{i}=T_{i}^{*}-\tau_{i}$, for $i=1,2$. Denote single jobs from the underloaded nodes by $J_{1}, J_{2}$, where $J_{1}$ belongs to the depot in the case $v \neq v_{0}$.

Since $v$ is overloaded, we have $d_{\alpha}+d_{\beta}>\bar{R}-\tau_{1}-\tau_{2}$. Together with (2) that implies

$$
\begin{equation*}
d_{1}+d_{2}+T_{1}+T_{2}<\bar{R} \tag{9}
\end{equation*}
$$

Consider schedules $S_{1}=S_{\mathcal{H}_{1}}, S_{2}=S_{\mathcal{H}_{2}}, S_{3}=S_{\mathcal{H}_{3}}$, and $S_{4}=S_{\mathcal{H}_{4}}$ (Fig. 5).


Fig. 5. Schemes $\mathcal{H}_{1}, \mathcal{H}_{2}, \mathcal{H}_{3}$ and $\mathcal{H}_{4}$ for the case with overloaded node.

Note that both $\mathcal{H}_{1}$ and $\mathcal{H}_{4}$ contain a complete path $S \rightarrow b_{2} \rightarrow b_{1} \rightarrow a_{1} \rightarrow$ $a_{2} \rightarrow F$ of length not greater than $d_{1}+d_{2}+T_{1}+T_{2}$; by (9) its length is less than $\bar{R}$ and it is therefore not critical. Schemes $\mathcal{H}_{2}$ and $\mathcal{H}_{3}$ have a single non-trivial complete path each. Assuming that each of these schedules is not normal, we obtain

$$
\begin{gathered}
R_{\max }\left(S_{1}\right)=\tau_{1}+\tau_{2}+a_{\beta}+b_{\alpha}+\max \left\{a_{\alpha}, b_{\beta}\right\}, \\
R_{\max }\left(S_{2}\right)=b_{1}+b_{2}+b_{\beta}+a_{\beta}+a_{2}+a_{1}+T_{1}+T_{2}, \\
R_{\max }\left(S_{3}\right)=b_{1}+b_{2}+b_{\alpha}+a_{\alpha}+a_{2}+a_{1}+T_{1}+T_{2}, \\
R_{\max }\left(S_{4}\right)=\tau_{1}+\tau_{2}+a_{\alpha}+b_{\beta}+\max \left\{a_{\beta}, b_{\alpha}\right\} .
\end{gathered}
$$

For the schedule $S=S_{1} \vee S_{2} \vee S_{3} \vee S_{4}$ we have

$$
4 R_{\max }(S) \leqslant R_{\max }\left(S_{1}\right)+R_{\max }\left(S_{2}\right)+R_{\max }\left(S_{3}\right)+R_{\max }\left(S_{4}\right)=
$$

$$
2\left(\ell_{1}+T_{1}^{*}+\ell_{2}+T_{2}^{*}\right)+\left(\max \left\{a_{\alpha}, b_{\beta}\right\}+\max \left\{a_{\beta}, b_{\alpha}\right\}\right) \leqslant 4 \bar{R}+\max \left\{\ell_{1}, \ell_{2}, d_{\alpha}, d_{\beta}\right\} \leqslant 5 \bar{R}
$$ therefore $R_{\max }(S) \leqslant \frac{5}{4} \bar{R}$.

### 3.3 Each Node is Underloaded

Lemma 3. Let an instance $I \in \mathcal{I}_{R 2}^{K_{3}}$ contain a single job at each node. Then there exists a feasible schedule $S$ for $I$ such that $R_{\max }(S) \leqslant \frac{5}{4} \bar{R}(I)$.

Proof. Let $\mathcal{J}\left(v_{k}\right)=\left\{J_{k}\right\}, k=0,1,2$. We also use the following notation for travel times:
$\tau_{i}=\operatorname{dist}_{i}\left(v_{0}, v_{1}\right), \nu_{i}=\operatorname{dist}_{i}\left(v_{0}, v_{2}\right), \mu_{i}=\operatorname{dist}_{i}\left(v_{1}, v_{2}\right), T_{i}^{*}=\tau_{i}+\mu_{i}+\nu_{i}, i=1,2$.


Fig. 6. Schemes $\mathcal{H}_{5}, \mathcal{H}_{6}, \mathcal{H}_{7}$ and $\mathcal{H}_{8}$ for the case with underloaded nodes.

Consider schedules $S_{1}=S_{\mathcal{H}_{5}}, S_{2}=S_{\mathcal{H}_{6}}, S_{3}=S_{\mathcal{H}_{7}}$, and $S_{4}=S_{\mathcal{H}_{8}}$ (Fig. 6). Assuming that none of these schedules is normal, we have

$$
\begin{gathered}
R_{\max }\left(S_{1}\right)=b_{0}+b_{2}+a_{2}+a_{0}+\nu_{1}+\nu_{2} \\
R_{\max }\left(S_{2}\right)=b_{0}+b_{1}+a_{1}+a_{0}+\tau_{1}+\tau_{2}, \\
R_{\max }\left(S_{3}\right)=\tau_{1}+\nu_{2}+a_{1}+b_{2}+\max \left\{\mu_{1}+a_{2}, \mu_{2}+b_{1}\right\}, \\
R_{\max }\left(S_{4}\right)=\nu_{1}+\tau_{2}+a_{2}+b_{1}+\max \left\{\mu_{1}+a_{1}, \mu_{2}+b_{2}\right\} .
\end{gathered}
$$

For $S=S_{1} \vee S_{2} \vee S_{3} \vee S_{4}$ we have

$$
\begin{gathered}
4 R_{\max }(S) \leqslant R_{\max }\left(S_{1}\right)+R_{\max }\left(S_{2}\right)+R_{\max }\left(S_{3}\right)+R_{\max }\left(S_{4}\right) \\
\leqslant 2 \ell_{1}+2 \ell_{2}+2\left(\tau_{1}+\tau_{2}+\nu_{1}+\nu_{2}+\max \left\{\mu_{1}, \mu_{2}\right\}\right)+\left(\max \left\{a_{2}, b_{1}\right\}+\max \left\{a_{1}, b_{2}\right\}\right) \\
\leqslant 2\left(\ell_{1}+T_{1}^{*}\right)+2\left(\ell_{2}+T_{2}^{*}\right)+\max \left\{\ell_{1}, \ell_{2}, d_{1}, d_{2}\right\} \leqslant 5 \bar{R},
\end{gathered}
$$

therefore $R_{\max }(S) \leqslant \frac{5}{4} \bar{R}$.

## 4 Conclusion

Proposition 2, Theorem 1, Lemmas 2 and 3 imply the following
Theorem 2. For any instance $I \in \mathcal{I}_{R 2}^{K_{3}}$ there exists a feasible schedule $S$ with makespan in the interval $\left[\bar{R}, \frac{5}{4} \bar{R}\right]$. Such a schedule can be built in linear time.

Indeed, we just need to perform the job aggregation procedure to obtain an irreducible modification $\tilde{I}$ discussed in Sect. 2. If $\tilde{I}$ has a node with exactly three jobs, then we build a schedule according to the proof of Theorem 1, with makespan not exceeding $\frac{7}{6} \bar{R}$. In other cases, we use the proof of the corresponding Lemma 2 or 3 to build a schedule desired, and finally transform that schedule into the feasible schedule for the initial instance, treating each aggregated operation as a block of initial operations performed without idle times in an arbitrary order. Thus we need to construct at most four schedules for a reduced instance.

We have proved that $\alpha\left(\mathcal{I}_{Q 2}^{K_{p}}\right)=\alpha\left(\mathcal{I}_{R 2}^{K_{p}}\right)=\frac{5}{4}$ for $2 \leqslant p \leqslant 3$, while the abnormality for a greater number of nodes (and therefore in the general case) remains unknown. We have similar results for the problem with identical travel times [6]: $\alpha\left(\mathcal{I}_{2}^{K_{p}}\right)=\frac{6}{5}$ for $p \leqslant 3$, while in the general case we only have an upper bound $\alpha\left(\mathcal{I}_{2}\right) \leqslant \frac{4}{3}$ [5]. The most intriguing open problem is to find the exact value of the abnormality for both problem classes, although it seems to be hard to approach at the moment. One of the important steps towards the solution of that problem is to find an instance with a greater abnormality (if any). We have no knowledge of an existence of such an instance and would like to propose the following

Conjecture 1. $\alpha\left(\mathcal{I}_{2}\right)=\frac{6}{5}, \alpha\left(\mathcal{I}_{Q 2}\right)=\alpha\left(\mathcal{I}_{R 2}\right)=\frac{5}{4}$.
We suggest the following open questions for future research.
Question 1. If Conjecture 1 is not true, what is the smallest number of nodes $p$ such that $\alpha\left(\mathcal{I}_{2}^{K_{p}}\right)>\frac{6}{5} ? \alpha\left(\mathcal{I}_{Q 2}^{K_{p}}\right)>\frac{5}{4} ? \alpha\left(\mathcal{I}_{R 2}^{K_{p}}\right)>\frac{5}{4} ? \alpha\left(\mathcal{I}_{Q 2}^{K_{p}}\right)<\alpha\left(\mathcal{I}_{R 2}^{K_{p}}\right)$ ?

This question is a significant motivation for studying special cases with a small transportation network ( $[2,6]$ and this paper).
Question 2. It was proved in [7] that any instance of $R O 2\left|G=K_{2}\right| R_{\max }$ with a superoverloaded node is normal. This result can be easily extended for $G=K_{3}$. The claim of Theorem 1 is significantly weaker (although sufficient for our purposes). The question is, does a similar result on the normality of an instance with a superoverloaded node hold for $R O 2\left|Q t t, G=K_{3}\right| R_{\max }$ and $R O 2\left|R t t, G=K_{3}\right| R_{\max }$ ?
Question 3. It is known [1] that $\alpha\left(\mathcal{I}_{2}^{K_{2}}\right)=\frac{6}{5}$, although different travel times can increase that value up to $\frac{5}{4}$ (Lemma1). We probably need an unbounded machine's travel speed $\sigma_{1}$ to achieve that abnormality. Suppose we have an instance $I \in \mathcal{I}_{Q 2}^{K_{2}}$ with travel speeds $\sigma_{2}=1$ and $\sigma_{1} \in[1, x]$. What is the maximal abnormality of such an instance as a function of $x$ ?
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#### Abstract

We address the problem of minimizing the aggregated fuel consumption by the vessels in an inland waterway (a river) with a single lock. The fuel consumption of a vessel depends on its velocity and the slower it moves, the less fuel it consumes. Given entry times of the vessels into the waterway and the deadlines before which they need to leave the waterway, we decide on optimal velocities of the vessels that minimize their private fuel consumption. Presence of the lock and possible congestions on the waterway make the problem computationally challenging. First, we prove that in general Nash equilibria might not exist, i.e., if there is no supervision on the vessels velocities, there might not exist a strategy profile from which no vessel can unilaterally deviate to decrease its private fuel consumption. Next, we introduce simple supervision methods to guarantee existence of Nash equilibria. Unfortunately, though a Nash equilibrium can be computed, the aggregated fuel consumption of such a stable solution is high compared to the consumption in a social optimum, where the total fuel consumption is minimized. Therefore, we propose a mechanism involving payments between vessels, guaranteeing Nash equilibria while minimizing the fuel consumption. This mechanism is studied for both the offline setting, where all information is known beforehand, and online setting, where we only know the entry time and deadline of a vessel when it enters the waterway.


Keywords: Lock scheduling • Congestions • Social welfare •
Mechanism design • Online scheduling

## 1 Introduction

The high fuel prices, a congested road network and the increasing demand for transport due to globalization put a high pressure on the existing transportation
network, especially road transport. The growing sense of resource scarcity and climate change motivates companies to rethink their logistical operations and, if possible shift towards a more sustainable transport mode. In comparison to other transportation modes, the use of barges is more sustainable (less greenhouse gas emission) and relatively cheap (due to economies of scale). Moreover, as a single barge can replace over 100 trucks, increased use of the water network is likely to reduce congestion and the number of accidents on the road network. The Netherlands, located around the mouth of multiple important European rivers, has a dense network of over 4600 km of navigable inland waterways [2], on which $36 \%$ of all freight transport (in tonne-kilometre) takes place [3].

Besides longer travel times, mainly due to the relatively low density of the network, the high uncertainty in arrival time is one the major drawbacks of freight transport over inland waterways. This uncertainty is caused by the presence of many river obstacles, such as low bridges, narrow river segments, harbors and locks, which gives rise to unexpected congestion and waiting time. This requires the skipper, the person in charge of the boat, to increase the speed afterwards to guarantee an on-time arrival at the destination. However, the operational cost for the skipper is largely determined by the fuel consumption, which is related directly to the required power and, therefore, the speed of the vessel. The required speeding up results therefore in a direct increase of operational costs for the skipper.

In this paper, we investigate how coordination and scheduling of all movement around these river obstacles can help to reduce congestion and waiting times, and therefore increase the efficiency of inland waterway transport. Moreover, by optimizing a recommended speed for each barge between two consecutive obstacles, one can control the arrival times of the vessels at each obstacle, guaranteeing the minimal throughput time and at the same time the minimal total fuel consumption. For a single lock, the strategy of reducing the speed of the vessel to avoid waiting time has resulted in significant economic benefits [14].

## 2 Literature Review

Lock Scheduling. Existing research on the optimization of river obstacles is mainly focused on lock scheduling. In a single lock scheduling problem, the operating times of a single lock are optimized for a set of vessels with given arriving time at the lock. By batching the vessels together and determining the optimal service time for each batch, the goal is to reduce overall waiting time at the lock.

Passchyn et al. [8] provide a polynomial time algorithm to optimally solve the single lock scheduling problem, given the arrival times of the boats and the capacity of the lock. Passchyn, Briskorn and Spieksma present in [6] a complexity analysis of this problem and provide a polynomial time algorithm that applies to special cases for the single lock scheduling problem with multiple parallel chambers. The problem of physically placing vessels inside the chamber of the lock has been addressed by Verstichel et al. [16, 17]. The joint optimization of multiple
sequential locks on the river is considered by Passchyn et al. [7] and Prandtstetter et al. [10]. Here, Prandtstetter et al. propose a Variable Neighborhood Search for solving the problem. Passchyn et al. propose an MILP to find an exact solution, which is also used in the current work. In all the contributions above the vessel speeds and arrival times in the river segment are deterministic and given. In an optimal lock schedule the aim is always to minimize the aggregated fuel cost or emissions, and selfish behavior of skippers is not addressed.

There are also multiple case studies conducted for the lock scheduling problem, focused on specific lock sequences on important waterways in the world. Petersen et al. [9] consider the Welland Canal in North America for which they provide a heuristic that employs optimal dynamic programming submodels for scheduling individual locks in order to determine operating schedules for the lock sequence. Smith et al. [13] present a simulation model to evaluate the quality of different heuristics on lock operations on the Upper Mississippi River in the US. This research has been extended by Smit et al. [12]. Here, the authors propose a MIP model to solve the lock scheduling problem with sequence-dependent setup- and processing times. On the same river segment, Nauss [5] incorporated the malfunctioning of locks in order to efficiently resolve a queue of vessels that might arise due to the malfunctioning. Also, a model for the lock scheduling problem with multiple parallel chambers for this river layout has been investigated by Ting and Schonfeld [15]. Finally, the Kiel Canal is considered by Günter, Lübbecke and Möring [4]. They incorporate collision of ships in their model and provide a heuristic to determine a routing and scheduling to fleet of ships in a collision-free manner.

In contrast to the previous literature, only Passchyn et al. [7] take into account that skippers can choose the speed of their boat, and hence influence the time in which they arrive at the lock. They minimize overall $\mathrm{CO}_{2}$ emissions by optimizing the speed at which vessels have to approach the locks using a MILP formulation. Although this approach is closely related to the problem addressed in this paper, the authors of [7] focus on minimizing the aggregated emissions without considering the fact that each skipper is mainly interested in minimizing his personal fuel cost and emissions. As a consequence, skippers might deviate from the proposed solution and increase their individual utility. In this paper, we view this problem from a game-theoretic point of view, and propose a schedule in which no skipper can profitably deviate from the proposed solution.

Fuel Reduction. Academic literature on fuel savings has been extensive in the context of ocean vessels. We refer to [11] for a more detailed survey. Though, inland waterways are significantly different compared to the ocean, as there are no 'river' obstacles in the ocean. Research on fuel consumption in inland waterways is sparse. Ting et al. [14] found that the strategy of reducing vessels speed to avoid idle time has resulted in significant economic benefits for a single lock. This may been seen as a key observation for the motivation of the current work. The fact that fuel consumption grows non-linearly in the vehicle's speed is corroborated by Bialystockia and Konovessis [1].

Our Contributions. Previous research on the lock scheduling is based on the assumption that lock operators have the full power to determine the operating schedule for the lock. In practice, this schedule is typically determined using the first come first serve (FIFO) principle based on the order at which vessels arrive at the lock. Skippers that know this have the incentive to speed up when approaching a lock in order to pass their predecessors and get served first. This action leads to longer waiting times before the locks, and increases the operational cost for these skippers due to the higher fuel consumption that is caused by maintaining a higher speed.

In this paper, we aim to minimize the aggregated fuel consumption by the vessels in the river, while keeping in mind that each skipper is a rational individual with the sole goal of minimizing his personal fuel cost or emissions. In the solutions we present, we determine an optimal speed for each individual boat and for each river segment. The positive relation between vessel speed and fuel consumption leads to the observation that maintaining the slowest speed-yet meeting the arrival deadline at the destination harbour-minimizes the total fuel consumption of a single vessel. Unfortunately, even a single lock on the river becomes a source of congestion and the speeds of the vessels have to be adjusted accordingly.

The paper is structured as follows. In Sect. 3, we model the problem as a non-cooperative game and discuss a variety of priority rules that can be used by the lock operators in case multiple vessels approach the lock (possibly in the opposite directions). Moreover, we discuss the existence of Nash equilibriasituations in which no skipper can unilaterally deviate from the proposed solution and decrease its individual cost. In Sect. 4, we introduce a cooperative game perspective on the traffic optimization problem at hand. We assume that binding contracts between different skippers are possible and propose a mechanism based on monetary payments. This situation will give rise to new Nash equilibria. We design an algorithm that computes these Nash equilibria while minimizing total fuel consumption on the river. Finally, in Sect.5, we extend this algorithm to comply with an online setting.

## 3 Non-cooperative Game for Traffic Optimization at River Obstacles

### 3.1 Mathematical Notation of the System

Without loss of generality, we assume a waterway with a single lock L. Let this lock be defined by its capacity $C$, i.e., the number of boats that can be leveled up or down simultaneously, and its current state $P$, indicating whether the level of the water is high (equal to the upstream level) or low (equal to the downstream level). Let $T$ be the time to change the lock state from high to low or vice versa. If a batch of vessels is processed, an additional $T_{i}$ times units are required for each vessel $i$ in the batch. That time represents the loading and unloading of vessels and varies across different types and sizes of vessels [13].

The total processing time of a batch of vessels is the sum of lockage time $T$ and the individual processing times $T_{i}$ for every vessel $i$ in the batch. Moreover, let $L_{u}$ and $L_{d}$ be the distances between the upstream and downstream end points of the waterway respectively and the lock. From the moment that a vessel is within that distance from the lock, we consider it to be in the system. The complete system is, therefore, determined by the tuple $L=\left\{C, P, T, L_{u}, L_{d}\right\}$.

Now, let $U$ and $D$ be sets of vessels, that sail upstream or downstream respectively and let $S=U \cup D$ be the set of all vessels. Let $n=|S|$ be the size of the entire fleet. For each vessel $i \in U$, we are given an arrival time at the upstream end point of the river, denoted by $a_{i}$, and a deadline $d_{i}$, the latest time when the vessel has to reach the downstream end point of the waterway. Similarly, $a_{j}$ and $d_{j}$ are defined for each vessel $j \in D$, sailing in the opposite direction. Furthermore, we assume that vessels in set $S$ are ordered according to their arrival times and that between any two sequential vessel arrivals at least $\varepsilon$ time elapses. Finally, let $v_{i, p}$ denote the speed of vessel $i$ along river segment $p \in\{u, d\}$, where $u$ and $d$ represent the upstream and downstream segments respectively. We assume the minimum and the maximum speed for any vessel is bounded by $v_{\text {min }}$ and $v_{\text {max }}$.

### 3.2 Model Definition

In the game, each vessel $i \in U \cup D$ decides on $v_{i, d}$ and $v_{i, u} \in\left[v_{\min }, v_{\text {max }}\right]$, such that $v_{i}=\left(v_{i, d}, v_{i, u}\right)$. Furthermore, let $v_{-i}$ denote the strategy profile of every player in the game except for $i$ and let $\mathbf{v}=\left(v_{i}, v_{-i}\right)$. Note that only constant speeds have been specified for both, upstream and downstream, waterway segments. Due to the convexity of the cost function, defined below, skippers will have no incentive to alter their speed midway of the segments. The assumption of constant speeds is relaxed, when an online setting of the game is considered, in Sect.5. To illustrate the game, consider the following example.

Example 1. Assume three vessels (see also Fig. 1): 1 and 2 sailing upstream and 3 sailing downstream. The waterway is 20 km long, and the lock is placed in the middle of the waterway. As a result, $L_{u}=L_{d}=10$. The lock has an infinite capacity and $T=T_{1}=T_{2}=T_{3}=0.5$. The entry/arrival times of the vessels are as follows: $a_{1}=0, a_{2}=\varepsilon$ and $a_{3}=2 \varepsilon$. Moreover, we know that $\left(v_{1, u}, v_{1, d}\right)=$ $(5,5),\left(v_{2, u}, v_{2, d}\right)=(10,5)$ and $\left(v_{3, u}, v_{3, d}\right)=(5,10)$. Given the current speeds, vessel 1 arrives at the lock at time 2 , vessel 2 at time $1+\varepsilon$ and vessel 3 is expected to arrive at the lock at time $1+2 \varepsilon$.

The total fuel consumption is given by the function $E(v)$, where $v$ represents the speed of the vessel. The function is measured in tons per kilometer. We assume that fuel consumption is equal to zero if the vessel is not moving, i.e., its speed is equal to zero, and vessels are only standing still inside the lock. Following the conventions from the related literature, we assume convexity of $E(v), v>0$ (see [7]).


Fig. 1. The setup of locks and vessel for Example 1

To further simplify notations, and without loss of generalization, we consider the fuel consumption function to be the same for every vessel and equal to

$$
\begin{equation*}
E_{i}\left(v_{i}\right)=L_{u} E\left(v_{i, u}\right)+L_{d} E\left(v_{i, d}\right) \tag{1}
\end{equation*}
$$

The fuel consumption of the entire fleet can therefore be written as

$$
\begin{equation*}
E_{t o t}(\mathbf{v})=\sum_{i \in S} E_{i}\left(v_{i}\right) \tag{2}
\end{equation*}
$$

Each skipper $i$ aims to minimize its total fuel consumption $E_{i}\left(v_{i}\right)$, given its deadline (denoted as $d_{i}$ ) on the arrival time at the destination. This is considered a hard constraint. Arriving at the destination after the predefined deadline is considered infeasible, represented by an infinite penalty cost. In case the deadline is unrestrictive for the vessel, it will sail at the minimum speed $v_{\min }$. Therefore, we define the cost function for skipper $i \in S$ by

$$
C_{i}(\mathbf{v})= \begin{cases}E_{i}\left(v_{i}\right) & \text { if } a_{i}+L_{u} / v_{i, u}+L_{d} / v_{i, d}+q_{i}(\mathbf{v}) \leq d_{i}  \tag{3}\\ \infty & \text { otherwise }\end{cases}
$$

where $q_{i}(\mathbf{v})$ is the total processing time of vessel $i$ at the lock, i.e., waiting time before entering the lock plus the lock re-level time $T$ and the individual loading times. This waiting time depends on the congestion induced by the strategy profile, i.e., individual speeds of all vessels in the system.

We now define the social cost $C(\mathbf{v})$ of a strategy profile $\mathbf{v}$ as the aggregated cost of all players, defined as

$$
\begin{equation*}
C(\mathbf{v})=\sum_{i \in S} C_{i}(\mathbf{v}) \tag{4}
\end{equation*}
$$

The strategy profile $\mathbf{v}$ that minimizes the social cost is called the social optimum, and has a social cost of

$$
\begin{equation*}
C_{o p t}=\min _{\mathbf{v}} C(\mathbf{v}) \tag{5}
\end{equation*}
$$

### 3.3 Nash Equilibrium and Queuing Discipline at the Lock

In a non-cooperative game (without binding contracts between the skippers), we assume that skippers act selfishly and aim to minimize their individual costs. One of the most important tools that game theorists have at their disposal is the Nash equilibrium: a strategy profile $\mathbf{v}^{*}$ where no vessel can unilaterally deviate from its current strategy $v_{i}^{*}$ and decrease its current cost. More formally, $\mathbf{v}^{*}$ is a Nash equilibrium if and only if

$$
\begin{equation*}
C_{i}\left(v_{i}^{*}, v_{-i}^{*}\right) \leq C_{i}\left(v_{i}, v_{-i}^{*}\right), \forall v_{i} \in \mathcal{V}_{i} \tag{6}
\end{equation*}
$$

The importance of the Nash equilibrium comes from the natural observation that agents/players/skippers are rather interested in selfishly minimizing their individual costs than reducing the social cost, i.e., the total cost of the entire fleet. The Nash equilibrium is calculated by minimizing the regret of the individual players, where regret is defined as the cost they could have saved by altering the strategy.

The existence of the Nash Equilibrium is dependent on the waiting time of vessels in front of the locks. In turn, this waiting time is subject to the queuing discipline of the lock. This queuing discipline dictates the order in which vessels are served by the lock operator. As the waiting time impacts the optimal (required) speed after the lock, the queuing discipline directly affects the cost of each skipper. Therefore, different lock mechanisms yield different characteristics of the game. We consider the following three simple lock mechanisms:

Mechanism 1: Lock FIFO. For any $i, j \in U \cup D$, vessel $i$ is served by the lock before vessel $j$ if $i$ arrives at the lock before $j$. If vessels $i$ and $j$ arrive at the lock at the same time, $i$ will be served first if $a_{i}<a_{j}$.

Mechanism 2: System FIFO. For any $i, j \in U \cup D$, vessel $i$ is served by the lock before vessel $j$ if $a_{i}<a_{j}$.

Mechanism 3: System FIFO with filling idle time. Consider vessel $i \in U \cup D$. Assume that skippers choose strategies sequentially and all $\left(v_{j}\right)_{j=1, \ldots, i-1}$ are given. For any $i, j \in U \cup D$ such that $j<i$, vessel $i$ is served before $j$ if it does not affect the time of departure of vessel $j$ determined by the strategy profile $\left(v_{j}\right)_{j=1, \ldots, i-1}$.

The following example illustrates how these three mechanisms work and how they affect the payoff of a strategy profile.

Example 2. Consider again the setup of Example 1. Let us remind that the entry/arrival times of the vessels were $a_{1}=0, a_{2}=\varepsilon$ and $a_{3}=2 \varepsilon$. Furthermore, given the current speeds of the vessels, the arrival times at the locks are $2,1+\varepsilon$ and $1+2 \varepsilon$, for vessels 1,2 and 3 , respectively.

First, if the lock operates under Mechanism 1, only the arrival times at the lock are relevant. Note that vessel 2 arrives at the lock first, vessel 3 second and
vessel 1 is the last one. As vessels are processed in order of arrival time, the waiting times under the strategy profile are $2+\varepsilon, 1,2-\varepsilon$ for vessel 1,2 and 3 respectively.

Second, under mechanism 2, only the arrival times into the system are relevant. Note that vessel 1 arrives first in the system, vessel 2 second and vessel 3 last. The waiting times are $1,2-\varepsilon, 3-2 \varepsilon$ for vessel 1,2 and 3 respectively.

Lastly, when Mechanism 3 is applied, the arrival times into the system and at the locks are relevant. Note that if vessel 2 or 3 is served before vessel 1, the exit from the lock of vessel 1 would be delayed. Since vessel 1 arrives first into the system, it has priority and therefore it is processed first. Once vessel 1 is processed, the lock is open to the downstream side and vessels 2 and 3 are waiting on the upstream and downstream segments, respectively. Vessel 2 arrives first into the system, therefore it has priority. However, when vessel 1 has been processed, the lock is on the side of vessel 3 . Thus, serving vessel 3 does not affect the waiting time of vessel 2 . Therefore, under this mechanism, vessel 3 is processed second and vessel 2 is processed last. The waiting times are now equal to $1,4-\varepsilon, 3-2 \varepsilon$ for vessel 1,2 and 3 respectively.

Since the choice of a lock mechanism influences the behavior of vessels, it also influences the existence of equilibria. Under the assumption of Mechanism 1 , where the priority of vessels is determined by the arrival of vessels at the lock, equilibria might not exist, which is shown in the following example.

Example 3 (Mechanism 1). Assume there are two vessels: vessel 1 sailing upstream and vessel 2 sailing downstream. The complete river segment is again 20 km long, and the lock is placed in the middle of the waterway, hence, $L_{u}=L_{d}=10$. The lock has capacity of 1 (though, any positive capacity will do) and its duration $T$ and loading times $T_{1}$ and $T_{2}$ are set to 0.5 . We assume that the fuel consumption function $E(v)$ is convex, non-negative and increasing in speeds $v_{i, p} \in[5,10], p \in\{u, d\}$. We assume that the lock starts on the upstream side, but can switch to the downstream side in time whenever vessel 2 is the first one to arrive at the lock. We assume the arrival times in the system are given by $a_{1}=0$ and $a_{2}=\epsilon$ and the deadlines are $d_{1}=4$ and $d_{2}=4+\epsilon$. Note that whenever a vessel has decided on its speed up to the lock, there is a unique speed after the lock that minimizes the fuel consumption such that the deadline, if possible, will not be exceeded. Therefore, the strategy of the vessels can be expressed in their speed before the lock (denoted by $v_{1}$ for vessel 1 , and $v_{2}$ for vessel 2). We divide all possible speed scenarios into six cases, presented in Table 1. We see that in every strategy profile, there is a skipper that can decrease its fuel consumption by changing its speed. Hence, there does not exist a Nash equilibrium. Note that for this example, $v_{o p t}=6 . \overline{6}$, i.e., the optimal speed for each vessel if it would be the only vessel on this waterway segment.

Under lock operating mechanisms 2 and 3, however, the Nash equilibrium does exist as the order in which the vessels enter the lock is determined solely by the order in which they arrive into the system. Hence, it cannot occur that vessels race each other to the lock, which is the main idea behind our previous example. Under these two mechanisms, vessels cannot affect the costs of vessels

Table 1. Speed scenarios for example 3.

| Scenario | $v_{1}$ | $v_{2}$ | Improving move |
| :--- | :--- | :--- | :--- |
| 1 | 10 | $\left[5, v_{o p t}\right]$ | Player 1 should decrease $v_{1}$ to $v_{o p t}$ |
| 2 | 10 | $\left(v_{o p t}, 10\right]$ | Player 2 should decrease $v_{2}$ to 5 |
| 3 | $(5,10)$ | $v_{2} \leq v_{1}$ | Player 2 should increase $v_{2}$ to 10 |
| 4 | $(5,10)$ | $v_{2} \geq v_{1}$ | Player 1 should increase $v_{1}$ to 10 |
| 5 | 5 | $\left(v_{o p t}, 10\right]$ | Player 2 should decrease $v_{2}$ to $v_{o p t}$ |
| 6 | 5 | $\left[5, v_{o p t}\right]$ | Player 1 should increase $v_{1}$ to $v_{o p t}$ |

that entered the river section earlier. This implies that vessels can sequentially choose a best response, taking into account the arrival times of the previous vessels. We prove this statement more formally in the next theorem.

Theorem 1. Consider the single lock scheduling problem, where the lock operates under Mechanism 2 or 3. Then, each game possesses at least one Nash equilibrium.

Proof. We provide a generic construction of a strategy profile and show that this strategy profile constitutes a Nash equilibrium. Observe that under both Mechanism 2 and 3 , for any speed $v_{i}$, the waiting time of vessel $i, q_{i}(\mathbf{v})$, only depends on the vessels arriving earlier in the system than vessel $i$. Consequently, knowing the strategies $v_{1}, \ldots, v_{i-1}$ is sufficient to determine optimal strategy $v_{i}$.

By construction of the strategy profile, it is apparent that each vessel $i$ chooses its best possible strategy with respect to the early arriving vessels. Also, strategies of vessels that arrive later cannot influence the costs experienced by vessel $i$. Hence, vessel $i$ can not decrease its private cost and therefore the resulting strategy profile is a Nash equilibrium.

Note, that the difference between the two mechanisms occurs in the individual optimization of strategies: under Mechanism 3 the waiting times caused by profile $\mathbf{v}$ might be different from the waiting times under Mechanism 2 using the same vector $\mathbf{v}$. However, the implications and the arguments stay the same: the cost for vessel $i$ is only affected by the strategies of the first $i-1$ vessels.

A central authority could guarantee the existence of a Nash equilibrium by forcing the lock operators to use Mechanism 2 or Mechanism 3. However, the fact that a Nash equilibrium exists does not tell us anything about its cost efficiency. Selfish decision making may lead to a Nash equilibrium with a high social cost, which then leads to a waste of resources and high pollution on rivers. In Mechanism 2 and 3 , individual costs highly depend on the strategies taken by the previous vessels. Therefore, selfish decision making may lead to the scenario in which later vessels are unable to cross the river segment before their deadline, resulting in a Nash equilibrium with an infinitely high social cost. Such scenario indicates that the price of anarchy of this game (the ratio between the highest
social cost of any Nash equilibrium and the minimal social cost) is unbounded. This becomes apparent in the following example.

Example 4. We consider the same instance as in Example 3. However, this time we assume that the lock operates under Mechanism 2. We construct a Nash equilibrium with the procedure described in the proof of Theorem 1 . This implies that $v_{1}^{*}=(20 / 3,20 / 3)$. Note that there is no strategy in the strategy space of vessel 2 , such that it passes the river segment before its deadline. Thus the social cost of this instance is infinitely high.

There is a strategy profile such that both vessels cross the river before their deadlines. More precisely, $\mathbf{v}=(5,10)$ leads to a finite costs for both vessels. Because of this, the price of anarchy of the game at hand is unbounded. Note that the same results hold, when the lock is assumed to operate under Mechanism 3.

The goal of this section was to show that, though the concept of a Nash equilibrium seems appealing, in the non-cooperative setting it might not exist or it might be extremely inefficient compared to a socially optimal strategy profile. In the next section, we review the problem from a cooperative game point of view as we introduce the possibility to make binding contracts between the vessels.

## 4 Cooperative Game for Traffic Optimization at River Obstacles

We now assume that the vessels can make binding contracts and allow payments between skippers. As a result, the agents/skippers can incentivize their counteragents to adapt their speeds by reimbursing their extra costs. We aim to find a solution concept that is cost optimal while making sure that no player can profit from a unilateral deviation from the social optimum. More precisely, we introduce a payment system that fulfills two criteria:

1. By participating in the payment system, the cost of a player can never be higher than when he/she did not participate.
2. The payment system should give a vessel an incentive to behave as in the social optimum.

In this section, we consider full information about the lock, river segments and vessels that will enter the system to be known in advance. An online variant of this problem is presented in Sect.5, in which only the information about the river segment and the lock are publicly known while information about the vessels becomes only available when a vessel physically enters the waterway. First, we propose an algorithm that returns for each vessel a speed $v_{i}$, and the payment scheme $P_{i, j}$ indicating payment of skipper $i$ to skipper $j$ for the requested velocity adjustment. Second, we prove that the solution proposed by the algorithm satisfies the two criteria mentioned above.

### 4.1 Iterative Payment Scheme Algorithm

The algorithm sequentially determines optimal speeds and payments in the order of vessels arrival by considering all vessels 1 through $i$, denoted by the set $\bar{S}_{i}$. In the first iteration, only vessel 1 is considered and its optimal speed is determined. Let $\zeta_{1}$ be the operating cost associated with this strategy such that $\zeta_{1}=C_{1}\left(v_{1}\right)$. During future iterations, it will be ensured that the cost for this skipper will not go above the cost of this benchmark situation. To do this, other skippers should fully reimburse any cost increase that results from changing the strategy for the skipper.

Now, let $P_{j, j^{\prime}}^{*}$ be the payment scheme for all $j^{\prime}<j<i$ at iteration $i$. Moreover, all guaranteed costs $\zeta_{j}$ are considered to be known for all $j<i$. To determine the speeds $v_{j}$ for all $j \in \bar{S}_{i}$ and payments $P_{i, j}$ for all $j<i$, we solve the following optimization problem: determine new velocities of the vessels from $\bar{S}_{i}$ such that the sum of the costs and payments for vessel $i$ is minimized, while the total cost of each vessel $j<i$ is at most $\zeta_{j}$. Then, we compute the value of the guaranteed cost $\zeta_{i}$ of player i. More formally, we define following relations.

$$
\begin{align*}
& C_{o p t, k}\left(\bar{S}_{i}\right):=C_{k}\left(\left(v_{j}^{*}\right)_{j \in \bar{S}_{i}}\right) \quad k \in \bar{S}_{i},  \tag{7}\\
& P_{i, k}^{*}:=C_{o p t, k}\left(\bar{S}_{i}\right)-\zeta_{k}-\sum_{j \in \bar{S}_{i-1}: j>k} P_{j k}^{*} \quad k \in \bar{S}_{i-1},  \tag{8}\\
& \zeta_{i}:=C_{o p t, i}\left(\bar{S}_{i}\right), \tag{9}
\end{align*}
$$

where $v^{*}$ and $P^{*}$ are the solutions to the following optimization problem. For a given vessel $i>1$, having computed all optimal values $P^{*}$ for all $i^{\prime}<i$, the mathematical program reads

$$
\begin{align*}
& \min _{\left(v_{j}\right)_{j \in \bar{S}_{i} ;} ; P_{i, j}}\left(C_{i}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}}\right)+\sum_{k \in \bar{S}_{i-1}} P_{i, k}\right)  \tag{10}\\
& C_{k}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}}\right)-P_{i, k}-\sum_{\substack{j \in \bar{S}_{i-1} \\
j>k}} P_{j, k}^{*} \leq \zeta_{k}, \quad k \in \bar{S}_{i-1} . \tag{11}
\end{align*}
$$

Algorithm 1 represents the payment system which outputs both optimal speeds and payments for all skippers. Note that the optimization problem has been replaced by a computation of the social optimal speeds. This is a valid substitution due to Theorem 2 below.

```
Input: \(\left(L:=\left(C, T, P, L_{u}, L_{d}\right), U, D,\left(a_{i}, d_{i}, v_{\min }, v_{\max }\right)_{i \in U \cup D}\right)\)
Output: Optimal set of speeds and payments.
\(\bar{S}_{1}=\{1\}\);
\(\zeta_{1}=C_{o p t}\left(S_{i}\right)\);
for \(i\) from 2 to \(n\) do
    \(\bar{S}_{i}=\bar{S}_{i-1} \cup\{i\} ;\)
    Compute \(C_{\text {opt }}\left(\bar{S}_{i}\right)\) and let \(\left(v_{j}^{*}\right)_{j \in \bar{S}_{i}}\) be the optimal parameters;
    \(C_{o p t, k}\left(\bar{S}_{i}\right):=C_{k}\left(\left(v_{j}^{*}\right)_{j \in \bar{S}_{i}}\right) \quad \forall k \in \bar{S}_{i} ;\)
    \(P_{i, k}^{*}:=C_{o p t, k}\left(\bar{S}_{i}\right)-\zeta_{k}-\sum_{j \in \bar{S}_{i-1}: j>k} P_{j k}^{*} \quad \forall k \in \bar{S}_{i-1} ;\)
    \(\zeta_{i}:=C_{o p t, k}\left(\bar{S}_{i}\right) ;\)
end
return \(\left(\left(v_{j}^{*}\right)_{j \in S},\left(P_{i j}^{*}\right)_{i, j \in S}\right)\)
```

Algorithm 1. Payment mechanism
The subroutine computing of $C_{o p t}\left(\bar{S}_{i}\right)$ can be implemented in various ways. In the Appendix, we provide a MIP-formulation to solve the lock scheduling problem to optimality. This formulation is based on the model in [7] and has been adjusted to comply with our problem statement. Moreover, we show that the problem is NP-complete in the strong sense, this way motivating design of MIP-formulations and approximation algorithms for the problem. Regarding existence of good approximation algorithms, we leave this question open but stress that any $\alpha$-approximation algorithm directly leads to an $\alpha$-approximate Nash equilibrium.

Given a solution to the optimization problem above, in Theorem 2, we show that the optimal speeds in that problem are equivalent to the speeds in the social optimum computed on vessels in the set $\bar{S}_{i}$.

Theorem 2. $\left(v_{j}^{*}\right)_{j \in \bar{S}_{i}}=\operatorname{argmin}_{\left(v_{j}\right)_{j \in \bar{S}_{i}}} \sum_{k \in \bar{S}_{i}} C_{k}\left(v_{j}\right)_{j \in \bar{S}_{i}}$.
Proof. For each $k \in \bar{S}_{i-1}$,

$$
\begin{equation*}
P_{i, k}=C_{k}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}}\right)-\zeta_{k}-\sum_{\substack{j \in \bar{S}_{i-1} \\ j>k}} P_{j, k}^{*} \tag{12}
\end{equation*}
$$

and therefore the optimization problem can be written as

$$
\begin{align*}
\left(v_{j}^{*}\right)_{j \in \bar{S}_{i}} & =\underset{\left(v_{j}\right)_{j \in \bar{S}_{i}}}{\operatorname{argmin}} C_{i}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}}\right)+\sum_{k \in \bar{S}_{i-1}} P_{i, k}  \tag{13}\\
& =\underset{\left(v_{j}\right)_{j \in \bar{S}_{i}}}{\operatorname{argmin}} C_{i}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}}\right)+\sum_{k \in \bar{S}_{i-1}}\left(C_{k}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}}\right)-\zeta_{k}-\sum_{j \in \bar{S}_{i-1}} P_{j>k}^{*}\right) \tag{14}
\end{align*}
$$

$$
\begin{align*}
& =\underset{\left(v_{j}\right)_{j \in \bar{S}_{i}}}{\operatorname{argmin}} \sum_{k \in \bar{S}_{i}} C_{k}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}}\right)-\sum_{k \in \bar{S}_{i-1}}\left(\zeta_{k}+\sum_{\substack{j \in \bar{S}_{i-1} \\
j>k}} P_{j, k}^{*}\right)  \tag{15}\\
& =\underset{\left(v_{j}\right)_{j \in \bar{S}_{i}}}{\operatorname{argmin}} \sum_{k \in \bar{S}_{i}} C_{k}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}}\right), \tag{16}
\end{align*}
$$

Lastly, in Theorem 3, we show that in the $i$-th iteration of the algorithm the best response for skipper $i$ is to obey the payment mechanism. This means that the guaranteed cost of vessel $i$ plus the payments this skipper has to pay to all other skipper is lower than the cost of any strategy not involving the payments.
Theorem 3. In Algorithm 1 for each $\bar{S}_{i}$, it holds that

$$
\begin{equation*}
\zeta_{i}+\sum_{k \in \bar{S}_{i-1}} P_{i, k} \leq C_{i}\left(v_{i},\left(v_{j}^{*}\right)_{j \in \bar{S}_{i-1}}\right) \text { for all } v_{i} \in V_{i} . \tag{17}
\end{equation*}
$$

Proof. Note that after every iteration $i$, it holds for every $k \in \bar{S}_{i-1}$

$$
\begin{align*}
P_{i, k}^{*} & =C_{o p t, k}\left(\bar{S}_{i}\right)-\zeta_{k}-\sum_{\substack{j \in \bar{S}_{i-1} \\
j>k}} P_{j k}^{*}  \tag{18}\\
C_{o p t, k}\left(\bar{S}_{i}\right) & =\zeta_{k}+\sum_{\substack{j \in \bar{S}_{i} \\
j>k}} P_{j k}^{*} \tag{19}
\end{align*}
$$

This leads to the following equality.

$$
\begin{align*}
\zeta_{i}+\sum_{k \in \bar{S}_{i-1}} P_{i k}^{*} & =C_{o p t, i}\left(\bar{S}_{i}\right)+\sum_{k \in \bar{S}_{i-1}}\left(C_{o p t, k}\left(\bar{S}_{i}\right)-\zeta_{k}-\sum_{\substack{j \in \bar{S}_{i-1} \\
j>k}} P_{j k}^{*}\right)  \tag{20}\\
& =\sum_{k \in \bar{S}_{i}} C_{o p t, k}\left(\bar{S}_{i}\right)-\sum_{k \in \bar{S}_{i-1}}\left(\zeta_{k}+\sum_{\substack{j \in \bar{S}_{i-1} \\
j>k}} P_{j k}^{*}\right)  \tag{21}\\
& =\sum_{k \in \bar{S}_{i}} C_{o p t, k}\left(\bar{S}_{i}\right)-\sum_{k \in \bar{S}_{i-1}} C_{o p t, k}\left(\bar{S}_{i-1}\right)  \tag{22}\\
& =C_{o p t}\left(\bar{S}_{i}\right)-C_{o p t}\left(\bar{S}_{i-1}\right) \tag{23}
\end{align*}
$$

Furthermore, we know that

$$
\begin{align*}
C_{o p t}\left(\bar{S}_{i}\right) \leq C_{i}\left(v_{i},\left(v_{j}^{*}\right)_{j \in \bar{S}_{i-1}}\right)+C_{o p t}\left(\bar{S}_{i-1}\right) & \text { for all } v_{i} \in \mathcal{V}_{i}  \tag{24}\\
C_{o p t}\left(\bar{S}_{i}\right)-C_{o p t}\left(\bar{S}_{i-1}\right) \leq C_{i}\left(v_{i},\left(v_{j}^{*}\right)_{j \in \bar{S}_{i-1}}\right) & \text { for all } v_{i} \in \mathcal{V}_{i}  \tag{25}\\
\zeta_{i}+\sum_{k \in \bar{S}_{i-1}} P_{i k}^{*} \leq C_{i}\left(v_{i},\left(v_{j}^{*}\right)_{j \in \bar{S}_{i-1}}\right) & \text { for all } v_{i} \in \mathcal{V}_{i} \tag{26}
\end{align*}
$$

From Theorems 2 and 3, it follows that the stated criteria for an efficient payment mechanism are fulfilled by Algorithm 1.

## 5 Online Setting

The assumption of perfect information on arrival times is likely to be violated in real-life. That is, there is no information prior to the arrival of the vessels at the boundaries of the system. Each time a vessel enters, the optimal speed and payments are recomputed taking into account the location of the vessels already present on the waterway. Note that the definition of a social optimum and a best response of a player are dependent on the information setting of the game. Therefore, we have to dynamically redefine/adjust these quantities in an online setting.

Let the distance between vessel $i$ and the exit of the waterway at time $t$ be denoted by $h_{i}^{t}$. The best response of vessel $i$, given the strategies of the other vessels, is defined as the strategy that minimizes the cost of vessel $i$ conditional on the position of the other vessels at time $t$. The cost of vessel $i$ under strategy profile $\mathbf{v}$ conditional on the position of all vessels in set $\bar{S}$ at time $t$ is denoted as $C_{i}\left(\left(v_{j}\right)_{j \in \bar{S}} \mid\left(h_{j}^{t}\right)_{j \in \bar{S}}\right)$. The social optimum is defined as a strategy profile, which provides the lowest possible cost given the positions of vessels in $\bar{S}$ at time $t$.

Similar to the offline setting, the algorithm sequentially determines optimal speeds and payments at the arrival of each vessel. In each iteration, a set $\bar{S}_{i}$ is constructed containing all vessels currently in the system. Assume that vessel $i$ arrives and vessels in $\bar{S}=\{k, k+1, \ldots, i\}$ have not left the waterway yet. Assume that the payments $P_{j, j^{\prime}}^{*}$ for all $k \leq j^{\prime}<j<i$ and the guaranteed $\operatorname{costs} \zeta_{j}$ for all $k \leq j<i$ are given. Since each vessel is at a different position, payments and costs are normalized to units per kilometers. Therefore, we solve the following optimization problem: determine new velocities of the vessels from $\bar{S}_{i}$ such that the sum of the costs and payments for vessel $i$ is minimized, while the normalized total cost of each vessel $k \leq j<i$ is at most the normalized guaranteed cost. Given the following relations

$$
\begin{align*}
& C_{o p t, k}^{a_{i}}\left(\bar{S}_{i}\right)=C_{k}\left(\left(v_{j}^{*}\right)_{j \in \bar{S}_{i}} \mid\left(h_{j}^{a_{i}}\right)_{j \in \bar{S}_{i}}\right) \forall k \in \bar{S}_{i},  \tag{27}\\
& P_{i, k}^{*}:=C_{o p t, k}^{a_{i}}\left(\bar{S}_{i}\right)-h_{k}^{a_{i}}\left(\sum_{\substack{j \in \bar{S}_{i} \backslash\{i\} \\
j>k}}\left(\frac{P_{j, k}^{*}}{h_{k}^{a_{j}}}\right)+\frac{\zeta_{k}}{l_{d}+l_{u}}\right) \forall k \in \bar{S}_{i} \backslash\{i\},  \tag{28}\\
& \zeta_{i}:=C_{o p t, i}^{a_{i}}\left(\bar{S}_{i}\right) \tag{29}
\end{align*}
$$

we define the online optimization problem as

$$
\begin{align*}
& \left(v_{j}^{*}\right)_{j \in \bar{S}_{i}} \in \underset{\left(v_{j}\right)_{j \in \bar{S}_{i}}: P_{i, j}}{\operatorname{argmin}}\left(C_{i}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}} \mid\left(h_{j}^{a_{i}}\right)_{j \in \bar{S}_{i}}\right)+\sum_{k \in \bar{S}_{i} \backslash\{i\}} P_{i, k}\right)  \tag{30}\\
& \quad \text { s.t } \\
& \quad \frac{C_{k}\left(\left(v_{j}\right)_{j \in \bar{S}_{i}} \mid\left(h_{j}^{a_{i}}\right)_{j \in \bar{S}_{i}}\right)}{h_{k}^{a_{i}}}-\frac{P_{i, k}}{h_{k}^{a_{i}}}-\sum_{\substack{j \in \bar{S}_{i} \backslash\{i\} \\
j>k}} \frac{P_{j, k}^{*}}{h_{k}^{a_{j}}} \leq \frac{\zeta_{k}}{l_{d}+l_{u}} \quad k \in \bar{S}_{i} \backslash\{i\} . \tag{31}
\end{align*}
$$

Again, it can be shown that the two conditions for an efficient payment mechanism are fulfilled in the online setting. The proof is similar to the one discussed in the offline case. The resulting algorithm is given in Algorithm 2.

```
Input: \(\left(L:=\left(C, T, P, L_{u}, L_{d}\right), U, D,\left(a_{i}, d_{i}, v_{\min }, v_{\max }\right)_{i \in U \cup D}\right)\)
Output: Optimal set of speeds and payments.
vessel \(i\) arrives in the system at time \(a_{i}\) :
For each vessel currently present in the waterway, update the distance to the
    destination;
Let \(\bar{S}_{i}\) be the set of vessels in the waterway at time \(a_{i}\);
if \(\bar{S}_{i} \neq \emptyset\) then
    Compute \(C_{o p t}^{a_{i}}\left(\bar{S}_{i}\right)\) and let \(\left(v_{j}^{*}\right)_{j \in \bar{S}_{i}}\) be the optimal parameters;
    \(C_{o p t, k}^{a_{i}}\left(\bar{S}_{i}\right)=C_{k}\left(\left(v_{j}^{*}\right)_{j \in \bar{S}_{i}} \mid\left(h_{j}^{a_{i}}\right)_{j \in \bar{S}_{i}}\right) \quad \forall k \in \bar{S}_{i} ;\)
    \(P_{i, k}^{*}:=C_{o p t, k}^{a_{i}}\left(\bar{S}_{i}\right)-h_{k}^{a_{i}}\left(\sum_{\substack{j \in \bar{S}_{i} \backslash\{i\} \\ j>k}}\left(\frac{P_{j, k}^{*}}{h_{k}^{a_{j}}}\right)+\frac{\zeta_{k}}{l_{d}+l_{u}}\right) \forall k \in \bar{S}_{i} \backslash\{i\} ;\)
    \(\zeta_{i}:=C_{o p t, i}^{a_{i}}\left(\bar{S}_{i}\right) ;\)
else
    \(\zeta_{i}=\min _{v_{i}} C_{i}\left(v_{i}\right) ;\)
end
```


## Algorithm 2. Payment mechanism Online Setting

Note that whenever a vessel enters the lock, its total fuel cost and payments to the other vessels are known, and will not change anymore. Hence, the lock operator can also operate as a bank: whenever a vessel crosses the lock, it pays (or receives) the payments. This implies that the lock operator needs a cash reserve, as it is likely that the first vessels entering the lock receive money from the vessels that did not arrive at the lock yet. Clearly, this cash reserve needs to be at most the cost of an optimal profile minus the minimum fuel cost of all earlier vessels. In the journal version of the paper we give a simple and insightful example where the cash reserve is actually completely needed.
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#### Abstract

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a conic function and $x_{0} \in \mathbb{R}^{n}$. In this note, we show that the shallow separation oracle for the set $K=\left\{x \in \mathbb{R}^{n}: f(x) \leq f\left(x_{0}\right)\right\}$ can be polynomially reduced to the comparison oracle of the function $f$. Combining these results with known results of D . Dadush et al., we give an algorithm with $(O(n))^{n} \log R$ calls to the comparison oracle for checking the non-emptiness of the set $K \cap \mathbb{Z}^{n}$, where $K$ is included to the Euclidean ball of a radius $R$. Additionally, we give a randomized algorithm with the expected oracle complexity $(O(n))^{n} \log R$ for the problem to find an integral vector that minimizes values of $f$ on an Euclidean ball of a radius $R$. It is known that the classes of convex, strictly quasiconvex functions, and quasiconvex polynomials are included into the class of conic functions. Since any system of conic functions can be represented by a single conic function, the last facts give us an opportunity to check the feasibility of any system of convex, strictly quasiconvex functions, and quasiconvex polynomials by an algorithm with $(O(n))^{n} \log R$ calls to the comparison oracle of the functions. It is also possible to solve a constraint minimization problem with the considered classes of functions by a randomized algorithm with $(O(n))^{n} \log R$ expected oracle calls.
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## 1 Introduction

Let $K$ be a convex set included into the Euclidean ball $a+R \cdot B_{2}^{n}$ with a center $a \in \mathbb{Q}^{n}$ and a radius $R \in \mathbb{Q}_{+}$. Let, additionally, $\Lambda=\Lambda(B)$ be the lattice induced

[^14]by the columns of a matrix $B \in \mathbb{Q}^{n \times n}$. In this note, we consider the following two problems. The first problem is to check the non-emptiness of a set
\[

$$
\begin{equation*}
K \cap \Lambda \tag{1}
\end{equation*}
$$

\]

and return $x \in K \cap \Lambda$, if it is not empty. The second one is to find an exact minimizer of the following minimization problem

$$
\begin{align*}
& f(x) \rightarrow \min  \tag{2}\\
& x \in K \cap \Lambda
\end{align*}
$$

where $f: K \rightarrow \mathbb{R}$ is a quasiconvex function, or assert that $K \cap \Lambda$ is empty.
The integer minimization problem of (quasi)convex functions under (quasi) convex constraints is a well-known and intensively studied generalization of the integer linear programming problem $[1,3,4,6-8,10-15,18-20]$.

The goal function and constraints can be defined explicitly or by an oracle. In the papers [7,20], for the non-emptiness (feasibility) problem (1), it was proposed a polynomial-time on $\log R$ algorithm, for a fixed dimension $n$, where $K$ is given by the separation hyperplane oracle. A modification of these results and a good survey can be found in [6], where a $(O(n))^{n}$ poly $(\log R)$-oracle time algorithm has been presented. Additionally, in [6] a randomized $(O(n))^{n}$ poly $(\log R)$-expected oracle time algorithm for the minimization problem (2) has been presented, where $K$ is given by the separation hyperplane oracle and $f$ is convex and given by the subgradient oracle. A novel approach in integer convex optimization, based on the centerpoint concept, is proposed in $[2,18]$.

The main disadvantage of the oracles mentioned above is that they are hard to implement. A more convenient way is to use the comparison oracle and the 0 th order oracle that computes function values. For any two points $x, y \in \operatorname{dom}(f)$, the comparison oracle allows to decide which of the two possibilities $f(x) \leq f(y)$ or $f(x)>f(y)$ holds. It was shown in [5] that the minimization problem (2), for an arbitrary quasiconvex function $f$ and for $K=R \cdot B_{2}^{n}$, can not be solved by an algorithm with a polynomial on $\log R$ number of calls to the comparison oracle. Additionally, it means that the problem (2), for the separation hyperplane oracle, can not be polynomially reduced to the same problem for the comparison oracle.

The integer minimization problem of convex (and closed to them) functions, given by the comparison oracle or by the 0 -th order oracle, was considered in [4, 5, 21].

In the paper [4], an algorithm was developed for minimization of integer strictly quasiconvex function for $n=2$ with the number of comparison oracle calls at most $2 \log _{2}^{2} R+O(\log R)$. In the paper [21], it was considered the symmetric version of the problem for $n=2$ with the 0 -th order oracle and the number of oracle calls at most $4 \log _{2} R+O(1)$.

In the paper [5], it was considered the question about a possibility of narrowing the class of quasiconvex functions, given by the comparison oracle, for which the integer optimization problem, for a fixed dimension, can be solved in polynomial on $\log R$ time. In particular, some classes of functions were introduced there,
called conic and discretely conic. The class of conic functions contains the classes of convex, strictly quasiconvex functions and the class quasiconvex polynomials. For the minimization problem (2), where $K=R \cdot B_{2}^{n}$ and $f$ is a conic function, a deterministic algorithm with the oracle complexity $(O(n))^{2 n} \log R$ was presented in [5]. Additionally in [5], the lower oracle complexity bound $3^{n-1} \log (2 R-1)$ was obtained.

### 1.1 Results of This Article

Let $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a conic function and $x_{0} \in \mathbb{R}^{n}$. We show that the shallow separation oracle for the set $K=\left\{x \in \mathbb{R}^{n}: g(x) \leq g\left(x_{0}\right)\right\}$ can be polynomially reduced to the comparison oracle of the function $g$. Using the shallow cut ellipsoid method $[9,17]$, introduced by A. Nemirovsky and D. Yudin, we then can find an ellipsoid $E$ with a center $a \in \mathbb{Q}^{n}$, such that $K$ is well-sandwiched by $E$ :

$$
\frac{1}{2(n+1) \sqrt{n}} E \subseteq K-a \subseteq E
$$

The presented result gives us an opportunity to use results of Dadush et al. [6]. The work [6] contains an algorithm with the oracle complexity $(O(n))^{n} \log R$ for the non-emptiness problem (1), where $K$ is defined by the strict separation hyperplane oracle. A detailed consideration of the algorithm from [6] shows that it also works for the set $K$, equipped by the membership oracle, for which it is possible to find an ellipsoid $E$ in $2^{O(n)}$-time, such that $K$ is well-sandwiched by $E$. All together, it gives an algorithm for the non-emptiness (feasibility) problem (1), where $K=\left\{x \in \mathbb{R}^{n}: g(x) \leq g\left(x_{0}\right)\right\}$ with $(O(n))^{n} \log R$ calls to the comparison oracle for $g$. In a similar way, a randomized algorithm with the expected number $(O(n))^{n} \log R$ of calls to the oracle is presented for the minimization problem (2), where $K=\left\{x \in \mathbb{R}^{n}: g(x) \leq g\left(x_{0}\right)\right\}$ and $f$ is conic.

## 2 Definitions, Notation and Some Preliminary Results

Let $B_{p}^{n}$ be the $n$-dimensional unit ball related to the norm $l_{p}$. In other words,

$$
B_{p}^{n}=\left\{x \in \mathbb{R}^{n}:\|x\|_{p} \leq 1\right\} .
$$

For a matrix $B \in \mathbb{R}^{m \times n}$, cone $(B)=\left\{B t: t \in \mathbb{R}_{+}^{n}\right\}$ is the cone spanned by columns of $B$, conv. $\operatorname{hull}(B)=\left\{B t: t \in \mathbb{R}_{+}^{n}, \sum_{i=1}^{n} t_{i}=1\right\}$ is the convex hull spanned by columns of $B$, affine $(B)=\left\{B t: t \in \mathbb{R}^{n}, \sum_{i=1}^{n} t_{i}=1\right\}$ is the affine hull spanned by columns of $B$, and $\Lambda(B)=\left\{B t: t \in \mathbb{Z}^{n}\right\}$ is the lattice spanned by columns of $B$.

For points $x^{(1)}, x^{(2)}, \ldots, x^{(k)} \in \mathbb{R}^{n}$, the set

$$
\begin{equation*}
x^{(k)}+\operatorname{cone}\left(x^{(k)}-x^{(1)}, \ldots, x^{(k)}-x^{(k-1)}\right) \tag{3}
\end{equation*}
$$

is denoted as cone $\left(x^{(1)}, x^{(2)}, \ldots, x^{(k-1)} \mid x^{(k)}\right)$.

For a set $D \subseteq \mathbb{R}^{n}, \operatorname{int}(D)$ and $\operatorname{br}(D)$ are the sets of interior and boundary points of $D$, respectively. The sets of interior and boundary points related to affine $(D)$ are denoted by rel. $\operatorname{int}(D)$ and rel. $\operatorname{br}(D)$, respectively. The closure of $D$ is denoted by $\operatorname{cl}(D)$.

For a vector $x \in \mathbb{R}^{n}, x_{i}$ is the $i$-th component of $x$. The set of integer values, started from $i$ and ended in $j$, is denoted by $i: j=\{i, i+1, \ldots, j\}$. The interval between points $y, z \in \mathbb{R}^{n}$ is denoted by

$$
[y, z]=\{x=t y+(1-t) z: 0 \leq t \leq 1\} .
$$

We will use the symbol $(y, z)$ to define an open interval. The set $D$ is said to be convex if $\forall x, y \in D$ we have $[x, y] \subseteq D$. For a function $f, \operatorname{dom}(f)$ is the domain of $f$. For any $y \in \operatorname{dom}(f), H_{f}^{\leq}(y)$ is the set of contour lines for $f$. In other words,

$$
H_{f}^{\leq}(y)=\{x \in \operatorname{dom}(f): f(x) \leq f(y)\}
$$

The set $H_{f}^{\bar{\prime}}(y)$ is defined in a similar way.
For any symmetric positive definite matrix $A \in \mathbb{R}^{n}$ and vector $a \in \mathbb{R}^{n}$, $\mathrm{E}(A, a)$ is the ellipsoid $\mathrm{E}(A, a)=\left\{x \in \mathbb{R}^{n}:(x-a)^{\top} A^{-1}(x-a) \leq 1\right\}$.

### 2.1 Classes of Functions

Let us consider the set of functions $f: \operatorname{dom}(f) \rightarrow \mathbb{R}$, such that $\operatorname{dom}(f) \subseteq \mathbb{R}^{n}$ is convex. A function $f$ is said to be quasiconvex if

$$
\forall x, y \in \operatorname{dom}(f), \forall z \in(x, y) \quad f(z) \leq \max \{f(x), f(y)\}
$$

A function $f$ is said to be strictly quasiconvex if

$$
\forall x, y \in \operatorname{dom}(f), \forall z \in(x, y) \quad f(z)<\max \{f(x), f(y)\}
$$

A function $f$ is said to be convex if

$$
\forall x, y \in \operatorname{dom}(f), \forall t \in(0,1) \quad f(t x+(1-t) y) \leq t f(x)+(1-t) f(y)
$$

We will denote these classes by the symbols $Q \operatorname{Conv}_{n}, S Q C o n v_{n}$, and $C o n v_{n}$, respectively. Additionally, we denote by $Q C P o l y_{n}$ the class of quasiconvex polynomials with real coefficients.

Definition 1. Let $D$ be a set, equipped by a linear (total) order $\preceq$. Let $f$ : $\operatorname{dom}(f) \rightarrow D$, where $\operatorname{dom}(f)$ is convex.

The function $f$ is conic if $\forall y, z \in \operatorname{dom}(f)$ and $\forall t \geq 0$, such that $f(y) \preceq f(z)$ and $z+t(z-y) \in \operatorname{dom}(f)$, we have

$$
f(z+t(z-y)) \succeq f(z)
$$

In our work, we mainly use $D=\mathbb{R}$ with the standard ordering, but the results of the work are valid for the general case too. Additionally, In Section "Algorithms for the optimization problem" we need to use $D=\mathbb{R}^{2}$ with the lexicographical ordering to reduce a constraint minimization problem to an unconstrained variant.

Clearly, the class Conic $_{n}$ of conic functions is a subclass of the quasiconvex functions class, that is $C_{o n i c}^{n} \subset\left(Q C o n v_{n}\right.$. The inclusion is strict, a counterexample is the quasiconvex function $\operatorname{sgn}\left(x_{1}\right)$.

The next theorem from [5] gives two additional ways to define the class of conic functions.

Theorem 1. Let $f: \operatorname{dom}(f) \rightarrow D$, where $\operatorname{dom}(f) \subseteq \mathbb{R}^{n}$ is convex, and $D$ be a set, equipped by a linear (total) order $\preceq$. The following definitions are equivalent:

1. For any pair of points $y, z \in \operatorname{dom}(f)$ and $\forall t \geq 0$, such that $f(y) \preceq f(z)$ and $z+t(z-y) \in \operatorname{dom}(f)$, we have

$$
f(z+t(z-y)) \succeq f(z)
$$

2. For any set of points $x^{(1)}, x^{(2)}, \ldots, x^{(k)}, y \in \operatorname{dom}(f)$, such that

$$
\begin{array}{r}
f\left(x^{(1)}\right) \preceq f\left(x^{(2)}\right) \preceq \cdots \preceq f\left(x^{(k)}\right) \text { and } \\
y \in \operatorname{cone}\left(x^{(1)}, x^{(2)}, \ldots, x^{(k-1)} \mid x^{(k)}\right),
\end{array}
$$

the inequality $f(y) \succeq f\left(x^{(k)}\right)$ holds. Furthermore, we can assume that the points $x^{(1)}, x^{(2)}, \ldots, x^{(k)}$ are in general position, i.e. no hyperplane contains more than $n$ of them.
3. For any $x \in \operatorname{dom}(f)$, the set $H_{f}^{\leq}(x)$ is convex (which is equivalent to the quasiconvexity of the function f) and

$$
\forall x \in \operatorname{dom}(f) \backslash M \quad H_{f}^{=}(x) \subseteq \operatorname{rel} \cdot \operatorname{br}\left(H_{f}^{\leq}(x)\right)
$$

where $M=\arg \min _{x \in \operatorname{dom}(f)} f(x)$. If the set $M$ is not defined, we will put it to be empty.

The next theorems from [5] show that the class Conic $_{n}$ contains some important subclasses.

Theorem 2. The following strict inclusions hold:

1. $S Q$ Conv $_{n} \subset$ Conic $_{n} \subset$ COnv $_{n}$,
2. $Q C$ Poly $n \subset$ Conic $_{n}$,
3. Conv $_{n} \subset$ Conic $_{n}$.

Theorem 3. The class Conic $c_{n}$ is closed with respect to the following operations.

1. Let $f_{i} \in$ Conic $_{n}$ be real-valued functions and $w_{i} \in \mathbb{R}_{+}$, for any $i \in 1: k$. Then the function $g(x)=\max _{i \in 1: k}\left\{w_{i} f_{i}(x)\right\}$ belongs to the class Conic $c_{n}$, where $\operatorname{dom}(g)=\bigcap_{i \in 1: k} \operatorname{dom}\left(f_{i}\right)$.
2. Let $f \in$ Conic $_{n}$ be real-valued function and $h: \mathbb{R} \rightarrow \mathbb{R}$ be a non-decreasing function. Then the function $g=h \cdot f$ belongs to the class Conic $n_{n}$.
3. Let $f \in$ Conic $_{m}, A \in \mathbb{R}^{m \times n}$, and $b \in \mathbb{R}^{m}$. Then the affine image $g(x)=$ $f(A x+b)$ belongs to the class Conic ${ }_{n}$.

### 2.2 Computational Model

Let us present types of oracles that we will need in this paper. With some slight modifications, we adopt the terminology from $[6,9]$.

Let $K \subseteq \mathbb{R}^{n}$ be a convex set. We say that $K$ is $(a, R)$-circumscribed if $K \subseteq$ $a+R \cdot B_{2}^{n}$ for some $a \in \mathbb{Q}^{n}$ and $R \in \mathbb{Q}_{+}$. If the set $K$ is $(0, R)$-circumscribed, then we simply call it $R$-circumscribed. For $\epsilon \in \mathbb{Q}_{+}$, we define

$$
K^{\epsilon}=K+\epsilon B_{2}^{n} \quad \text { and } \quad K^{-\epsilon}=\left\{x \in K: x+\epsilon B_{2}^{n} \subseteq K\right\} .
$$

For $A \in \mathbb{Q}^{m \times n}$ we define $\operatorname{size}(A)$ as the length of the binary encoding of $A$.
Definition 2. The membership oracle $O_{K}$ for $K$ is a function, which takes as an input a point $x \in \mathbb{Q}^{n}$ and returns $O_{K}(x)=[x \in K]$.

Definition 3. The strong separation oracle $S S E P_{K}$ on an input $y \in \mathbb{Q}^{n}$ either returns YES if $y \in K$ or some $c \in \mathbb{Q}^{n}$, such that $c^{\top} x<c^{\top} y$ for any $x \in K$.

Definition 4. The weak separation oracle $W S E P_{K}$ on an input $y \in \mathbb{Q}^{n}$ and a rational $\epsilon>0$, either

1. asserts that $y \in K^{\epsilon}$ or
2. finds a vector $c \in \mathbb{Q}^{n}$ with $\|c\|_{\infty}=1$, such that $c^{\top} x \leq c^{\top} y+\epsilon$ for every $x \in K^{-\epsilon}$

When working with separation oracles, we assume that there is a polynomial $\phi$, such that on an input $y$ and $\epsilon$ as above, the outputs of $S S E P_{K}$ and $W S E P_{K}$ have a size bounded by $\phi(\operatorname{size}(y)+\operatorname{size}(\epsilon))$. The running times of algorithms using $S S E P_{K}$ and $W S E P_{K}$ will therefore depend on $\phi$. Clearly, the membership oracle can be easily derived from the strong separation oracle.

Definition 5. Let $f: K \rightarrow \mathbb{R}$ be a convex function with $\operatorname{dom}(f)=K$. We refer that the function $f$ is equipped by the subgradient oracle, if we have a query access to a subgradient $v \in \delta f(x)$ and to the value $f(x)$ for any $x \in K$.

Definition 6. The shallow separation oracle, for a convex set $K \subseteq \mathbb{R}^{n}$, is an oracle, whose input is an ellipsoid $\mathrm{E}(A, a)$, described by a positive definite matrix $A \in \mathbb{Q}^{n \times n}$ and a vector $a \in \mathbb{Q}^{n}$. The shallow separation oracle, denoted by SHALL $L_{K}(A, a)$, can output one of the following possible answers:

1. a vector $c \in \mathbb{Q}^{n} \backslash\{0\}$, so that the halfspace $H=\left\{x \in \mathbb{R}^{n}: c^{\top} x \leq c^{\top} a+(n+\right.$ $\left.1)^{-1} \sqrt{c^{\top} A c}\right\}$ contains $K \cap \mathrm{E}(A, a)$ (a vector $c$ with this property is called a shallow cut for $K$ and $\mathrm{E}(A, a)$ ),
2. the assertion that $\mathrm{E}(A, a)$ is tough.

As above, we assume the existence of a polynomial $\phi$, such that the size of the output of $S H A L L_{K}(A, a)$ is bounded by $\phi(\operatorname{size}(A)+\operatorname{size}(a))$. "Toughness" is a parameter left open, and in every instance of the shallow separation oracle the particular meaning of "tough" has to be specified. In our work, a tough ellipsoid is an ellipsoid $\mathrm{E}(A, a)$, such that $\mathrm{E}\left(\frac{1}{4 n(n+1)^{2}} A, a\right) \subseteq K$.

Theorem 4. (Shallow cut ellipsoid method [17], [9, pp. 94-102]). There exists an oracle-polynomial time algorithm, called the shallow cut ellipsoid method, so that for any rational number $\epsilon>0$ and for any $R$-circumscribed closed convex set, given by the shallow separation oracle $S H A L L_{K}$, finds a positive definite matrix $A \in \mathbb{Q}^{n \times n}$ and a point $a \in \mathbb{Q}^{n}$, such that one of the following holds:

1. $\mathrm{E}(A, a)$ has been declared tough by the oracle,
2. $K \subseteq \mathrm{E}(A, a)$ and $\operatorname{vol}(\mathrm{E}(A, a)) \leq \epsilon$.

Here we give the definitions of strong and weak versions of comparison oracles. Our definitions are slightly stronger then the standard ones, because they allow to compare the function values with zero. We need this possibility, because we want to work with sets of the type $\left\{x \in \mathbb{R}^{n}: f(x) \leq 0\right\}$ instead of $\left\{x \in \mathbb{R}^{n}: f(x) \leq f\left(x_{0}\right)\right\}$. It makes sense clearer, and the constraint is not crucial from our point of view.

Definition 7. The comparison oracle $C O M P_{f}$ for $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a function, which takes as an input a pair of points $x, y \in \mathbb{Q}^{n}$, and returns $\operatorname{COMP}_{f}(x, y)=$ $[f(x) \leq f(y)]$.

It also possible to compare the value of the function $f$ in the point $x \in \mathbb{Q}^{n}$ with zero. In this case, we assume that $C O M P_{f}$ takes as an input $x$, and returns $C O M P_{f}(x)=[f(x) \leq 0]$.

Definition 8. The weak comparison oracle $W C O M P_{f}$ for $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a function, which takes as an input a pair of points $x, y \in \mathbb{Q}^{n}$ and a rational $\epsilon$, and returns $W C O M P_{f}(x, y, \epsilon)=[f(x) \leq f(y)]$ if $|f(x)-f(y)|>\epsilon$, where any answer is possible if $|f(x)-f(y)| \leq \epsilon$.

It also possible to compare the value of the function $f$ in the point $x \in \mathbb{Q}^{n}$ with zero. In this case, we assume that $W C O M P_{f}$ takes as an input $x$ and a rational $\epsilon>0$, and returns $W C O M P_{f}(x, \epsilon)=[f(x) \leq 0]$ if $|f(x)|>\epsilon$, where any answer is possible if $|f(x)| \leq \epsilon$.

The next theorems give some knowledge about the power of comparison oracles for convex functions.

Theorem 5. Let an $R$-circumscribed convex set $K$ be given by the strong separation hyperplane oracle $S S E P_{K}$. Then, there exists a conic function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, equipped by the weak comparison oracle $W C O M P_{f}$, such that $K=\left\{x \in \mathbb{R}^{n}\right.$ : $f(x) \leq 0\}$. The computation of $W C O M P_{f}$ needs a polynomial number of calls to $S S E P_{K}$ on any input.

Proof. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be the function given by the formula

$$
f(x)=\left\{\begin{array}{l}
0, \text { for } x \in K \\
1+d_{K}(x), \text { for } x \notin K
\end{array}\right.
$$

where $d_{K}(x)=\inf _{y \in K}\|x-y\|_{2}$ is the distance from the point $x$ to $K$. Clearly, $K=\left\{x \in \mathbb{R}^{n}: f(x) \leq 0\right\}$ and the function $f$ is conic by the third item of Theorem 1. Let us show how to implement $\operatorname{WCOMP}_{f}(y, z, \epsilon)$ for $y, z \in \mathbb{Q}^{n}$ and a rational $\epsilon$, assuming that $\left|d_{K}(y)-d_{K}(z)\right|>\epsilon$. The separation hyperplane oracle gives an opportunity to check the statements $y \in K$ and $z \in K$. In case $y \in K$ we put $W C O M P_{f}(y, z, \epsilon)=1$. If $y \notin K$ and $z \in K$ we put $W C O M P_{f}(y, z, \epsilon)=0$. In the case, when $y \notin K$ and $z \notin K$ we need to compute the distances $d_{K}(y)$ and $d_{K}(z)$ and compare them. The problem to compute the value of $d_{K}(y)$ can be formulated as the following convex optimization problem

$$
\min _{x \in K}\|y-x\|_{2}
$$

The results, described in [9, pp. 56, 105-107], state that this problem for an $R$-circumscribed convex set $K$, equipped by the weak separation hyperplane oracle $W S E P_{K}$, can be solved with any accuracy $\delta>0$ in time polynomial on $\operatorname{size}(y)+\operatorname{size}(R)+\operatorname{size}(\delta)$. Finally, we can compute $d_{1} \approx d_{K}(y)$ and $d_{2} \approx d_{K}(z)$ with the accuracy $\delta=\epsilon / 2$ and return $\operatorname{WCOMP}_{f}(y, z, \epsilon)=\left[d_{1} \leq d_{2}\right]$.

The next theorem states that a polynomial-time reduction from the weak separation oracle to the weak comparison oracle is also possible in the case, when $K$ is additionally closed.

Theorem 6. Let a closed $R$-circumscribed convex set $K$ be given by the weak separation hyperplane oracle $W S E P_{K}$. Then, there exists a conic function $f$ : $\mathbb{R}^{n} \rightarrow \mathbb{R}$, equipped by the weak comparison oracle $W C O M P_{f}$, such that $K=$ $\left\{x \in \mathbb{R}^{n}: f(x) \leq 0\right\}$. The computation of $W C O M P_{f}$ needs a polynomial number of calls to $W S E P_{K}$ on any input.

Proof. Let $f=d_{K}(x)$, where $d_{K}(x)=\inf _{y \in K}\|x-y\|_{2}$ is the distance from the point $x$ to $K$. Clearly, $\operatorname{cl}(K)=\left\{x \in \mathbb{R}^{n}: f(x) \leq 0\right\}$ and the function $f$ is conic by the third item of Theorem 1. Since $K$ is closed, we have $K=\left\{x \in \mathbb{R}^{n}: f(x) \leq 0\right\}$. Assuming that $\left|d_{K}(y)-d_{K}(z)\right|>\epsilon$, the oracle $W C O M P_{f}(y, z, \epsilon)$, for $y, z \in \mathbb{Q}^{n}$ and a rational $\epsilon$, can be implemented by the following way. In the previous proof, it has already been mentioned that the value of $d_{K}(y)$ can be computed with any accuracy $\delta$ in time polynomial on $\operatorname{size}(y)+\operatorname{size}(R)+\operatorname{size}(\delta)$. Hence, we can compute $d_{1} \approx d_{K}(y)$ and $d_{2} \approx d_{K}(z)$ with the accuracy $\delta=\epsilon / 2$ and return $W C O M P_{f}(y, z, \epsilon)=\left[d_{1} \leq d_{2}\right]$.

## 3 Algorithms for the Feasibility Problem

The goal of this section is to design an algorithm for the non-emptiness problem (1), when $K=\left\{x \in \mathbb{R}^{n}: g_{i}(x) \leq 0\right.$, for $\left.i \in 1: m\right\}$, where $g_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$
are conic functions equipped by the comparison oracle. By the first property of conic functions from Theorem 3, the function $f(x)=\max _{i} g_{i}(x)$ is also conic and the comparison oracle for $f$ can be easily derived by comparison oracles of the functions $g_{i}$. Moreover, $K=\left\{x \in \mathbb{R}^{n}: f(x) \leq 0\right\}$. Hence, the considered problem is equivalent to the non-emptiness problem with only one function $f$. Finally, by the third property from Theorem 3, the superposition of a conic function with an affine map is a conic function, and we can assume that $\Lambda=\mathbb{Z}^{n}$.

Theorem 7. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a conic function, equipped by the comparison oracle $C O M P_{f}$, and $K=\left\{x \in \mathbb{R}^{n}: f(x) \leq 0\right\}$. Then the shallow separation oracle $S H A L L_{K}$ can be polynomially reduced to $C O M P_{f}$.

Proof. We shall only describe the underlying simple geometric idea of the algorithm, supposing that all calculations with real numbers can be carried out exactly. The necessary rounding can be done by standard methods, see for example [9, pp. 86-102]. We will give the detailed analysis in the extended version of the work.

Let $A \in \mathbb{Q}^{n \times n}, a \in \mathbb{Q}^{n}$ and an ellipsoid $\mathrm{E}(A, a)$ be an input of $S H A L L_{D}(A, a)$. Since $A$ is a symmetric positive definite matrix, then there exists the unique symmetric positive definite matrix $A^{1 / 2}$, such that $A=$ $A^{1 / 2} A^{1 / 2}$. The affine map $x \rightarrow A^{1 / 2} x+a$ transforms the ellipsoid $\mathrm{E}(A, a)$ to the unit Euclidean ball. By the third property of Theorem 3, the function $f(A x+a)$ is conic and the comparison oracle for $f(A x+a)$ can be easily derived from $C O M P_{f}$. Hence, we can assume that the input of $S H A L L_{D}$ is the unit Euclidean ball $\mathrm{E}(I, 0)=B_{2}^{n}$.

Let $\gamma=\frac{1}{n+1}, B=B_{2}^{n}$ and $B(t)=t B$, for $t \in(0, \gamma)$. Let $r \in \mathbb{R}^{n}$ and $\|r\|_{2}=1$, then the rotation cone around a ray $r$ with an angle $\phi$ is denoted by the symbol

$$
C(r, \phi)=\left\{x \in \mathbb{R}^{n}:(x, r) \geq\|x\|_{2} \cos \phi\right\}, \text { for } 0 \leq \phi \leq \frac{\pi}{2}
$$

The hyperplane $H(r)=\left\{x \in \mathbb{R}^{n}: r^{\top} x=\gamma\right\}$ supports $B(\gamma)$ in the point $\gamma r$. Clearly, there exists an angle $\phi(t)$, such that the cone $\operatorname{tr}+C(r, \phi(t))$ intersects the bound of the ball $B$ along the hyperplane $H(r)$. In other words

$$
H(r) \cap \operatorname{br} B=(t r+C(r, \phi)) \cap \operatorname{br} B, \text { for } \phi=\phi(t)
$$

Let us show, that

$$
\begin{equation*}
\cos \phi(t)=\frac{\gamma-t}{\sqrt{t^{2}-2 \gamma t+1}} \tag{4}
\end{equation*}
$$

Without loss of generality, we can assume that $r=e_{1}$. The intersection of the hyperplane $H(r)$ with br $B$ has the equation $x_{2}^{2}+x_{3}^{2}+\cdots+x_{n}^{2}=1-\gamma^{2}$ and contains the point $y=\gamma e_{1}+\sqrt{1-\gamma^{2}} e_{2}$. Clearly, the $\phi(t)$ is an angle between the vectors $r$ and $y-t r$. We have that $r^{\top}(y-t r)=\gamma-t$ and $\|y-t r\|_{2}=$ $\sqrt{(\gamma-t)^{2}+\left(1-\gamma^{2}\right)}=\sqrt{t^{2}-2 \gamma t+1}$. So the formula (4) for $\cos \phi(t)$ is correct.

The reduction algorithm is following. Firstly, using the comparison oracle $C O M P_{f}$, we compute the point $p=\arg \max _{i \in 1: n} f\left( \pm \frac{1}{2} \gamma e_{i}\right)$. If $f(p) \leq 0$, then we can declare that $B$ is tough, because

$$
\frac{1}{2 \sqrt{n}} \gamma B \subseteq \text { conv. } \operatorname{hull}_{i \in 1: n}\left( \pm \frac{1}{2} \gamma e_{i}\right) \subseteq K
$$

Suppose, that $f(p)>0$, so $p \notin K$.
The paper [5, p. 26] gives an algorithm that, for a given angle $0<\alpha<\pi / 2$ can build a sequence of points

$$
x^{(1)}, x^{(2)}, \ldots, x^{(n)}, x^{(n+1)} \in \frac{1}{2} \gamma B
$$

such that the cone $D=\operatorname{cone}\left(x^{(1)}, x^{(2)}, \ldots, x^{(n)} \mid x^{(n+1)}\right)$ has the following properties:

1. $x^{(n+1)}+C\left(\frac{x^{(n+1)}}{\left\|x^{(n+1)}\right\|_{2}}, \alpha\right) \subseteq D$,
2. $f(x) \geq f(p)$ for $x \in D$.

The algorithm complexity is polynomial by $\operatorname{size}(\cos \phi)$. Additionally, we need to note that the considered algorithm was firstly developed by Nemirovsky and Yudin in [16] (see also [17, p. 345]) for convex optimization with the 0 -th order oracle. In [5, p. 26], the reformulation of this algorithm for convex functions has been given.

Next, we run this algorithm for the function $f$ in the ball $\frac{1}{2} \gamma B$ with the parameter $\alpha=\phi(1 / 2 \gamma)$. Let $w=x^{(n+1)}$. By the definition of cone $D$, we have

$$
K \subseteq\left\{x \in \mathbb{R}^{n}: w^{\top} x \leq \gamma\|w\|_{2}\right\} \cap B
$$

and the corresponding hyperplane supports $\gamma B$, so the vector $w$ is a shallow cut.
Theorem 7, together with the shallow cut ellipsoid method from Theorem 4, gives us an algorithm that outputs an ellipsoid $E(A, a)$, such that either

$$
\begin{equation*}
E\left(\frac{1}{4(n+1)^{2} n} A, a\right) \subseteq K \subseteq E(A, a), \text { for } K=\left\{x \in \mathbb{R}^{n}: f(x) \leq 0\right\} \tag{5}
\end{equation*}
$$

or $K \subseteq \mathrm{E}(A, a)$ and $\operatorname{vol}(\mathrm{E}(A, a)) \leq \epsilon$.
The following theorem was proved in [6, p. 220].
Theorem 8. Let an $R$-circumscribed convex set $K$ be given by the separation hyperplane oracle $S S E P_{K}$ and $\Lambda=\Lambda(B)$, for $B \in \mathbb{Q}^{n \times n}$. Then there is an algorithm with the oracle complexity $(O(n))^{n} \operatorname{poly}(\log R)$ that finds a point $x \in$ $K \cap \Lambda$ or asserts that $K \cap \Lambda=\emptyset$.

The algorithm presented in [6, p. 240] that solves the problem from the previous theorem is called "An Improved Kannan Type Algorithm". A detailed consideration of this algorithm shows that the separation oracle $S S E P_{K}$ is only
needed for deriving an ellipsoid with the property (5). Everywhere in other parts of the algorithm the strong membership oracle $O_{K}$ may only be used. Combining all facts together and using the Dadush's algorithm, we obtain a solution for the problem defined in beginning of this section.

Theorem 9. Let a $R$-circumscribed convex set $K$ be given by the formula $K=\left\{x \in \mathbb{R}^{n}: f(x) \leq 0\right\}$, where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a conic function, equipped by the comparison oracle $C O M P_{f}$. Then there is an algorithm with the oracle complexity $(O(n))^{n}$ poly $(\log R)$ that finds a point $x \in K \cap \mathbb{Z}^{n}$ or asserts that $K \cap \mathbb{Z}^{n}=\emptyset$.

## 4 Algorithms for the Optimization Problem

The goal of this section is to design an algorithm for the minimization problem (2), when $K=\left\{x \in \mathbb{R}^{n}: g_{i}(x) \leq 0\right.$, for $\left.i \in 1: m\right\}$, where $g_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $f$ are conic functions, equipped by the comparison oracle. By the first and second properties of conic functions from Theorem 3, the function $g(x)=\max _{i}\left\{\left(g_{i}(x)\right)_{+}\right\}$is also conic, where $(x)_{+}=[x \geq 0] x$ is a positive part of $x$, and the comparison oracle for $g$ can be easily derived by comparison oracles of the functions $g_{i}$. Moreover, $\arg \min _{x \in \mathbb{R}^{n}} g(x)=K$. Now, consider the function $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{2}$, given by the formula $h(x)=\binom{g(x)}{f(x)}$. Clearly, the function $h$ is conic and the lexicographical comparison oracle for $h$ can be easily derived from comparison oracles of $g$ and $f$. Clearly,

$$
\begin{equation*}
\arg \min _{x \in K \cap \Lambda} f(x)=\arg \min _{x \in \Lambda} h(x) . \tag{6}
\end{equation*}
$$

Finally, by Theorem 3, the superposition of a conic function with an affine map is a conic function. Hence, the constrained minimization problem 2 on the lattice $\Lambda=\Lambda(B)$ is equivalent to the problem $\min _{x \in \mathbb{Z}^{n}} h(B x)$.

The following theorem was proved in [6, p. 247].
Theorem 10. Let an $R$-circumscribed convex set $K$ be given by the separation hyperplane oracle $S S E P_{K}$ and $\Lambda=\Lambda(B)$, for $B \in \mathbb{Q}^{n \times n}$. Let, additionally, $f: K \rightarrow \mathbb{R}$ be a convex function, equipped by the subgradient oracle. Then there is a randomized algorithm with the expected number of oracle calls $(O(n))^{n}$ poly $(\log R)$ that finds an exact minimizer of the problem $\min _{x \in K \cap \Lambda} f(x)$ or asserts that $K \cap \Lambda=\emptyset$.

The algorithm presented in [6, p. 247] that solves the problem from the previous theorem is called "Convex Integer Minimization". A detailed consideration of this algorithm shows that the separation oracle $S S E P_{K}$ is only needed for deriving an ellipsoid with the property (5). Everywhere in other parts of the algorithm the strong membership oracle $O_{K}$ may only be used. Now we will show how to avoid usage of the subgradient oracle for $f$ by changing it to the comparison oracle. The main idea of Dadush's algorithm is to show that if the
convex set $K$ is sufficiently wide, then $K$ contains a deep lattice point, and in the opposite case, a dimension can be reduced.

Denote by $y \in K \cap \Lambda$ this lattice point. Clearly, an optimal point is contained in the set $K^{\prime}=K \cap\left\{x \in \mathbb{R}^{n}: f(x) \leq f(y)\right\}$. Dadush showed that if there exists a hyperplane, supporting $K^{\prime}$ in the point $y$, then $\operatorname{vol}_{k}\left(K^{\prime}\right) \leq\left(1-\frac{1}{2} 10^{-k}\right) \operatorname{vol}_{k}(K)$, where $k=\operatorname{dim}(K)$. He used a subgradient of $f$ in $y$ as the normal vector of the supporting hyperplane. The next step is defining the separation oracle for $K^{\prime}$, and the process is repeated. This approach leads to exponential decreasing of the volume of $K^{\prime}$ that gives its flatness sooner or later.

Thus, if we want to apply the Dadush's result, we need to show the existence of an hyperplane that supports $K^{\prime}=K \cap\left\{x \in \mathbb{R}^{n}: f(x) \leq f(y)\right\}$ in the point $y \in K \cap \Lambda$, and to show how to implement the comparison oracle $C O M P_{f^{\prime}}$ for a conic function $f^{\prime}$, such that $K^{\prime}=\left\{x \in \mathbb{R}^{n}: f^{\prime}(x) \leq 0\right\}$. Let us answer the first question. By the third item of Theorem 1 , the point $y$ is a boundary point of the set $\left\{x \in \mathbb{R}^{n}: f(x) \leq f(y)\right\}$. Hence, $y$ is also a boundary point of the set $K^{\prime}$. By the definition of a convex set, there exists a hyperplane supporting $K^{\prime}$ in the point $y$. Now, the conic function $f^{\prime}$ and its comparison oracle can be easily derived using the properties of conic functions from Theorem 3. See the example marked by (6). Combining all facts together and using the Dadush's algorithm, we obtain a solution for the problem, defined in beginning of this section.

Theorem 11. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a conic function, equipped by the comparison oracle $C O M P_{f}$, with the property that

$$
\arg \min _{x \in \mathbb{Z}^{n}} f(x) \subseteq a+R \cdot B_{2}^{n}
$$

Then there is a randomized algorithm with the expected number of oracle calls $(O(n))^{n} \operatorname{poly}(\log R)$ that finds an exact minimizer of the problem $\min _{x \in \mathbb{Z}^{n}} f(x)$.

## 5 Conclusion: Future Work and Remarks

It has already been mentioned that the class of conic functions is sufficiently wide [5]. It was shown in [5] that any constraint minimization problem for conic functions can be reduced to an unconstrained minimization problem with only one conic function. Moreover, it has been shown in Subsection "Computational model" (see Theorems 5 and 6 ) that any convex set $K$, equipped by the strong separation hyperplane oracle, can by represented as $K=\left\{x \in \mathbb{R}^{n}: f(x) \leq\right.$ $0\}$, where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a conic function, equipped by the weak comparison oracle. If, additionally, the set $K$ is closed, then the reduction from the weak separation hyperplane oracle to the weak comparison oracle is also possible. This reductions, from separation to weak comparison, can be done by a polynomialtime algorithm. But, the existence of a polynomial-time reduction between the strong separation hyperplane oracle and the strong comparison oracle is an open question. Another open question is the possibility of an inverse polynomialtime reduction. Probably, the answer is "No", since the known algorithms for
continuous conic function minimization only guaranty decreasing of the distance to an optimum point and not guaranty decreasing of the function value. But, the question needs additional consideration. We are planning to answer these questions in the extended version of this article.
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#### Abstract

We present a framework for optimizing sparse quadratic assignment problems. We propose an iterative algorithm that dynamically generates the quadratic part of the assignment problem and, thus, solves a sparsified linearization of the original problem in every iteration. This procedure results in a hierarchy of lower bounds and, in addition, provides heuristic primal solutions in every iteration. This framework was motivated by the task of the French government to design the French keyboard standard, which included solving sparse quadratic assignment problems with over 100 special characters; a size where many commonly used approaches fail. The design of a new standard often involves conflicting opinions of multiple stakeholders in a committee. Hence, there is no agreement on a single well-defined objective function that can be used for an extensive one-shot optimization. Instead, the process is highly interactive and demands rapid prototyping, e.g., quick primal solutions, on-the-fly evaluation of manual changes, and prompt assessments of solution quality. Particularly concerning the latter aspect, our algorithm is able to provide high-quality lower bounds for these problems in several minutes.


Keywords: Quadratic assignment • Integer programming •
Linearization • Keyboard optimization

## 1 Introduction

Assignment problems aim at finding the cheapest one-to-one correspondence between $n$ items and locations. Already in 1946, Birkhoff [4] showed that the optimal assignment can be found in $\mathcal{O}\left(n^{3}\right)$ time if the objective function is linear. However, linear objective functions cannot capture pairwise dependencies between variables. Koopmans and Beckmann [16] investigated a variant with quadratic terms in the cost function. This quadratic optimization problem includes several practical applications, such as the keyboard layout problem [6], the facility location problem [19], the traveling salesman problem [5], and many others.

As expected, great modeling power comes with increased hardness; there are problems of only $n=30$ items that cannot be solved to optimality in reasonable time. From a complexity theoretical point of view, Queyranne [23] showed that the quadratic assignment problem (QAP) is NP-hard to approximate within any constant factor, even if the quadratic cost can be factorized to a symmetric block diagonal matrix and a distance matrix describing a line metric.

To cope with the hardness, researchers have proposed many ideas over the last decades. Many of them are based on linearizations, e.g., the classical results by Gilmore [11] and Lawler [17], and by Kaufman and Broeckx [15]. These linearizations can be considered light, meaning that their space requirements are linear in the input size and the corresponding relaxations can be solved quickly, e.g., in a branch-\&-bound framework. Moreover, the latter approach seems to be amenable for primal heuristics of state-of-the-art MIP solvers to compute good incumbents. However, their lower bounds deteriorate quickly with increasing input size, which negatively impacts the performance of branch-\&-bound. More recently, new improved linearizations have been developed by Xia and Yuan [25] and Zhang [26] who combine the ideas of the light-weight approaches mentioned above.

On the contrary, the formulations by Frieze and Yadegar [10] and by Adams and Johnson [1] compute very strong lower bounds at the expense of $\mathcal{O}\left(n^{4}\right)$ additional variables. Both approaches yield equivalent formulations for the QAP and are commonly referred to as RLT1 formulations, a more general concept proposed by Sherali and Adams [24]. Huber and Riedl showed [13] that the AdamsJohnson formulation dominates the one of Xia and Yuan. For many instances of practical size and especially in our scenario, RLT1 and other similar more powerful approaches could not produce any result within the given resources, which is expected due to the sheer size of the problem.

Recently, semidefinite programming relaxations for QAPs [14, 22, 27] have become more popular. Peng et al. [20] showed that these approaches can indeed often produce good lower bounds for the QAP.

### 1.1 Keyboard Optimization as Assignment Problems

Already in the 70s, Pollatschek [21] as well as Burkard and Offermann [6] proposed to optimize keyboard layouts as a quadratic assignment problem. They consider the assignment problem with mixed linear and quadratic terms in the objective function. Formally, let us assume that the $n$ items and locations are numbered from 1 to $n$. In the following, we refer to the set of items as $[n]:=\{1, \ldots, n\}$. Furthermore, let $x_{i k} \in\{0,1\}$ denote the decision of whether or not to assign item $i$ to location $k$ (or in our case: assign character $i$ to key slot $k)$. With $c_{i k}$ being the linear assignment cost and $q_{i j k \ell}$ the quadratic assignment cost, we obtain the following quadratic program.

$$
\begin{array}{ll}
\min & \sum_{i, k=1}^{n} c_{i k} x_{i k}+\sum_{i, j, k, \ell=1}^{n} q_{i j k \ell} x_{i k} x_{j \ell} \\
\text { subject to } \sum_{i=1}^{n} x_{i k}=1 & \forall k \in[n]  \tag{1}\\
\sum_{k=1}^{n} x_{i k}=1 & \forall i \in[n] \\
x_{i k} \in\{0,1\} & \forall i, k \in[n]
\end{array}
$$

The term $q_{i j k \ell}$ describes the cost of simultaneously assigning items $i$ and $j$ to the locations $k$ and $\ell$, respectively. In keyboard problems, this term usually factors into $q_{i j k \ell}=p_{i j} \cdot d_{k \ell}$, where $p_{i j}$ denotes the empirical probability of typing letter $j$ after letter $i$ and $d_{k \ell}$ is the time between pressing the key slots $k$ and $\ell$.

Typically, integer linear programs are relaxed by dropping the integrality constraints of the variables. In this case, however, the assignment polytope is well-understood, we can quickly solve linear assignment problems with over a million variables [18]. The hardness of QAPs comes, therefore, not from the polytope, but from the quadratic terms of the objective function. It is possible to exploit the structure of the objective so that special cases become more tractable, in some cases polynomial approximation algorithms have been developed [3]. In this work, we define a relaxation of the QAP, too. While also keeping the integrality constraints untouched, we exploit the sparse nature of the quadratic objective function and modify the quadratic terms to obtain upper and lower bounds for the original problem.

### 1.2 Designing the French Keyboard Standard

In 2015, the French Ministry of culture discussed the concerns about not having an official French keyboard standard [7]. The commonly used $A Z E R T Y$ layout did not provide typing frequent special characters like $\grave{A}, œ$, etc. One year later, AFNOR, the French national organization for standardization, was issued with the task to design the new standard [8], which should support all missing special characters that are used in the French language. Two major options were discussed: optimizing the whole keyboard from scratch or keeping the most frequent characters $(A-Z)$ fixed and only optimizing the addition of over 100 special characters to maintain familiarity and facilitate learnability. We participated in the endeavor for the latter.

The process of defining the standard consisted of several rounds of gathering data (details can be found in [9]), modeling the problem as a QAP, finding a (near-)optimal keyboard, which was then proposed to an official committee who expressed further wishes for the objective, modified the weighting of its components, and added or removed certain characters. Eventually, the objective function stabilized as a conic combination of four different measures: performance - special characters, which are often used in combination with fixed characters, should be close together in order to minimize the time to type; ergonomics - frequently used special characters should be quite central on the keyboard to avoid unhealthy stretches of the fingers; intuitiveness - special characters
should be placed close to similar fixed characters and other special characters to simplify finding them on the keyboard; familiarity - frequent special characters should be placed close to their position in the original AZERTY keyboard if this character was already present there. Note that every interaction between special characters and fixed characters can be modeled as linear expressions because we are not allowed to change the position of these fixed characters, so their impact to the objective function is constant. Hence, 3 out of 4 of these measures describe a linear objective function. The quadratic part of the objective function models similarity of two special characters, which is part of the intuitiveness measurement. Since there is only a restricted number of similar special characters, e.g., é and è or $\%$ and $\%$, this explains the sparsity of the quadratic objective function.

After a first consensus had been found, a public inquiry organized by AFNOR provided feedback on the proposed design. Not only after the public inquiry, but after every iteration of this feedback loop, the underlying model was updated and new solutions were heuristically computed; which our algorithm then showed to be near-optimal. Why is this last step important? In contrast to one-shot optimization with a single well-defined objective, the committee, which consists of multiple stakeholders with different interests and opinions, discusses several solutions, evaluates the impact of manual changes on different parts of the objective, and alters the optimization model to find a compromise. Deciding model changes based on very sub-optimal solutions is pointless since the observed solution might not properly represent the current model. Therefore, it is not only important to find near-optimal solutions, but also to have a sharp picture of the their quality, for allowing a well-founded discussion and decision process. Additionally, it is important that such solutions to updated models and corresponding bounds can be computed as fast as possible, ideally even in real-time.


Fig. 1. The new French keyboard standard (NF Z71-300). Special characters (blue) and diacritic marks (red) were added to the old AZERTY layout. More information about the new standard can be found on https://norme-azerty.fr (Color figure online)

Finally, the expert committee agreed on a layout for the new French keyboard standard [2], which is depicted in Fig. 1 and was launched on 2 April $2019{ }^{1}$.
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### 1.3 Our Contribution

The goal of our framework is to utilize the power of the RLT1 approach while avoiding the computational overhead. We present an algorithm that dynamically generates the quadratic terms of the QAP, which leads to a hierarchy of lower bounds and heuristic primal solutions at the same time. In contrast to a classic column-generation approach, our algorithm guarantees a sequence of nondecreasing lower bounds in every step instead of non-increasing upper bounds. This iterative framework produces a $(1+\varepsilon)$-approximation ${ }^{2}$ for the QAP for any $\varepsilon \geq 0$. We show the success of our framework during the design process of the new French keyboard standard. The lower bounds computed by our algorithm showed very small optimality gaps within several minutes for sparse QAPs with over 100 items and 130 locations. All examples shown in this paper are real-world instances created during this standardization process. Hence, our tool is usable to provide almost real-time feedback with very limited resources, for example, on a laptop.

## 2 Algorithm

Linear relaxations for quadratic programs have been extensively studied over the last decades and are still a good starting point for many new ideas. However, the disadvantage of standalone linear relaxations is either high space complexity or an inefficient bound generation. We want to overcome this issue for QAPs with sparse quadratic objectives.

Let $\mathcal{S} \subseteq[n]^{4}$ be a set of indices. We define the following subproblem of (1).

$$
\begin{array}{rlr}
\min & \sum_{i, k=1}^{n} c_{i k} x_{i k}+\sum_{(i, j, k, \ell) \in \mathcal{S}} q_{i j k \ell} y_{i j k \ell} & \\
\text { subject to } & \sum_{i=1}^{n} x_{i k}=1 & \forall k \in[n] \\
& \sum_{k=1}^{n} x_{i k}=1 & \forall i \in[n] \\
& \sum_{j:(i, j, k, \ell) \in \mathcal{S}} y_{i j k \ell} \leq x_{i k} & \forall i, k, \ell \in[n] \\
& \sum_{\ell:(i, j, k, \ell) \in \mathcal{S}} y_{i j k \ell} \leq x_{i k} & \forall i, j, k \in[n] \\
& \sum_{i:(i, j, k, \ell) \in \mathcal{S}} y_{i j k \ell} \leq x_{j \ell} & \forall j, k, \ell \in[n] \tag{2d}
\end{array}
$$

[^16]\[

$$
\begin{array}{lr}
\sum_{k:(i, j, k, \ell) \in \mathcal{S}} y_{i j k \ell} \leq x_{j \ell} & \forall i, j, \ell \in[n] \\
x_{i k}+x_{j \ell} \leq 1+y_{i j k \ell} & \forall(i, j, k, \ell) \in \mathcal{S} \\
y_{i j k \ell} \in[0,1] & \forall(i, j, k, \ell) \in \mathcal{S}  \tag{2f}\\
x_{i k} \in\{0,1\} & \forall i, k \in[n]
\end{array}
$$
\]

Note that it is feasible to add symmetry constraints for the $y$-variables of the form $y_{i j k \ell}=y_{j i \ell k}$ inspired by the Adams-Johnson formulation because they simulate the commutative multiplication of $x_{i k}$ and $x_{j \ell}$, however, we could not observe any performance gain, and thus, omit them.

We first show that the proposed formulation is exact in the boundary case $\mathcal{S}=[n]^{4}$.
Lemma 1. Let $\mathcal{S}=[n]^{4}$ and let $z^{(1)}=x^{(1)}$, $z^{(2)}=\left(x^{(2)}, y^{(2)}\right)$ be optimal solutions of (1) and (2), respectively.

Then $\operatorname{cost}\left(z^{(1)}\right)=\operatorname{cost}\left(z^{(2)}\right)$.
Proof. Let $(i, j, k, \ell) \in[n]^{4}$ and consider the linear inequalities (2b)-(2f). If one of $x_{i k}^{(2)}$ and $x_{j \ell}^{(2)}$ is 0 , then at least one of the inequalities (2b) to (2e) forces $y_{i j k \ell}^{(2)}$ to 0 . On the other hand, if both $x_{i k}^{(2)}=x_{j \ell}^{(2)}=1$, constraint (2f) sets $y_{i j k \ell}^{(2)}$ to 1 . Therefore, and because $x^{(2)}$ is a binary variable, we can interpret $y_{i j k \ell}^{(2)}$ as the product $x_{i k}^{(2)} \cdot x_{j \ell}^{(2)}$.

Since $\mathcal{S}=[n]^{4}$, this observation holds for all variables and the formulations (1) and (2) coincide.

Despite this result, we emphasize that using $\mathcal{S}=[n]^{4}$ leads to an intractable problem size for most practical input instances, e.g., more than 100000000 variables in our application. Even for sparse problems, reducing $\mathcal{S}$ to all the indices with nonzero contribution to the quadratic objective term may not suffice as, e.g., still about 2000000 variables remain in our case. To overcome this issue, we select an increasing sequence of subsets $\mathcal{S}$, with each subset being significantly smaller than $[n]^{4}$. Lemma 2 explains why it is beneficial to do so.
Lemma 2. Let $\mathcal{S} \subset[n]^{4}$ and $z^{*}$ be the optimal solution of (2). Then $\operatorname{cost}\left(z^{*}\right)$ is a lower bound for (1).

Proof. Let $(P, c, q),\left(P^{\prime}, c^{\prime}, q^{\prime}\right)$ be the polytopes and objective functions of (2) defined over $\mathcal{S}$ and $[n]^{4}$, respectively. Clearly, the set of constraints of $P$ form a subset of the constraints of $P^{\prime}$. Hence, every feasible solution in $P^{\prime}$ is also feasible in $P$, i.e., $P^{\prime} \subseteq P$.

Setting $q_{i j k \ell}=0$ for all $(i, j, k, \ell) \notin \mathcal{S}$, we can write (2a) as

$$
\sum_{i, k=1}^{n} c_{i k} x_{i k}+\sum_{(i, j, k, \ell) \in[n]^{4}} q_{i j k \ell} y_{i j k \ell} .
$$

Since all terms in the objective functions are assumed to be non-negative, it holds for every $(i, j, k, \ell) \in[n]^{4}$ that $q_{i j k \ell} \leq q_{i j k \ell}^{\prime}$, which concludes the proof.

This lemma shows that dynamically increasing $\mathcal{S}$ yields a hierarchy of integer linear programs with increasing bounds for the original QAP. The proposed iterative algorithm later in this section is a natural consequence of Lemma 2. It remains to show how to initialize and update the set $\mathcal{S}$. We remark here that it is advisable to solve the integer linear programs close to optimality instead of considering their linear programming relaxations. Although dropping the integrality constraints drastically reduces the computation time with growing $\mathcal{S}$, the resulting lower bounds have shown to be significantly worse than the ones obtained by solving the integral versions for the same amount of time.

We now present two variants of the algorithm, which differ only in the procedure on how to grow $\mathcal{S}$.

Variant 1: Conservative Growth. First, we choose an arbitrary $\varepsilon \geq 0$. We will show later that the algorithm then produces a $(1+\varepsilon)$-approximation of the optimal assignment. Note, however, that our algorithm allows to choose $\varepsilon=0$, then computing an optimal solution. Assume that for a given index set $\mathcal{S}$, we computed an optimal binary solution $\left(x^{*}, y^{*}\right)$ with objective value $V$. We build the candidate set

$$
\begin{equation*}
C:=\left\{(i, j, k, \ell) \notin \mathcal{S}: x_{i k}^{*}=x_{j \ell}^{*}=1 \text { and } q_{i j k \ell}>0\right\} \tag{3}
\end{equation*}
$$

and sort $C$ in an ascending order with respect to $q_{i j k \ell}$. Note that $|C| \leq n^{2}$. Formally, we define the function $\pi:[|C|] \rightarrow[n]^{4}$ such that for every $i<j \in$ $\{1, \ldots,|C|\}$, it holds $q_{\pi(i)} \leq q_{\pi(j)}$. Let $s$ be the index that satisfies the following equation.

$$
\begin{equation*}
s=\max \left\{t \in\{0, \ldots,|C|\}: \sum_{\alpha=1}^{t} q_{\pi(\alpha)} \leq \varepsilon \cdot V\right\} \tag{4}
\end{equation*}
$$

Intuitively, we skip the $s$ smallest positive cost values that sum up to a certain threshold and add the rest of the indices to our active set $\mathcal{S}$.

The complete algorithm is presented in Algorithm 1. Theorem 1 shows that the update step eventually yields a $(1+\varepsilon)$-approximation.

Input : number of items/locations $n$, linear cost $c$, quadratic cost $q$, precision parameter $\varepsilon$
Result: Optimal assignment or upper/lower bound if aborted
$\mathcal{S} \leftarrow \emptyset ;$
do
$\left(x^{*}, y^{*}\right) \leftarrow$ opt. sol. of (2) with $\mathcal{S}$;
$V \leftarrow$ evaluate $x^{*}$ at (1);
$C, \pi, s$ as in equations (3)-(4);
$\mathcal{S} \leftarrow \mathcal{S} \cup\{\pi(i)\}_{i=s+1}^{|C|} ;$
while $\mathcal{S}$ changed in line 6 ;
return $x^{*}$;
Algorithm 1. The complete algorithm (conservative version)

Theorem 1. Let $\varepsilon \geq 0$. If line 6 of Algorithm 1 does not add any index to $\mathcal{S}$, then the $x$-part of the current solution $\left(x^{*}, y^{*}\right)$ is $(1+\varepsilon)$-optimal for problem (1).

Proof. Since $C \cap \mathcal{S}=\emptyset$ by definition, the only reason why $\mathcal{S}$ did not change is that $s=|C|$. In particular, this means that

$$
\sum_{\alpha \in C} q_{\alpha} \leq \varepsilon \cdot \operatorname{cost}\left(x^{*}, y^{*}\right)
$$

Let $\tilde{x}$ be the optimal solution of (1). We evaluate $\left(x^{*}, y^{*}\right)$ on the complete objective function of the QAP and interpret $y_{i j k \ell}^{*}=x_{i k}^{*} x_{k \ell}^{*}$, which is a valid assumption already shown in the proof of Lemma 1. Then, we obtain an upper bound for $\tilde{x}$.

$$
\begin{aligned}
O P T & =\sum_{i, k=1}^{n} c_{i k} \tilde{x}_{i k}+\sum_{i, j, k, \ell=1}^{n} q_{i j k \ell} \tilde{x}_{i k} \tilde{x}_{j \ell} \\
& \leq \sum_{i, k=1}^{n} c_{i k} x_{i k}^{*}+\sum_{(i, j, k, \ell) \in \mathcal{S}} q_{i j k \ell} x_{i k}^{*} x_{j \ell}^{*}+\sum_{(i, j, k, \ell) \notin \mathcal{S}} q_{i j k \ell} x_{i k}^{*} x_{j \ell}^{*} \\
& =\sum_{i, k=1}^{n} c_{i k} x_{i k}^{*}+\sum_{(i, j, k, \ell) \in \mathcal{S}} q_{i j k \ell} x_{i k}^{*} x_{j \ell}^{*}+\sum_{(i, j, k, \ell) \in C} q_{i j k \ell} x_{i k}^{*} x_{j \ell}^{*} \\
& \leq \operatorname{cost}\left(x^{*}, y^{*}\right)+\varepsilon \operatorname{cost}\left(x^{*}, y^{*}\right)=(1+\varepsilon) \operatorname{cost}\left(x^{*}, y^{*}\right)
\end{aligned}
$$

Variant 2: Progressive Growth. We change the definition of the candidate set $C$ in Eq. (3) to

$$
\begin{equation*}
C^{\prime}:=\left\{(i, j, k, \ell) \notin \mathcal{S}: x_{i k}^{*}=1 \vee x_{j \ell}^{*}=1 \text { and } q_{i j k \ell}>0\right\} . \tag{5}
\end{equation*}
$$

This means we consider a tuple as a candidate if at least one of the corresponding $x$-variables were set to 1 in the previous optimal solution (instead of requiring both variables to be 1). The rest of the algorithm remains the same. In this second variant, $\left|C^{\prime}\right| \leq n^{3}$, i.e., we potentially add more terms to the model. This can improve the evolution of lower bounds because we consider a more substantial portion of the model more quickly. As a trade-off, we potentially add more irrelevant terms than the conservative variant and, additionally, we could quickly arrive at a model of a size that exceeds the resources of the computer used to run the algorithm. Note that Theorem 1 also holds for this variant of the algorithm, the proof is analogue to the proof shown above with the extra information that $C \subset C^{\prime}$.

Variant 3: Hybrid Strategy. To achieve a balance between the fast evolution of lower bounds in variant 2 and the moderate growth of model size in variant 1 , we propose the hybrid strategy that kick-starts with the progressive variant 2 and switches to the conservative variant 1 before the model size grows too large. The evaluation shows that this strategy is indeed superior to both standalone
variants. For all instances, there is a critical point where the amount of generated quadratic terms would grow so large that an MIP solver cannot compute the integer optimal solution within a reasonable time. Therefore, we switch to the conservative variant at this critical point, which grows the model more slowly while still steadily improving the lower bound.

## 3 Evaluation

We applied our algorithm within several stages of the French keyboard standardization process. The instances consist of over 100 special characters and 130 keys (in order to achieve the classic QAP formulation, one can generate dummy characters symbolizing that a key is left empty), and the objective function consists of a conic combination of a sparse quadratic and dense linear cost terms. The quadratic term can be factorized into a sparse matrix $F$, which describes the association score (similarity) of two different special characters, and a dense matrix $D$, describing the distances between two key slots. The weight of the quadratic part ranges between $30 \%$ and $50 \%$. Additionally, some instances fix few characters like punctuation symbols to fixed slots or require that the capital versions of special characters are placed on the shifted slot of the same letter (e.g., $\grave{\mathrm{E}}$ is placed on the shifted slot of è) whereas other instances also allow them to be on the Alt-Shift or Alt version of this slot.

We evaluated the instances on a single Intel(R) Xeon(R) CPU E5-2680 v3 @ 2.50 GHz processor core with 16 GB of RAM. We compare our algorithm against the formulation of Xia and Yuan [25] as a state-of-the-art lightweight linearization for the QAP. As already mentioned before, stronger formulations like RLT1 could not compute any lower bound within the given resources, often because the model size already exceeded the available RAM. We use Gurobi version 8.1 [12] as the underlying solver for both approaches.

We first discuss the impact of the variant choice on one example instance. More specifically, we test the hybrid strategy and the effect of the switch from progressive to conservative at different iterations $\tau$. Figure 2 shows the evolution of lower bounds for $\tau=1, \ldots, 10$. Since naturally the bound evolves faster during the first seconds and minutes, the graph shows a more detailed view on the evolution within this first period. Setting $\tau=1$ leads to using the conservative variant from the beginning while setting $\tau=10$ implies that the strategy switch does not occur within the given time window of 12 h because the model of the last iteration is already too large to be solved efficiently. We observe that as long as the model size is moderately low, the progressive variant achieves better results at every time stamp. However, after roughly 45 min , the model size for this variant already grows notably large so that the next iterations takes quite a long time. After yet another size increase, the ILP solver could not compute an optimal solution within the remaining 10 h . Note that depending on the available resources (time limit and hardware) as well as the particular instance (dimension and sparsity), the critical point at which a switch from the progressive to the conservative variant is valuable varies. Since all our instances are of similar size and sparsity, the critical point for this evaluation is at the 9th iteration.


Fig. 2. The evolution of the lower bound when switching variants for instance N50s. The numbers in the legend describe the iteration at which the switch was triggered.


Fig. 3. The evolution of the lower bounds within 12 h of computation time for instance N50s.

Figure 3 compares the evolution of the lower bounds of our algorithm using only variant 2 , switching after 9 iterations, and the formulation of Xia and Yuan within a total time period of 12 h for the same example instance. It is important to note that the setup time for the Xia-Yuan formulation is around 25 min for every instance because over 10000 linear assignment problems are solved beforehand. Therefore, the first bound for the original QAP is only produced after 25 min .


Fig. 4. Lower and upper bounds for the QAP instances

To avoid visual clutter in the following figures, we only depict the results of the hybrid algorithm switching at the 9th iteration. The lower and upper bounds for all QAP instances are shown in Fig. 4. We ran our hybrid algorithm for one hour and compare it against the formulation of Xia and Yuan after one and 12 h of computation time.

The naming of the test instances is as follows: the first letter describes the set of additional constraints ( N for no additional constraints, and E for fixed punctuation symbols and the fixed symbols è, é, ê, à, and $€$ ). The number in the middle describes the weight (in percent) of the quadratic term in the objective function, and the following letter describes if the capitalized letter of a special character has to be placed on the shifted slot (s) or on any alternative of this slot (r). Note that almost every instance uses a slightly different set of characters because this set constantly changed in committee meetings. The full description of all the different character sets and further details about the data gathering is beyond the scope of this paper and can be found in [9]. Therefore, it occurs that two instances are equally named although they slightly differ in the character set used. In this case, one of the instance names ends with 2 for better differentiation.

We can see that within one hour, we outperform the formulation of Xia and Yuan for every instance independent of its time limit being one hour or 12 h . Although we slightly improved the lower bounds of all instances, this is not the true benefit of our framework. What we really want to emphasize here is how fast we achieve high-quality lower bounds, which is especially important in the practical application of our algorithm. In this highly interactive environment with countless model updates and changes, receiving valuable feedback of an optimization method after only several minutes can greatly improve the dynamics of an expert committee that discusses different proposals and has to decide the next steps towards a final keyboard standard.


Fig. 5. The time we need to exceed the bounds of Xia and Yuan after 1 h and 12 h (in seconds)

We measure the time our algorithm needs to exceed the lower bounds that the Xia-Yuan formulation produces after 1 h and 12 h , respectively. Figure 5 shows that we achieve this goal within several minutes for all instances. In the worst case, it takes 20 min to exceed the 12 h bound of Xia-Yuan. Hence, for every instance, we achieve superior lower bounds within the setup time of 25 min that is needed for the creation of the Xia-Yuan linearization.

### 3.1 Robustness Analysis

To analyze the robustness of our approach, we vary the nonzero values of the quadratic cost matrix with additive noise generated by a normal distribution with 0 mean and standard deviation $\sigma$.

Recall that the quadratic matrix $Q$ is the Kronecker product of the dense matrix $D$ containing the distances between the keys and the sparse matrix $F$ encoding the similarity between the special characters. We only add noise to the entries in $F$ while keeping its entries non-negative. More specifically, consider $f_{i j}>0$ and $\delta_{i j} \sim N(0, \sigma)$, then we set $f_{i j}^{\prime}=f_{i j}+\delta_{i j}$ if $f_{i j}^{\prime}>0$, otherwise we recompute $\delta_{i j}$. Let $\mu$ be the average value of all nonzero entries in the association matrix $A$, then we set $\sigma$ to $10 \%, 50 \%$, and $100 \%$ of $\mu$. For this evaluation, we use the instance N 35 s as a base instance and generate 20 randomly variated instances for each of the three variance values.

Figure 6 shows the boxplots of the time (in seconds) our approach needed to exceed the bound that the Xia-Yuan formulation achieves after 12 h . In every of the 60 instances in total, we exceeded said bound after at most five minutes. Note that the Xia-Yuan formulation has a setup time for around 25 min for instances of this size. This means we can consistently produce high quality bounds during the setup time of the competing approach.


Fig. 6. Boxplots of the time (in seconds) until our approach exceeded the $12 \mathrm{~h} \mathrm{Xia}-$ Yuan bound


Fig. 7. Bounds for 60 randomly variated instances ( 20 each) with variance $\sigma$

Moreover, Fig. 7 shows the lower and upper bounds for the 20 runs each with $\sigma \in\{0.1 \mu, 0.5 \mu, \mu\}$, respectively. We observe that the results of these randomized instances are very consistent with the results of the original evaluation, independent of the variance.

## 4 Conclusion

We presented a lightweight framework for sparse quadratic assignment problems that combines powerful linearization techniques and ideas from columngeneration. It is lightweight in a sense that it can generate good bounds for sparse QAPs of huge size (over 100 items) on a normal laptop. Our algorithm was used in the process of defining the new French keyboard standard. The evaluation, which is based on real data gathered during this standardization process, showed that we can compete with state-of-the-art linearization techniques. We showed that we can produce high quality lower bounds within several minutes, which serves the purpose of almost real-time feedback in such a dynamic interactive optimization process.
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#### Abstract

We consider the traveling salesperson problem in a directed graph. The pyramidal tours with step-backs are a special class of Hamiltonian tours for which the traveling salesperson problem is solved by dynamic programming in polynomial time. The polytope of pyramidal tours with step-backs $\operatorname{PSB}(n)$ is defined as the convex hull of the characteristic vectors of all possible pyramidal tours with step-backs in a complete directed graph. The skeleton of $\operatorname{PSB}(n)$ is the graph whose vertex set is the vertex set of $\operatorname{PSB}(n)$ and the edge set is the set of geometric edges or one-dimensional faces of $\operatorname{PSB}(n)$. The main result of the paper is a necessary and sufficient condition for vertex adjacencies in the skeleton of the polytope $\operatorname{PSB}(n)$ that can be verified in polynomial time.


Keywords: Traveling salesperson problem • Directed graph • Pyramidal tour with step-backs • Polytope • 1-skeleton •
Vertex adjacency

## 1 Introduction

We consider a classic asymmetric traveling salesperson problem: for a given complete weighted digraph $D_{n}=(V, E)$ it is required to find a Hamiltonian tour of minimum weight. We denote by $H T_{n}$ the set of all Hamiltonian tours in $D_{n}$. With each Hamiltonian tour $x \in H T_{n}$ we associate a characteristic vector $x^{v} \in \mathbb{R}^{E}$ by the following rule:

$$
x_{e}^{v}= \begin{cases}1, & \text { if an edge } e \in E \text { is contained in the tour } x \\ 0, & \text { otherwise }\end{cases}
$$

The polytope

$$
\operatorname{ATSP}(n)=\operatorname{conv}\left\{x^{v} \mid y \in H T_{n}\right\}
$$

is called the asymmetric traveling salesperson polytope.
The skeleton of a polytope $P$ (also called 1-skeleton) is the graph whose vertex set is the vertex set of $P$ (the characteristic vectors $x^{v}$ for the traveling salesperson problem) and edge set is the set of geometric edges or one-dimensional faces of $P$. Many papers are devoted to the study of 1-skeletons associated with
combinatorial problems. On the one hand, the vertex adjacencies in 1-skeleton are of great interest for the development of algorithms to solve problems based on local search technique (when we choose the next solution as the best one among adjacent solutions). For example, various algorithms for perfect matching, set covering, independent set, a ranking of objects, problems with fuzzy measures, and many others are based on this idea $[1,3,10,11,13]$. On the other hand, some characteristics of 1-skeleton of the problem, such as the diameter and the clique number, estimate the time complexity for different computation models and classes of algorithms [4,5,9,15].

However, for such combinatorial problems as a knapsack, a set partition and set covering, an integer programming, a leaf-constrained and degree-constrained minimum spanning tree, a connected $k$-factor and some others already the question whether two vertices in 1-skeleton are adjacent is an NP-complete problem [ $8,17,22]$. Historically, the first result of this type was obtained by Papadimitriou for the traveling salesperson polytope.

Theorem 1 (Papadimitriou, [19]). The question whether two vertices of the polytope $\operatorname{ATSP}(n)$ are nonadjacent is NP-complete.

In this regard, the study of 1 -skeleton of the traveling salesperson problem has shifted to the study of individual faces of the polytope [20,21], the polytopes of related problems [2], as well as the polytopes of special cases of the traveling salesperson problem. In particular, for the polytope of the pyramidal tours, it was established that the verification of the vertex adjacency in 1-skeleton can be performed in linear time $[6,7]$.

In this paper, we consider a 1-skeleton of a wider class of the pyramidal tours with step-backs.

## 2 Pyramidal Tours with Step-Backs

We suppose that the cities are labeled from 1 to $n$. Let $\tau$ be a Hamiltonian tour. We denote the successor of $i$-th city as $\tau(i)$. For any natural $k$, we denote the $k$-th successor of $i$ as $\tau^{k}(i)$, the $k$-th predecessor of $i$ as $\tau^{-k}(i)$.

The city $i$ satisfying $\tau^{-1}(i)<i$ and $\tau(i)<i$ is called a peak.
A pyramidal tour is a Hamiltonian tour with only one peak $n$.
A step-back peak (Fig. 1) is the city $i$, such that either

$$
\tau^{-1}<i, \tau(i)=i-1 \text { and } \tau^{2}(i)>i
$$

or

$$
\tau^{-2}>i, \tau^{-1}(i)=i-1 \text { and } \tau(i)<i
$$

A proper peak is a peak $i$ which is not a step-back peak. A pyramidal tour with step-backs is a Hamiltonian tour with exactly one proper peak $n$.

Traveling salesperson problem on pyramidal tours is one of the most studied polynomial special cases of the problem [14]. A more general class of pyramidal tours with step-backs was introduced in [12]. These tours are of interest, since, on


Fig. 1. A step-back in ascending and descending order
the one hand, the minimum cost pyramidal tour with step-backs can be found in $O\left(n^{2}\right)$ time by dynamic programming, and, on the other hand, there are known restrictions on the distance matrix that guarantee the existence of an optimal tour that is pyramidal with step-backs [12].

A generalization of pyramidal tours with step-backs is the class of quasipyramidal tours for which the traveling salesperson problem is fixed-parameter tractable [16, 18].

We denote by $P S B T_{n}$ the set of all pyramidal tours with step-backs in the complete digraph $D_{n}=(V, E)$. With each pyramidal tour with step-backs $x \in$ $P S B T_{n}$ we associate a characteristic vector $x^{v} \in \mathbb{R}^{E}$ by the following rule:

$$
x_{e}^{v}= \begin{cases}1, & \text { if an edge } e \in E \text { is contained in the tour } x \\ 0, & \text { otherwise }\end{cases}
$$

The polytope

$$
\operatorname{PSB}(n)=\operatorname{conv}\left\{x^{v} \mid x \in P S B T_{n}\right\}
$$

is called the polytope of pyramidal tours with step-backs.
Besides we use a special encoding to represent the pyramidal tours with stepbacks. With each tour $x \in P S B T_{n}$ we associate an encoding vector $x^{0,1, s b}$ of length $n-2$, each coordinate corresponds to a city from 2 to $n-1$, by the following rule:

$$
x_{i}^{0,1, s b}= \begin{cases}1, & \text { if } i \text { is visited by } x \text { in ascending order } \\ \overleftarrow{11}, & \text { if } i \text { is a step-back peak in ascending order } \\ 0, & \text { if } i \text { is visited by } x \text { in descending order } \\ \overrightarrow{00}, & \text { if } i \text { is a step-back peak in descending order }\end{cases}
$$

Note that a step-back peak $i$ also involves the previous coordinate $i-1$. An example of a pyramidal tour with step-backs and the corresponding encoding vector $x^{0,1, s b}$ is shown in Fig. 2.

We denote by $x_{[i, j]}^{0,1, s b}$ a fragment of encoding on coordinates from $i$ to $j$. The superscript indicates what we consider in the encoding: descending order (0), ascending order (1), or step-backs $(s b)$. For example, $x_{[i, j]}^{1, s b}$ means a fragment of


Fig. 2. An example of a tour and the corresponding encoding
the encoding only in ascending order taking into account step-backs; $x_{[i, j]}^{0,1}-\mathrm{a}$ fragment of the encoding disregarding step-backs, etc.

## 3 Auxiliary Statements

We denote by $x \cup y$ a multigraph that contains all edges of both tours $x$ and $y$.
Lemma 1 (Sufficient condition for nonadjacency). Given two tours $x$ and $y$, if the multigraph $x \cup y$ includes a pair of other complementary pyramidal tours with step-backs, then the corresponding vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{PSB}(n)$ are not adjacent.

Proof. Let two complementary pyramidal tours with step-backs $z$ and $t$ be composed from the edges of $x$ and $y$, then for the corresponding vertices the following equality takes place:

$$
\begin{equation*}
x^{v}+y^{v}=z^{v}+t^{v} . \tag{1}
\end{equation*}
$$

We divide the equality (1) by 2 and obtain that the segment $\left[x^{v}, y^{v}\right]$ intersects with the segment $\left[z^{v}, t^{v}\right]$. Therefore, the vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{PSB}(n)$ are not adjacent.

Lemma 2 (Necessary condition for nonadjacency). If the vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{PSB}(n)$ are not adjacent, then the multigraph $x \cup y$ includes at least two pyramidal tours with step-backs other than $x$ and $y$.

Proof. Let the vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{PSB}(n)$ be not adjacent, then the segment $\left[x^{v}, y^{v}\right]$ intersects with the convex hull of some of the remaining vertices of the polytope $\operatorname{PSB}(n)$ :

$$
\begin{gather*}
\alpha x^{v}+(1-\alpha) y^{v}=\beta_{1} z_{1}^{v}+\ldots+\beta_{m} z_{m}^{v}, \\
\forall i: \beta_{i}>0 \text { and } \beta_{1}+\ldots+\beta_{m}=1 . \tag{2}
\end{gather*}
$$

Note that $m \geq 2$, since the segment connecting two vertices of a convex polytope cannot intersect a third vertex. If at least one tour $z_{i}$ includes an edge $e$ that does not belong to the multigraph $x \cup y$, then the equality (2) is violated in the coordinate corresponding to the edge $e$.

Lemma 3. Let $x$ and $y$ be two pyramidal tours with step-backs. Suppose that there are two edges $e_{x}$ of $x$ and $e_{y}$ of $y$ that no pyramidal tour with step-backs can include both edges $e_{x}$ and $e_{y}$ at the same time. Let the corresponding vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{PSB}(n)$ be not adjacent. Then the convex combination of the remaining vertices of $\operatorname{PSB}(n)$, that coincides with the convex combination of $x^{v}$ and $y^{v}$, cannot include with a nonzero coefficient any vertex corresponding to the tour without at least one edge of the pair $e_{x}$ and $e_{y}$.

Proof. Since the vertices $x^{v}$ and $y^{v}$ are not adjacent, their convex hull intersects with the convex hull of the remaining vertices of the polytope $\operatorname{PSB}(n)$ :

$$
\begin{gather*}
\alpha x^{v}+(1-\alpha) y^{v}=\sum \beta_{i} z_{i}^{v}+\sum \beta_{j, x} z_{j, x}^{v}+\sum \beta_{k, y} z_{k, y}^{v},  \tag{3}\\
\sum \beta_{i}+\sum \beta_{j, x}+\sum \beta_{k, y}=1,
\end{gather*}
$$

where $z_{j, x}$ are all pyramidal tours with step-backs, containing the edge $e_{x}$, and $z_{j, y}$ are all pyramidal tours with step-backs, containing the edge $e_{y}$. The remaining tours $z_{i}$ do not contain edges $e_{x}$ and $e_{y}$, and no pyramidal tour with stepbacks can include both edges $e_{x}$ and $e_{y}$ at the same time. The equality (3) in the coordinates, corresponding to $e_{x}$ and $e_{y}$, takes the form of a system

$$
\left\{\begin{array}{l}
\alpha=\sum \beta_{j, x} \\
1-\alpha=\sum \beta_{k, y}
\end{array}\right.
$$

Therefore, $\sum \beta_{i}=0$.

## 4 Necessary and Sufficient Condition for Adjacency

We consider 12 blocks of the following form (a wavy line means that the corresponding coordinate can either contain a step-back or not):

$$
\begin{aligned}
& U_{11}=\left\langle\begin{array}{l}
1 \\
1
\end{array}\right\rangle, U_{00}=\left\langle\begin{array}{l}
0 \\
0
\end{array}\right\rangle, U_{1111}=\left\langle\begin{array}{cc}
\overleftarrow{1} 1 \\
\overleftarrow{1} 1
\end{array}\right\rangle, U_{0000}=\left\langle\begin{array}{ll}
\overrightarrow{0} 0 \\
\begin{array}{ll}
0 & 0
\end{array}
\end{array}\right\rangle, \\
& L_{1110}=\left\langle\begin{array}{ll}
\overleftarrow{1} & 1 \\
1 & \tilde{0}
\end{array}\right\rangle, L_{1011}=\left\langle\begin{array}{cc}
1 & \tilde{0} \\
\overleftarrow{1} & 1
\end{array}\right\rangle, L_{0001}=\left\langle\begin{array}{ll}
\overrightarrow{0} & 0 \\
0 & \tilde{1}
\end{array}\right\rangle, L_{0100}=\left\langle\begin{array}{ll}
\left.\begin{array}{ll}
0 & \tilde{1} \\
\hline 0 & 0
\end{array}\right\rangle, ~
\end{array}\right. \\
& R_{1101}=\left\langle\begin{array}{cc}
\overleftarrow{I} & 1 \\
\tilde{0} & 1
\end{array}\right\rangle, R_{0111}=\left\langle\begin{array}{cc}
\tilde{0} & 1 \\
\overleftarrow{1} & 1
\end{array}\right\rangle, R_{0010}=\left\langle\begin{array}{ll}
\overrightarrow{0} & 0 \\
\tilde{1} & 0
\end{array}\right\rangle, R_{1000}=\left\langle\begin{array}{cc}
\tilde{1} & 0 \\
\hline 0 & 0
\end{array}\right\rangle \text {. }
\end{aligned}
$$

Theorem 2. Vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{PSB}(n)$ are not adjacent if and only if the following conditions are satisfied.

- There exists a city $i$ (called a left block) such that the tours $x$ and $y$ on the coordinate $i$ (coordinates $i$ and $i+1$ for double blocks) have the form of $U, L$, or $i=1$.
- There exists a city $j$ (called a right block) such that the tours $x$ and $y$ on the coordinate $j$ (coordinates $j-1$ and $j$ for double blocks) have the form of $U, R$, or $j=n$.
We denote by $i_{a}$ the first city after the left block: $i_{a}=i+1$ for single blocks and $i_{a}=i+2$ for double blocks. We denote by $j_{b}$ the last city before the right block: $j_{b}=i-1$ for single blocks and $j_{b}=j-2$ for double blocks.
Two blocks cut the encoding of the tours into three parts: the left (less than $i_{a}$ ), the central (from $i_{a}$ to $j_{b}$ ) and the right (larger than $j_{b}$ ).
- In the central part, the coordinates of $x^{0,1}$ and $y^{0,1}$ completely coincide: $x_{\left[i_{a}, j_{b}\right]}^{0,1}=y_{\left[i_{a}, j_{b}\right]}^{0,1}$.
We say that two tours
- differ in the left part if $x_{\left[1, i_{a}-1\right]}^{0,1, s b} \neq y_{\left[1, i_{a}-1\right]}^{0,1, s b}$,
- differ in the right part if $x_{\left[j_{b}+1, n\right]}^{0,1, s b} \neq y_{\left[j_{b}+1, n\right]}^{0,1, s b}$,
- differ in the central part in ascending order if $x_{\left[i_{a}, j_{b}\right]}^{1, s b} \neq y_{\left[i_{a}, j_{b}\right]}^{1, s}$,
- differ in the central part in descending order if $x_{\left[i_{a}, j_{b}\right]}^{0,, s b} \neq y_{\left[i_{a}, j_{b}\right]}^{0, s b}$.

The remaining conditions are divided into four cases depending on the values of $x_{i}^{0,1}$ and $x_{j}^{0,1}$.

1. If $x_{i}^{0,1}=x_{j}^{0,1}=1$, then the tours differ

- in the central part in ascending order;
- in the left part, or in the central part in descending order, or in the right part.

2. If $x_{i}^{0,1}=x_{j}^{0,1}=0$, then the tours differ

- in the central part in descending order;
- in the left part, or in the central part in ascending order, or in the right part.

3. If $x_{i}^{0,1}=1, x_{j}^{0,1}=0$, then the tours differ

- in the central part in ascending order or in the right part;
- in the central part in descending order or in the left part.

4. If $x_{i}^{0,1}=0, x_{j}^{0,1}=1$, then the tours differ

- in the central part in descending order or in the right part;
- in the central part in ascending order or in the left part.

Cities 1 and $n$ can be considered in the encoding as visited in ascending or descending order, if required.

Proof. Necessity. Let the vertices $x^{v}$ and $y^{v}$ of $\operatorname{PSB}(n)$ be not adjacent, then by Lemma 2 there exists a pyramidal tour with step-backs $z \subset x \cup y$, different from $x$ and $y$, such that the vertex $z^{v}$ is in a convex combination

$$
\alpha x^{v}+(1-\alpha) y^{v}=\beta z^{v}+\sum \beta_{i} z_{i}
$$

with a nonzero coefficient.
We choose the city $i$ with the smallest number such that $z$ enters $i$ along an edge of the tour $x$, and leaves along an edge of the tour $y$. We choose the city $j$ with the smallest number such that $z$ enters $j$ along an edge of the tour $y$, and


Fig. 3. Transition $1 \rightarrow 0$ (cases 1 (a) and (b))
leaves along an edge of the tour $x$. By construction, the tour $z$ contains edges of both $x$ and $y$, therefore such cities exist.

Part 1. Let us prove that the city $i$ (city $j$ ) cannot be visited by the tours $x$ and $y$ in opposite orders. Without loss of generality, we consider the case when the city $i$ is visited by $z$ and $x$ in ascending order, and by $y$ in descending order. The remaining cases are treated similarly since they are completely symmetric.

Let us consider an edge $e_{i, y}$ of the tour $y$ that leaves $i$ and is included in the tour $z$. It can lead either to a city with a smaller number or to a city with a larger number.

1. Let the edge $e_{i, y}$ lead to a city with a smaller number. However, the edge $e_{i, y}$ is a part of $z$ in ascending order. The only possible option is that $e_{i, y}$ is an edge of the form $(i-1) \leftarrow(i)$ that will be a step-back in ascending order of the tour $z$. In the multigraph $x \cup y$ there are two edges leaving $i-1$ : $e_{i-1, x}$ of $x$ and $e_{i-1, y}$ of $y$. The edge $e_{i-1, y}$ leads to a city with a smaller number, since $i-1$ is visited by $y$ in descending order. Thus, it cannot be a part of $z$, otherwise, $z$ is not a pyramidal tour with step-backs. Therefore, $z$ can go only along the edge $e_{i-1, x}$ to a city with a larger number. Since the cities $i-1$ and $i$ are visited by $x$ in ascending order, only two configurations are possible (the city $i$ is in bold):

$$
\text { (a) }\left\langle\begin{array}{ll}
1 & \mathbf{1} \\
0 & \mathbf{0}
\end{array}\right\rangle, \text { (b) }\left\langle\begin{array}{lll}
1 & \overleftarrow{\mathbf{1}} & 1 \\
0 & \mathbf{0}
\end{array}\right\rangle \text {. }
$$

In both of them, the tour $z$ goes to a city that has already been passed before: (a) $i$ (b) $i+1$ (Fig. 3).

Hereinafter, unless stated otherwise, the following notation is used in the figures: solid edges - edges of $z$, dashed - edges of $(x \cup y) \backslash z$, dotted - transitions of $z$ between edges of $x$ and $y$.
2. Let the edge $e_{i, y}$ lead to a city with a larger number. However, $e_{i, y}$ is a part of $y$ in descending order. Consequently, this is an edge of the form $(i) \rightarrow(i+1)$ that was a step-bask of $y$. The next edge of $z$ has to go to a city with a larger number since we cannot return to $i$. Two edges $e_{i+1, y}$ of $y$ and $e_{i+1, x}$ of $x$ leave the city $i+1$. The edge $e_{i+1, y}$ is directed to a city with a smaller
number, since $i+1$ is visited by $y$ in descending order. Therefore, $z$ can go only along the edge $e_{i+1, x}$. We consider the possible configurations:
(a) $\left\langle\begin{array}{ll}\mathbf{1} & 1 \\ \mathbf{0} & \mathbf{0}\end{array}\right\rangle$,
(b) $\left\langle\begin{array}{lll}1 & \overleftrightarrow{1} & 1 \\ \begin{array}{llll}\mathbf{0} & 0\end{array}\end{array}\right\rangle$,
(c) $\left\langle\begin{array}{lll}\mathbf{1} & \overrightarrow{0} & \overrightarrow{0} \\ \overrightarrow{0} & \overrightarrow{0} & \end{array}\right\rangle$,
(d) $\left\langle\begin{array}{lll}\overleftarrow{1} & \mathbf{1} & 1 \\ & \begin{array}{l}\mathbf{0}\end{array} & 0\end{array}\right\rangle$,
(e) $\left\langle\begin{array}{cccc}\overleftarrow{1} & \mathbf{1} & \overleftarrow{1} & 1 \\ & \overline{\mathbf{0}} & \mathbf{0}\end{array}\right\rangle$,
(f) $\left\langle\begin{array}{cccc}\overleftarrow{1} & \mathbf{1} & \overrightarrow{0} & 0 \\ & \overrightarrow{0} & 0 & \end{array}\right\rangle$.
(a) Transitions in cities $i$ and $i+1$ between tours $x$ and $y$ do not make sense, since the edge $(i) \rightarrow(i+1)$ is included in both tours (Fig. 4).
(b) We consider the edges $(i) \rightarrow(i+2)$ of $x$ and $(i) \leftarrow(i+r)$ of $y$ (Fig.4). None of them is included in $z$. The edge $(i) \rightarrow(i+2)$ cannot be a part of descending order, the edge $(i) \leftarrow(i+r)$ cannot be a part of ascending order. Therefore, no pyramidal tour with step-backs can contain both edges at the same time. By Lemma 3, the vertex $z^{v}$ cannot be included in a convex combination that coincides with a convex combination of $x^{v}$ and $y^{v}$ with a nonzero coefficient. We got a contradiction.
(c) We consider the edges $(i-r) \leftarrow(i+2)$ of $x$ and $(i-s) \leftarrow(i+1)$ of $y$ (Fig. 5). None of them is included in $z$ since the cities $i+1$ and $i+2$ are visited in ascending order. However, only these two edges lead from cities with numbers greater than $i$ to cities with numbers less than $i$. The tour $z$ cannot return to the city 1 . We got a contradiction.
a)

b)


Fig. 4. Transition $1 \rightarrow 0$ (cases 2 (a) and (b))


Fig. 5. Transition $1 \rightarrow 0$ (cases 2 (c) and (d))
(d) We consider the edges $(i-1) \rightarrow(i+1)$ of $x$ and $(i-r) \leftarrow(i+1)$ of $y$ (Fig. 5). As in case (b), these two edges are not included in $z$ and no pyramidal tour with step-backs can contain both these edges at the same time. By Lemma 3, we got a contradiction.
(e) The configuration has the form shown in Fig. 6 (the edges of $z$ are solid). We consider the edge $e_{i-1, y}$ of $y$ that leaves the city $i-1$.

- Let the edge $e_{i-1, y}$ be directed to a city with a larger number. Suppose that there exists a pyramidal tour with step-backs $t$ that contains both the edges $(i+1) \leftarrow(i+2)$ and $(i) \leftarrow(i+s)$ that are not included in $z$ (Fig. 7, the edges of $t$ are solid). There are two edges from $i$ : $(i) \rightarrow(i+1)$ and $(i-1) \leftarrow(i)$. The edge $(i) \rightarrow(i+1)$ cannot be part of $t$, since in this case two edges $(i) \rightarrow(i+1)$ and $(i+1) \leftarrow(i+2)$ of $t$ enter the city $i+1$. Therefore, the edge $(i-1) \leftarrow(i)$ is a part of $t$, and the cities $i-1$ and $i$ are visited by $t$ in descending order. However, both edges leaving the city $i-1$ are directed to the cities with numbers at least $i+1$. Thus, no pyramidal tour with step-backs $t$ can contain both edges $(i+1) \leftarrow(i+2)$ and $(i) \leftarrow(i+s)$ that are not included in $z$. By Lemma 3, we got a contradiction.
- Let the edge $e_{i-1, y}$ be directed to a city with a smaller number. Suppose that there exists a pyramidal tour with step-backs $t$ that contains both the edges $(i-1) \leftarrow(i)$ and $(i-r) \leftarrow(i+1)$ that are not included in $z$ (Fig. 8, the edges of $t$ are solid). There are two edges directed to $i+1:(i) \rightarrow(i+1)$ and $(i+1) \leftarrow(i+2)$. The edge $(i) \rightarrow(i+1)$ cannot be part of $t$, since in this case two edges $(i) \rightarrow(i+1)$ and $(i-1) \leftarrow(i)$ of $t$ leave the city $i$. Therefore, the edge $(i+1) \leftarrow(i+2)$ is a part of $t$ and the cities $i+1$ and $i+2$ are visited by $t$ in descending order. In this case, the tour $t$ has the edge $(i-p) \leftarrow(i-1)$ of two edges that leave the city $i-1$. Consequently, the cities $i$ and $i-1$ are also visited in descending order. However, no pyramidal tour with step-backs can go along the edges $(i+1) \leftarrow(i+2)$ and $(i-r) \leftarrow(i+1)$ and visit the city $i$ in descending order. Thus, no pyramidal tour with step-backs $t$ can contain both the edges $(i-1) \leftarrow(i)$ and $(i-r) \leftarrow(i+1)$ that are not included in $z$. By Lemma 3, we got a contradiction.
(f) Similar to the case (c) there are only three edges: $(i-1) \leftarrow(i),(i-r) \leftarrow$ $(i+2)$, and $(i-s) \leftarrow(i+1)$ that lead to the cities with numbers less than $i$ (Fig. 9), and none of them are included in $z$. The tour $z$ cannot return to the city 1 . We got a contradiction.

Thus, if the tour $z$ enters the city $i$ along an edge of $x$ and leaves along an edge of $y$, or vice versa, then $i$ is visited by $x$ and $y$ in the same order. Since from the city 1 there are only edges leading to the cities that are visited in ascending order by $x$ and $y$, the tour $z$ in ascending order includes only edges of ascending orders of $x$ and $y$, in descending order - only edges of descending orders.

Part 2. Let us prove that transitions between the edges of $x$ and $y$ can only be performed by blocks $U, L, R$ from the statement of the theorem. Without loss of generality, we assume that the city $i$ is visited by $x$ and $y$ in ascending order


Fig. 6. Transition $1 \rightarrow 0$ (case $2(e)$ )


Fig. 7. Case 2 (e), $e_{i-1, y}$ is directed to a city with a larger number


Fig. 8. Case 2 (e), $e_{i-1, y}$ is directed to a city with a smaller number


Fig. 9. Transition $1 \rightarrow 0$ (case 2 (f))
$\left(x_{i}^{0,1}=y_{i}^{0,1}=1\right)$. The case $x_{i}^{0,1}=y_{i}^{0,1}=0$ is treated similarly. We consider the possible configurations:
(a) $\left\langle\begin{array}{l}1 \\ 1\end{array}\right\rangle$,
(b) $\left\langle\frac{1}{\overleftarrow{1} 1}\right\rangle$,
(c) $\left\langle\begin{array}{l}1 \\ 1 \quad 1\end{array}\right.$,
(d) $\left\langle\begin{array}{ll}\overleftarrow{1} & 1 \\ 1 & 1\end{array}\right\rangle$,
(e) $\left\langle\begin{array}{lr}\overleftarrow{1} 1 \\ 1\end{array}\right\rangle$,
(f) $\left\langle\begin{array}{|c}\overleftarrow{1} 1 \\ 1\end{array}\right\rangle$,
(g) $\left\langle\begin{array}{|}\overleftarrow{1} 1\end{array}\right\rangle$,
(h) $\left\langle\begin{array}{lll}1 & 1 \\ & \overleftarrow{1} 1\end{array}\right\rangle$.
(a) The transition has the form of a block $U_{11}$.
(b) Suppose that the city $i+1$ is visited by $x$ in ascending order $\left(x_{i+1}^{0,1}=1\right)$ :

$$
\text { (b1) }\left\langle\begin{array}{ll}
1 & 1 \\
\overleftarrow{1} & 1
\end{array}\right\rangle,(\mathrm{b} 2)\left\langle\begin{array}{lll}
1 & \overleftarrow{1} & 1 \\
\overleftarrow{1} & 1
\end{array}\right\rangle
$$

In the case (b1) none of the edges entering the city $i+1$ was included in the tour $z$, therefore, $z$ cannot be a Hamiltonian tour.
In the case (b2), the tour $z$ can visit the city $i+1$ only along the edge $(i+1) \leftarrow(i+2)$ of $x$. At the same time, $z$ can enter the city $i+2$ only along an edge of the tour $y$ in ascending order:

$$
\text { (b21) }\left\langle\begin{array}{lll}
1 & \overleftarrow{1} & 1 \\
\overleftarrow{1} & 1 & 1
\end{array}\right\rangle,(\mathrm{b} 22)\left\langle\begin{array}{lll}
1 & \overleftarrow{1} & 1 \\
\overleftarrow{1} & 1 & \overleftarrow{1}
\end{array}\right\rangle
$$

In the case (b21), transition between the tours $x$ and $y$ does not make sense, since the edge $(i) \rightarrow(i+2)$ is contained in both tours (Fig. 10). The case (b22) contains a transition of the configuration (g), the impossibility of which will be considered separately.
Thus, the city $i+1$ can be visited by $x$ only in descending order $\left(x_{i+1}^{0,1}=0\right)$. The transition has the form of a block:

$$
L_{1011}=\left\langle\begin{array}{cc}
1 & \tilde{0} \\
\overleftarrow{1} & 1
\end{array}\right\rangle .
$$

(c, d, e) Similar to configuration (b), the transitions have the form of the blocks $R_{0111}, R_{1101}$, and $L_{1110}$.
(f) The transition has the form of a block $U_{1111}$.
(g) The tour $z$ enters the city $i$ by the edge $(i) \leftarrow(i+1)$ of $x$ and leaves by the edge $(i-1) \leftarrow(i)$ of $y$. A pyramidal tour with step-backs cannot contain both these edges in ascending order since this is a double stepback (Fig. 10).
(h) The edges $(i-1) \leftarrow(i)$ and $(i) \leftarrow(i+1)$ are not included in $z$ and no pyramidal tour with step-backs can contain both these edges at the same time (Fig. 11). By Lemma 3, we got a contradiction.

Thus, the transition between the edges of $x$ and $y$ is possible only at blocks $U, L, R$ from the statement of the theorem. Besides, it can be done at cities 1 and $n$ which can be considered as universal blocks.


Fig. 10. Transition $1 \rightarrow 1$ (cases (b21) and (g))


Fig. 11. Transition $1 \rightarrow 1$ (case (h))

Part 3. Let us prove that the remaining conditions of the theorem are satisfied. By construction, $i$ is the city with the smallest number, such that $z$ enters $i$ by an edge of $x$ and leaves by an edge of $y, j$ is the city with the smallest number, such that $z$ enters $j$ by an edge of $y$ and leaves by an edge of $x$.

The coordinates $x_{i}^{0,1}$ and $x_{j}^{0,1}$ can take one of the four combinations of the values 0 and 1 that are described in the statement of the theorem. Without loss of generality we assume that $i<j$ and $x_{i}^{0,1}=1$, other cases are treated similarly.

Since $i$ and $j$ are the cities with the smallest numbers where the tour $z$ makes transitions between edges of $x$ and $y$, the traversal diagram has the form shown in Fig. 12. In particular, the tour $z$ visits $i-1$ by the edges of $x$.


Fig. 12. The traversal diagram of the tour $z$ if $i<j$

First, we prove that transition at $i$ has the form of a left block $U$ or $L$. Suppose the contrary, then the block has one of two possible forms:

$$
R_{1101}=\left\langle\begin{array}{ll}
\overleftarrow{亡} & 1 \\
\tilde{0} & 1
\end{array}\right\rangle, R_{0111}=\left\langle\begin{array}{cc}
\tilde{0} & 1 \\
\overleftarrow{1} & 1
\end{array}\right\rangle
$$

In the case of $R_{1101}$, the tour $z$ skips the city $i-1$ in ascending order, since the edge $(i-1) \leftarrow(i)$ of $x$ is not a part of $z$, and then again skips $i-1$ in descending order. In the case of $R_{0111}$, the tour $z$ visits the city $i-1$ in ascending order, since this time $(i-1) \leftarrow(i)$ of $y$ is a part of $z$, and then again visits $i-1$ in descending order. In both cases, the tour is not Hamiltonian. Similarly, we can prove that the transition at $j$ cannot have the form of a left block $L$.

We denote by $i_{a}$ the first city after the left block: $i_{a}=i+1$ for single blocks and $i_{a}=i+2$ for double blocks. We denote by $j_{b}$ the last city before the right block: $j_{b}=i-1$ for single blocks and $j_{b}=j-2$ for double blocks.

Therefore, by construction, in the central part between the blocks, the tour $z$ in ascending order goes along the edges of $y: z_{\left[i_{a}, j_{b}\right]}^{1, s b}=y_{\left[i_{a}, j_{b}\right]}^{1, s b}$, in descending order - along the edges of $x: z_{\left[i_{a}, j_{b}\right]}^{0, s b}=x_{\left[i_{a}, j_{b}\right]}^{0, s b}$. While on the left side $z$ moves along the edges of $x$ in both directions: $z_{\left[1, i_{a}-1\right]}^{0,1, s b}=x_{\left[1, i_{a}-1\right]}^{0,1, s b}$ (Fig. 12).

We combine the conditions for the central part:

$$
\left\{\begin{array}{l}
z_{\left[i_{a}, j_{b}\right]}^{1, s b}=y_{\left[i_{a}, j_{b}\right]}^{1, s b}, \\
z_{\left[i_{a}, j_{b}\right]}^{0, s b}=x_{\left[i_{a}, j_{b}\right]}^{0, s b}
\end{array} \quad \Rightarrow \quad x_{\left[i_{a}, j_{b}\right]}^{0,1}=y_{\left[i_{a}, j_{b}\right]}^{0,1}\right.
$$

Indeed, if for at least one city in the central part the coordinates of $x_{\left[i_{a}, j_{b}\right]}^{0,1}$ and $y_{\left[i_{a}, j_{b}\right]}^{0,1}$ do not match, then the tour $z$ will either skip this city or visit it twice.

1. If $x_{j}^{0,1}=1$, then both cities $i$ and $j$ are visited by $x, y, z$ in ascending order. We verify the remaining conditions of the theorem.

- If the first condition is not satisfied:

$$
x_{\left[i_{a}, j_{b}\right]}^{1, s b}=y_{\left[i_{a}, j_{b}\right]}^{1, s b}=z_{\left[i_{a}, j_{b}\right]}^{1, s b},
$$

then the transitions at the cities $i$ and $j$ do not make sense, since all the edges of $y$ that are part of $z$ as a result are also contained in the tour $x$.

- If the second condition is not satisfied:

$$
\left\{\begin{array}{l}
x_{\left[i_{a}, j_{b}\right]}^{0, s b}=y_{\left[i_{a}, j_{b}\right]}^{0, s b}=z_{\left[i_{a}, j_{b}\right]}^{0, s}, \\
x_{\left[1, i_{a}-1\right]}^{0,1, s b}=y_{\left[1, i_{a}-1\right]}^{0,1, s b}=z_{\left[1, i_{a}-1\right]}^{0,1, s b}, \\
x_{\left[j_{b}+1, n\right]}^{0,1, s b}=y_{\left[j_{b}+1, n\right]}^{0,1, s b}=z_{\left[j_{b}+1, n\right]}^{0,1, s b},
\end{array}\right.
$$

then the tour $z$ completely coincides with the tour $y$.
2. If $x_{j}^{0,1}=0$, then the city $i$ is visited by $x, y, z$ in ascending order, the city $j$ - in descending order. We verify the remaining conditions of the theorem.

- If the first condition is not satisfied:

$$
\left\{\begin{array}{l}
x_{\left[i_{a}, j_{b}\right]}^{1, s b}=y_{\left[i_{a}, j_{b}\right]}^{1, s b}=z_{\left[i_{a}, j_{b}\right]}^{1, s}, \\
x_{\left[j_{b}+1, n\right]}^{0,1, s b}=y_{\left[j_{b}+1, n\right]}^{0,1, s b}=z_{\left[j_{b}+1, n\right]}^{0,1, s b}
\end{array}\right.
$$

then the tour $z$ completely coincides with the tour $x$.

- If the second condition is not satisfied:

$$
\left\{\begin{array}{l}
x_{\left[i_{a}, j_{b}\right]}^{0, s b}=y_{\left[i_{a}, j_{b}\right]}^{0, s b}=z_{\left[i_{a}, j_{b}\right]}^{0, s b}, \\
x_{\left[1, i_{a}-1\right]}^{0,1, s b}=y_{\left[1, i_{a}-1\right]}^{0,1, s b}=z_{\left[1, i_{a}-1\right]}^{0,1, s b},
\end{array}\right.
$$

then the transitions at the cities $i$ and $j$ do not make sense, since all the edges of $x$ that are part of $z$ as a result are also contained in the tour $y$.

Thus, if the vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{PSB}(n)$ are not adjacent, then the conditions of the theorem are satisfied.

Sufficiency. Suppose that sufficient conditions of the theorem are satisfied. We consider the pyramidal tour with step-backs $z$, constructed as described in Table 1, and the pyramidal tour with step-backs $t$, constructed as $t=(x \cup y) \backslash z$. The multigraph $x \cup y$ includes a pair of complementary pyramidal tours with step-backs $z$ and $t$, different from $x$ and $y$. Thus, by Lemma 1 the vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{PSB}(n)$ are not adjacent. Examples of the first and third sufficient conditions are shown in Fig. 13.

Table 1. Construction of the tour $z$

| 1. If $x_{i}^{0,1}=x_{j}^{0,1}=1$, then $z_{k}^{0,1, s b}= \begin{cases}x_{k}^{0,1, s b}, & \text { if } k<i_{a}, \\ y_{k}^{1, s b}, & \text { if } i_{a} \leq k \leq j_{b}, \\ x_{k}^{0, s b}, & \text { if } i_{a} \leq k \leq j_{b}, \\ x_{k}^{0,1, s b}, & \text { if } k>j_{b} .\end{cases}$ | 2. If $x_{i}^{0,1}=x_{j}^{0,1}=0$, then $z_{k}^{0,1, s b}= \begin{cases}x_{k}^{0,1, s b}, & \text { if } k<i_{a}, \\ x_{k}^{1, s b}, & \text { if } i_{a} \leq k \leq j_{b}, \\ y_{k}^{0, s b}, & \text { if } i_{a} \leq k \leq j_{b}, \\ x_{k}^{0,1, s b}, & \text { if } k>j_{b} .\end{cases}$ |
| :---: | :---: |
| 3. If $x_{i}^{0,1}=1, x_{j}^{0,1}=0$, then $z_{k}^{0,1, s b}= \begin{cases}x_{k}^{0,1, s b}, & \text { if } k<i_{a}, \\ y_{k}^{1, s b}, & \text { if } i_{a} \leq k \leq j_{b}, \\ x_{k}^{0, s b}, & \text { if } i_{a} \leq k \leq j_{b}, \\ y_{k}^{0,1, s b}, & \text { if } k>j_{b} .\end{cases}$ | $z_{k}^{0,1, s b}= \begin{cases}x_{k}^{0,1, s b}, & \text { if } k<i_{a}, \\ x_{k}^{1, s b}, & \text { if } i_{a} \leq k \leq j_{b}, \\ y_{k}^{0, s b}, & \text { if } i_{a} \leq k \leq j_{b}, \\ y_{k}^{0,1, s b}, & \text { if } k>j_{b} .\end{cases}$ |



Fig. 13. Examples of first and third sufficient conditions

Theorem 3. The question whether two vertices of the polytope $\operatorname{PSB}(n)$ are adjacent can be verified in polynomial time.

Proof. We consider two pyramidal tours with step-backs $x$ and $y$, and the corresponding vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{PSB}(n)$.

In the encodings $x^{0,1, s b}$ and $y^{0,1, s b}$ there are $O(n)$ possible positions for the left block. Similarly, there are $O(n)$ possible positions for the right block. For each pair of blocks, the verification of the remaining conditions will require a single pass along the vectors $x^{0,1, s b}$ and $y^{0,1, s b}$ that can be performed in time $O(n)$. Thus, the vertex adjacency test by an exhaustive search of all possible cases of the Theorem 2 will require at most $O\left(n^{3}\right)$ operations.

In fact, the test can be performed in linear time $O(n)$. A single pass through the encodings $x^{0,1, s b}$ and $y^{0,1, s b}$ is enough to consistently find the left block, then the right block, then check the remaining conditions.

## 5 Conclusion

The general formulation of the traveling salesperson problem and the verification of vertex adjacency in 1-skeleton of the traveling salesperson polytope are NPcomplete [19]. At the same time, the traveling salesperson problem for pyramidal tours and pyramidal tours with step-backs is solvable by dynamic programming in polynomial time [12,14]. We have established that the vertex adjacency in 1-skeleton of the polytope of pyramidal tours [7] and pyramidal tours with stepbacks can be verified in polynomial time. Thus, the properties of 1 -skeleton of
the traveling salesperson polytope are directly related to the properties of the problem itself.
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#### Abstract

In the Routing Open Shop problem $n$ jobs are located in the nodes of an edge-weighted graph $G=(V, E)$ and $m$ machines must process all jobs in such a way that each machine processes only one job at a time and each job is processed by only one machine at a time. The goal is to minimize the makespan, i. e. the time when the last machine comes back to the initial node called a depot (at the beginning all machines are in the depot). This problem is NP-hard even when the graph contains only two nodes. In this paper we consider the case of $G=K_{2}$ when all processing times and travel times are unit. We pose the conjecture that the problem is polynomially solvable in this case, i. e. that the makespan depends only on the number of machines and the loads of the nodes and can be calculated in time $O(\log m n)$. We provide some bounds on the makespan for the case of $m=n$ depending on the loads distribution.


Keywords: Routing Open Shop • Unit processing times •
Complexity $\cdot$ Scheduling $\cdot$ Polynomial time $\cdot$ Makespan bounds

## 1 Introduction

The Open Shop is one of the classical scheduling problems. There are given a set $J$ of $n$ jobs, a set $M$ of $m$ machines and a matrix of processing times $p_{i j}$ for each machine $M_{i}$ and job $J_{j}$. The task is to find a schedule with the minimum makespan to process each job on each machine in an arbitrary order so that each machine processes only one job at a time and each job is processed by only one machine at a time. Here all "switching" (used for changing jobs) times for all machines are assumed to be zero. In the Routing Open Shop problem the jobs are located in the nodes (vertices) of an edge-weighted graph $G=(V, E)$ where the weight of an edge is equal to a travel time needed for a machine to move
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from one node to another (if two jobs are in the same node then the switching times are still zero). All machines at the beginning are in the same node called the depot. The makespan is equal to the time when the last machine comes back to the depot after processing all jobs. Note that the Routing Open Shop problem generalizes two well-known NP-hard problems, namely, Open Shop and metric Traveling Salesman Problem.

The Open Shop problem was first considered in [8]. It was proved there that it is polynomially solvable for $m=2$ and NP-hard for $m \geq 3$. Moreover, for an arbitrary number of machines $m$ there is no $c$-approximation algorithm for $c<5 / 4$ unless $\mathrm{P}=\mathrm{NP}$ [14]. If all processing times are unit then this problem is equivalent to an edge coloring of a bipartite graph which is polynomially solvable (the fastest algorithm can be found in [7]). The Routing Open Shop was introduced in [1] and proved to be NP-hard even for $m=2$ and $G=K_{2}$ in [2]. Kononov [9] suggested an FPTAS for the latter case of this problem, while the best possible $6 / 5$-approximation with respect to the standard lower bound algorithm for it was presented in [1]. If preemption is allowed then the Routing Open Shop problem is NP-hard for $G=K_{2}$ and arbitrary $m$, but polynomially solvable for $m=2$ [12] (note that the preemptive Open Shop is polynomially solvable [8] for an arbitrary $m$ ). In the case of unit processing times Routing Open Shop was proved to be fixed parameter tractable in [3,4] parametrized by $m+|V|$. However, in the case of unit processing time and arbitrary $m$ the problem complexity remains unknown even for $G=K_{2}$.

In this paper we consider the Routing Open Shop with $G=K_{2}$, unit processing times and unit travel times. Main results of the paper are obtained for the case of $m=n$. Note that in spite of the well-known symmetry in the traditional Open Shop problem between the sets of jobs and machines, the existence of the depot makes Routing Open Shop substantially different from the scheduling with job transportations $[6,11,13]$, so the results of this paper, most probably, cannot be applied there.

## 2 Preliminaries

For a string $x$ denote by $x^{[i]}$ its cyclic shift by $i$ positions to the right. For instance, if $x=(1,3,2,6,5,4)$ then $x^{[2]}=(5,4,1,3,2,6)$.

Denote by $a$ the number of jobs in the depot and by $b$ the number of jobs in the second node. Clearly, $a+b=n$. We may assume that the jobs $J_{1}, \ldots, J_{a}$ are in the depot and the jobs $J_{a+1}, \ldots, J_{n}$ are not.

It is convenient to present a schedule as a table $m \times n$ filled in by positive integers, where the value $k$ in a cell $(i, j)$ means that the machine $M_{i}$ processes the job $J_{j}$ in the interval $[k-1, k]$. Denote by $t_{i j}$ a number in a cell $(i, j)$. Then the table defines a correct schedule with the makespan $K$ if the following conditions are satisfied:

1. $t_{i j} \in\{1, \ldots, K\}$ if $j \in\{1, \ldots, a\}$ and $t_{i j} \in\{2, \ldots, K-1\}$ if $j \in\{a+$ $1, \ldots, n\}$;
2. $t_{i j_{1}} \neq t_{i j_{2}}$ and $t_{i_{1} j} \neq t_{i_{2} j}$ whenever $i_{1} \neq i_{2}$ and $j_{1} \neq j_{2}$;
3. For every $i \in\{1, \ldots, m\}, j_{1} \in\{1, \ldots, a\}, j_{2} \in\{a+1, \ldots, n\}$ the inequality $\left|t_{i j_{1}}-t_{i j_{2}}\right| \geq 2$ holds.

We refer to the columns $1, \ldots, a$ as a left part of the table and to the columns $a+1, \ldots, n$ as a right part of the table.

Denote by $K^{*}$ the optimal makespan. The first and second conditions imply that $K^{*} \geq m+2$, while the second and third conditions result in $K^{*} \geq n+2$. So, we have the following lower bound:

$$
\begin{equation*}
K^{*} \geq \max \{m, n\}+2 \tag{1}
\end{equation*}
$$

We call any table satisfying the second condition a Latin rectangle (a Latin square, if $n=m)$. For any integer $j \geq i$ denote by $L(i, j)$ the Latin square with a side of size $j-i+1$ filled in by the numbers $i, \ldots, j$ and by $L^{\prime}(i, j)$ and $L^{\prime \prime}(i, j)$ the Latin rectangles obtained from $L(i, j)$ by deleting the last string or the last column, respectively. The easiest way to construct $L(i, j)$ is taking the string $x_{0}=(i, i+1, \ldots, j)$ and putting $x_{k}=x_{0}^{[k]}$ for $k=1, \ldots, j-i$. Note that the idea of using Latin rectangles for unit-time Open Shop scheduling first appeared in [5] (see [10, Chapter 8] for further details).

The following upper bound was proved in [3,4]:

$$
\begin{equation*}
K^{*} \leq \max \{m, n\}+4 \tag{2}
\end{equation*}
$$

The corresponding schedule can be obtained by the following procedure (the detailed proof can be found in $[3,4]$ ):

Step 1 . If $m>n$ then add $m-n$ columns to the left part of the table (fictive jobs in the depot) and increase $a$ by $m-n$. Put the first string $x_{1}=(1, \ldots, n)$ and $x_{i}=x_{1}^{[i-1]}$ for $i=2, \ldots, m$.
Step 2. Color each cell $(i, j)$ green, if $i \leq j \leq a$, yellow, if $j \geq \max \{i, a+1\}$, orange, if $j \leq \min \{i-1, a\}$ and red, if $a<j<i$.
Step 3. Increase the numbers in yellow, orange and red cells by 1,2 , and 3 , respectively.

The obtained table defines a correct schedule with the makespan at most $\max \{m, n\}+4$. Moreover, if $m \leq a+1$ then there are no red cells, and we obtain an optimal solution with $K^{*}=n+2$.

It follows from the bounds (1) and (2) that the optimal makespan $K^{*}=$ $\max \{m, n\}+s$ where $s \in\{2,3,4\}$; so, for solving the problem these three cases should be characterized. Further in the paper we consider the only the case of $m=n$. Note that the general case cannot be reduced to this one, since adding one more job or machine can increase the optimal makespan (even if the lower bound (1) remains the same). For instance, in Table 1a and b there are two examples with the minimum possible makespan 9 ( $m=7, n=6$ and $m=6, n=7$ respectively), but adding a job (in any node) to the example (a) or a machine to (b) results in an instance with the makespan 10, as follows from Theorem 1 and Corollary 1 below. Nevertheless, solving the case $m=n$ looks important since it could provide ideas useful for the general case.

Table 1. Examples of correct schedules


| 1 | 2 | 3 | 4 | 5 | 6 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 1 | 2 | 6 | 4 | 5 | 10 | 8 | 9 |
| 2 | 3 | 1 | 5 | 6 | 4 | 9 | 10 | 8 |
| 9 | 10 | 11 | 1 | 2 | 3 | 5 | 6 | 7 |
| 11 | 9 | 10 | 3 | 1 | 2 | 7 | 5 | 6 |
| 10 | 11 | 9 | 2 | 3 | 1 | 6 | 7 | 5 |
| 6 | 7 | 8 | 9 | 10 | 11 | 2 | 3 | 4 |
| 8 | 6 | 7 | 11 | 9 | 10 | 4 | 2 | 3 |
| 7 | 8 | 6 | 10 | 11 | 9 | 3 | 4 | 2 |

## 3 Main Results

The subject of study in this section is the following
Problem 1. Consider the Routing Open Shop with $G=K_{2}, m=n$ machines and jobs, where $a$ jobs are in the depot and $b=n-a$ jobs are in the second node. All processing times and travel times between the nodes are unit. Find out whether the optimal makespan $K^{*}=n+2$ or $K^{*}=n+3$ or $K^{*}=n+4$.

The first theorem provides the criterion when the lower bound (1) is achievable.

Theorem 1. In Problem 1 the optimal makespan $K^{*}=n+2$ if and only if $a \equiv 0(\bmod b)$.

Proof. Sufficiency. Let $k=a / b$. Consider a Latin square $L(1, k+1)$ obtained by $k$ cyclic shifts of the string $(1, \ldots, k+1)$. Color all cells below the main diagonal orange, all cells in the last column yellow and all remaining cells green. Let a cell contain a number $t$. Then substitute it by $L((t-1) b+1, t b)$ if the cell is green, by $L((t-1) b+2, t b+1)$ if the cell is yellow, and by $L((t-1) b+3, t b+2)$ if the cell is orange. Apply the same operation for all cells. This procedure for $a=6$ and $b=3$ is illustrated in Table 1c where italic and bold numbers correspond to yellow and orange cells respectively. It is easy to check that in each string the number in the yellow cell is larger than numbers in green cells and smaller than numbers in orange cells; also, for every column in the left part of the table every number in a green cell is less than any number in an orange cell. These two facts clearly result in the correctness of the obtained schedule of makespan $K^{*}=n+2$.

Necessity. If $K^{*}=n+2$ then all numbers from $\{2, \ldots, n+1\}$ are met in each column of the right part of the table. In particular, there are $b$ strings containing 2 there. Since all machines work without waits (except for the travels between the nodes), all number from $\{3, \ldots, b+1\}$ are also met in these strings in the right part of the table, i. e. the intersection of these strings and columns induces in the table a Latin square $L(2, b+1)$. Similarly, the strings containing $b+2$
in the right part of the table induce there $L(b+2,2 b+1)$, etc. However, it is possible only if $n \equiv 0(\bmod b)$, and thus $a \equiv 0(\bmod b)$.

Corollary 1. If $a \equiv b-1(\bmod b)$ or $a \equiv 0(\bmod b+1)$ then $K^{*}=n+3$.
Proof. Add a new machine and a new job to the first or the second node respectively and apply Theorem 1.

Another completely solved case is $a<b$.
Theorem 2. Let $a<b$. Then the optimal makespan $K^{*}=n+3$ if $b-a=1$ or $a=1, b=3$ or $a=2, b=4$ and $K^{*}=n+4$ in all other cases.

Proof. Assume $K^{*}=n+3$, i. e. each machine has at most one wait. Since each machine must process $b$ jobs in the second node and come back, it must arrive there at the time at least $a+2$ and cannot leave the second node before the time $b+2$. Therefore, in the left part of the table all numbers are either at most $a+1$ or at least $b+3$, i. e. there are at most $2 a+2$ of them. Since all numbers in every column must be distinct, we have $2 a+2 \geq a+b$ and hence $b-a \leq 2$. Suppose $b=a+2$. Since the left part of the table contains $a(a+b)=a(2 a+2)$ cells, each of $2 a+2$ available numbers is used exactly $a$ times. In particular, this holds for the numbers $a+1$ and $b+3$. So, there are $a$ machines that arrive to the second node at time $a+2$ (already having one wait in the depot) and $a$ machines that leave the second node at time $b+2=a+4$ (and thus they must work without waits there). But then at the moment $a+3$ at least $2 a$ machines must process jobs in the second node, implying $2 a \leq b=a+2$, i. e. $a \leq 2$.

To finish the proof note that the case $a=b-1$ follows from Corollary 1 and the correct schedules in cases $a=1, b=3$ and $a=2, b=4$ are presented in Table 2a and b respectively.

Table 2. Schedules in Theorem 2 and Proposition 1


So, later on we consider only the case $a>b$.
Proposition 1. If $a-b \in\{1,2\}$ then $K^{*}=n+3$.
Proof. The case $a=b+1$ follows from Corollary 1 and the schedule for the case $a=b+2$ is presented in Table 2c (note that $n=2(a-1)$ ).

However, if $a-b=k \geq 3$ then the optimal makespan can be $n+4$ provided that $b$ is large enough.

Theorem 3. If $a=b+k$ where $k \geq 3$ and $b \geq 2 k+1$ then the optimal makespan $K^{*}=n+4$.

Proof. Assume the opposite, $K^{*}=n+3$. Then only numbers $2, \ldots, n+2$ can meet in the right part of the table. Let each number $i$ meets there $x_{i}$ times. Clearly, $x_{i} \in\{0, \ldots, b\}$ and $\sum_{i=2}^{n+2} x_{i}=n b$, and hence

$$
\begin{equation*}
d:=\sum_{i=2}^{n+2}\left(b-x_{i}\right)=b \tag{3}
\end{equation*}
$$

Note also that if $i$ is the minimum (maximum) number in a string in the right part of the table then the maximum (minimum) number there is at most $b+i$ (at least $i-b$ ), for otherwise the corresponding machine would have more than one wait. Let $\alpha_{1}$ and $\alpha_{2}\left(\beta_{1}\right.$ and $\left.\beta_{2}\right)$ be the number of strings with the minimum number 2 and 3 respectively (maximum number $n+2$ and $n+1$ respectively) in the right part of the table, and denote by $\gamma$ the number of other strings. Clearly, $n=\alpha_{1}+\alpha_{2}+\beta_{1}+\beta_{2}+\gamma, x_{2}=\alpha_{1}, x_{3} \leq \alpha_{1}+\alpha_{2}, x_{n+2}=\beta_{1}$, and $x_{n+1} \leq \beta_{1}+\beta_{2}$. Note that $n-b+1=b+k+1>b+3$ since $k>2$. Therefore, $x_{b+3} \leq \alpha_{2}+\gamma$ and $x_{n-b+1} \leq \beta_{2}+\gamma$. Put $I=\{2,3, b+3, n-b+1, n+1, n+2\}$. We have $d \geq \sum_{i \in I}\left(b-x_{i}\right) \geq 6 b-2 n=2 b-2 k>b$ since $b>2 k$, contradicting (3).

Corollary 2. If $b+3 \leq a \leq(3 b-1) / 2($ thus, $b \geq 7)$ then $K^{*}=n+4$.
On the other hand, if $a$ is much more than $b$ then $K^{*}=n+3$, as follows from Corollary 3 below.

Theorem 4. If $a=k b+l$ where $k \geq l \geq 1$ then the optimal makespan $K^{*}=$ $n+3$.

Proof. Clearly, $n=k b+b+l=l(b+1)+(k-l+1) b$. If $k=l$ then the result follows from Corollary 1 , so assume $k-l \geq 1$. Partition $n$ strings of the table into $l$ blocks of size $b+1$ and $(k-l+1)$ blocks of size $b$. The right part of the table consists of the following Latin rectangles and squares (listed from the highest to the lowest):
$L^{\prime \prime}(n-b+2, n+2), L^{\prime \prime}(n-2 b+1, n-b+1), \ldots, L^{\prime \prime}((k-l+1) b+3,(k-l+2) b+3)$,
$L((k-l) b+2,(k-l+1) b+1), L((k-l-1) b+2,(k-l) b+1), \ldots, L(2, b+1)$.
Denote by $x_{i}$ the first string of $i$ th block $(i=0,1, \ldots, k)$ in the left part of the table (i. e., each $x_{i}$ has length $a$ ). Then the left part of $i$ th block contains the strings $x_{i}, x_{i}^{[1]}, \ldots, x_{i}^{[b]}$ if $i \in\{0, \ldots, l-1\}$ and $x_{i}, x_{i}^{[1]}, \ldots, x_{i}^{[b-1]}$ if $i \in\{l, \ldots, k\}$. So, it is sufficient to specify the first string of each block. They are obtained by

Table 3. The block structure in Theorem 4

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 21 | 22 | 23 | 24 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 19 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 25 | 21 | 22 | 23 |
| 18 | 19 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 24 | 25 | 21 | 22 |
| 17 | 18 | 19 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 23 | 24 | 25 | 21 |
| 16 | 17 | 18 | 19 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 22 | 23 | 24 | 25 |
| 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 16 | 17 | 18 | 19 |
| 14 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 20 | 16 | 17 | 18 |
| 13 | 14 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 19 | 20 | 16 | 17 |
| 12 | 13 | 14 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 18 | 19 | 20 | 16 |
| 11 | 12 | 13 | 14 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 17 | 18 | 19 | 20 |
| 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 11 | 12 | 13 | 14 |
| 9 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 15 | 11 | 12 | 13 |
| 8 | 9 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 14 | 15 | 11 | 12 |
| 7 | 8 | 9 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 6 | 13 | 14 | 15 | 11 |
| 6 | 7 | 8 | 9 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 5 | 12 | 13 | 14 | 15 |
| 15 | 16 | 12 | 13 | 14 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 4 | 6 | 7 | 8 | 9 |
| 4 | 15 | 16 | 12 | 13 | 14 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 3 | 9 | 6 | 7 | 8 |
| 3 | 4 | 15 | 16 | 12 | 13 | 14 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 1 | 2 | 8 | 9 | 6 | 7 |
| 2 | 3 | 4 | 15 | 16 | 12 | 13 | 14 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 1 | 7 | 8 | 9 | 6 |
| 10 | 11 | 7 | 8 | 15 | 16 | 12 | 13 | 14 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 24 | 2 | 3 | 4 | 5 |
| 24 | 10 | 11 | 7 | 8 | 15 | 16 | 12 | 13 | 14 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 23 | 5 | 2 | 3 | 4 |
| 23 | 24 | 10 | 11 | 7 | 8 | 15 | 16 | 12 | 13 | 14 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 22 | 4 | 5 | 2 | 3 |
| 22 | 23 | 24 | 10 | 11 | 7 | 8 | 15 | 16 | 12 | 13 | 14 | 20 | 21 | 17 | 18 | 19 | 25 | 26 | 3 | 4 | 5 | 2 |

concatenation of some partial strings defined below. The string $z_{j}=(1, \ldots, j)$ has length $j$. Put

$$
\begin{gathered}
w_{j}=(n-j(b+1)+4, \ldots, n-(j-1)(b+1)+3)^{[2]}= \\
=(n-(j-1)(b+1)+2, n-(j-1)(b+1)+3, n-j(b+1)+4, \ldots, n-(j-1)(b+1)+1)
\end{gathered}
$$

for $j=1, \ldots, l$. Each $w_{j}$ has length $b+1$. Put also

$$
y_{k-l}=((k-l+1) b+2,(k-l+1) b+3,(k-l) b+3, \ldots,(k-l+1) b)
$$

and
$y_{j}=(j b+3, \ldots,(j+1) b+2)^{[2]}=((j+1) b+1,(j+1) b+2, j b+3, \ldots,(j+1) b)$
for $j=1, \ldots, k-l-1$. All these strings are of length $b$.
Now define

$$
\begin{gathered}
x_{0}=z_{k b+l}, x_{k}=y_{1} \ldots y_{k-l} w_{l} \ldots w_{1} \\
x_{j}=w_{j} \ldots w_{1} z_{(k-j) b+l-j} \text { for } j=1, \ldots, l, \\
x_{k-j}=y_{j+1} \ldots y_{k-l} w_{l} \ldots w_{1} z_{j b} \text { for } j=1, \ldots, k-l-1 .
\end{gathered}
$$

An example of the schedule structure for $a=19, b=4$ (i. e. $k=4, l=3$ ) is presented in Table 3.

Let us check that this table defines a correct schedule. Since the maximum number in the left and right parts of the table are respectively $n+3$ (in $w_{1}$ ) and $n+2$, the condition 1 is true. It is easy to see that the intervals of the numbers in the Latin rectangles and squares do not intersect, implying that the condition 2 holds for columns in the right part of the table.

To check the conditions 2 and 3 for strings note that in the left part of the lowest block $k$ the numbers from the window $\{1, \ldots, b+2\}$ are absent and the numbers from the set $\{2, \ldots, b+1\}$ are used in the right part of this block. Each next block shifts both the window and the set by $b$ until the block $l$ is reached. In the block $j$ such that $0 \leq j \leq l-1$ the window is $\{a-j(b+1)+1, \ldots, a-$ $j(b+1)+b+3\}$ and the set is $\{n-(j+1) b-j+2, \ldots, n-j b-j+2\}$. So, the condition 3 holds for every string. Besides, it is easy to verify that no number meets twice in any $x_{j}$, implying the condition 2 for strings.

In order to verify the condition 2 for the columns in the left part of the table we will determine the positions of each number $i \in\{1, \ldots, n+3\}$ in the left part of the table.

First let $i=\alpha b+\beta$ where $0 \leq \alpha \leq(k-l)$ and $1 \leq \beta \leq b$. In this case $i$ meets in $z_{j}$ for $j \geq i$ and in the table it covers the diagonal from the cell $(1, i)$ to the cell $(a-i+1, a)$. Also, if $\beta \neq 1$ it covers the diagonal from $(a-i+2,1)$ to $(a-i+\beta, \beta-1)$. Since $\beta-1<i$ even if $\alpha=0$ all these columns with $i$ are distinct. However, if $i \geq b+3$ then $i$ also meets in some $y_{j}$. Namely, if $1 \leq \alpha \leq k-l, 3 \leq \beta \leq b$ then $i$ meets in $y_{\alpha}$ and covers a diagonal from $(n-i+\beta+1, \beta)$ to $(n, i-1))$. If $2 \leq \alpha \leq k-l, \beta \in\{1,2\}$ then $i$ meets in $y_{\alpha-1}$ and covers a diagonal from $(n-i+b+\beta+1, \beta)$ to $(n-b, i-1)$ ).

The number $i=(k-l+1) b+1$ meets only in $z_{j}$ for $j \geq i$ and in the table it covers the diagonals from $(1, i)$ to $(a-i+1, a)$ and from $(a-i+2,1)$ to $(a-i+b+1, b)$.

Now let $i=(k-l) b+\alpha(b-1)+\beta$ where $1 \leq \alpha \leq l-1,1 \leq \beta \leq b+1$. Again, as a part of corresponding $z_{j}, i$ covers the diagonal from $(1, i)$ to $(a-i+1, a)$ and also the diagonal from $(a-i+2,1)$ to $(a-i+\beta, \beta-1)$ unless $\beta=1$. If $\alpha=1$ and $\beta \in\{1,2\}$ then $i$ meets in $y_{k-l}$ and covers a diagonal from $(n-(k-l) b+1, \beta)$ to $(n, i-b-2)$. If $1 \leq \alpha \leq l, 3 \leq \beta \leq b+1$ then $i$ is a part of $w_{l-\alpha+1}$ and covers a diagonal from $(n-i+\beta+2, \beta)$ to $(n, i-2)$. If $2 \leq \alpha \leq l+1, \beta \in\{1,2\}$ then $i$ meets in $w_{l-\alpha+2}$ and covers a diagonal from $(n-i+b+\beta+3, \beta)$ to $(n, i-b+3)$.

Finally, let $i=k b+l+\beta=a_{\beta}$ for $1 \leq \beta \leq b+3$. If $\beta \in\{1,2\}$ then $i$ meets only in $w_{2}$ and covers the diagonal from $(2 b+3, \beta)$ to $(n, i-b-3)$. Otherwise, $i$ is only a part of $w_{1}$. If $3 \leq \beta \leq b+1$ then $i$ covers the diagonal from $(b+2, \beta)$ to $(n-2-\beta, a)$ and $(n+1-\beta, 1)$ to $(n, \beta-2)$. If $\beta \in\{b+2, b+3\}$ then $i$ covers the diagonal from $(b+2, \beta-b+1)$ to $(n, a+\beta-b-3)$.

Now it is easy to verify that for every $i$ all columns containing $i$ are different and thus, the schedule is correct.

The lower bound on $k$ in Theorem 4 can be slightly decreased, but the schedule construction is a bit different in this case.

Theorem 5. If $a=(k-1) b+k$ then the optimal makespan $K^{*}=n+3$.

Table 4. The cases $a=8, b=5$ and $a=9, b=6$

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 15 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 11 | 12 | 13 | 14 | 15 |
| 7 | 8 | 1 | 2 | 3 | 4 | 5 | 6 | 12 | 14 | 15 | 10 | 11 |
| 6 | 7 | 8 | 1 | 2 | 3 | 4 | 5 | 14 | 15 | 10 | 12 | 13 |
| 5 | 6 | 7 | 8 | 1 | 2 | 3 | 4 | 13 | 10 | 11 | 15 | 12 |
| 4 | 5 | 6 | 15 | 16 | 1 | 2 | 3 | 10 | 13 | 8 | 11 | 9 |
| 3 | 12 | 13 | 14 | 15 | 16 | 1 | 2 | 6 | 8 | 5 | 9 | 7 |
| 2 | 3 | 12 | 13 | 14 | 15 | 16 | 1 | 8 | 5 | 9 | 6 | 10 |
| 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 3 | 4 | 6 | 7 | 2 |
| 16 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 4 | 6 | 7 | 2 | 3 |
| 15 | 16 | 9 | 10 | 11 | 12 | 13 | 14 | 5 | 7 | 2 | 3 | 4 |
| 14 | 15 | 16 | 9 | 10 | 11 | 12 | 13 | 7 | 2 | 3 | 4 | 5 |
| 13 | 14 | 15 | 16 | 9 | 10 | 11 | 12 | 2 | 3 | 4 | 5 | 6 |


| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 11 | 13 | 14 | 15 | 16 | 17 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 17 | 11 | 13 | 14 | 15 | 16 |
| 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 16 | 17 | 11 | 13 | 14 | 15 |
| 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 6 | 15 | 16 | 17 | 12 | 13 | 14 |
| 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 5 | 14 | 15 | 16 | 17 | 12 | 13 |
| 5 | 6 | 7 | 8 | 9 | 1 | 2 | 3 | 4 | 13 | 14 | 15 | 16 | 17 | 12 |
| 4 | 5 | 14 | 15 | 16 | 17 | 1 | 2 | 3 | 8 | 12 | 10 | 7 | 11 | 9 |
| 3 | 4 | 5 | 14 | 15 | 16 | 17 | 1 | 2 | 10 | 8 | 12 | 9 | 7 | 11 |
| 2 | 3 | 4 | 5 | 14 | 15 | 16 | 17 | 1 | 12 | 10 | 8 | 11 | 9 | 7 |
| 18 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 7 | 2 | 3 | 4 | 5 | 6 |
| 17 | 18 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 6 | 7 | 2 | 3 | 4 | 5 |
| 16 | 17 | 18 | 10 | 11 | 12 | 13 | 14 | 15 | 5 | 6 | 7 | 2 | 3 | 4 |
| 15 | 16 | 17 | 18 | 10 | 11 | 12 | 13 | 14 | 4 | 5 | 6 | 8 | 2 | 3 |
| 14 | 15 | 16 | 17 | 18 | 10 | 11 | 12 | 13 | 3 | 4 | 5 | 6 | 8 | 2 |
| 13 | 14 | 15 | 16 | 17 | 18 | 10 | 11 | 12 | 2 | 3 | 4 | 5 | 6 | 8 |

Proof. In this case $n=a+b=k(b+1)$, i. e. the set of strings of the table can be partitioned into $k$ blocks of $b+1$ strings. The right part of the table consists of the following Latin rectangles (listed from the lowest to the highest):

$$
L^{\prime \prime}(2, b+2), L^{\prime \prime}(b+4,2 b+4), L^{\prime \prime}(2 b+5,3 b+5), \ldots, L^{\prime \prime}((k-1) b+k+2, k b+k+2)
$$

Denote by $x_{i}$ the first string of $i$ th block $(i=1, \ldots, k)$ in the left part of the table. Then for every $i=1, \ldots, k$ the left part of $i$ th block contains strings $x_{i}, x_{i}^{[1]}, \ldots, x_{i}^{[b]}$, and again, it is sufficient to specify only the first string of each block. They are obtained by concatenation of some partial strings defined below. The string $z_{j}=(1, \ldots, j)$ has length $j$. Put
$w_{j}=((k-j) b+k-j+4, \ldots,(k-j+1) b+k-j+4)^{[2]}$, for $j=1, \ldots, k-2$
and $w=(b+4, \ldots, 2 b+5)^{[2]}$. Note that $w$ is of length $b+2$ while each $w_{j}$ has length $b+1$. Put

$$
x_{1}=z_{a}, \quad x_{k}=w w_{k-2} \ldots w_{1}
$$

and

$$
x_{j}=w_{j} \ldots w_{1} z_{a-j(b+1)} \text { for } j=2, \ldots, k-1
$$

Let us verify the correctness of the schedule. Condition 1 clearly holds as well as condition 2 for columns in the right part of the table. It is easy to see that $i$ th block for $i=1, \ldots, k-1$ misses the numbers $(k-i) b+k+2-$ $i \ldots,(k-i+1) b+k+4-i$ in the left part of the table, while the numbers $(k-i) b+k+3-i \ldots,(k-i+1) b+k+3-i$ are used in the right part of the table. The $k$ th block uses the numbers $b+4, \ldots, n+3$ in the left part of the table and the numbers $2, \ldots, b+2$ in the right part of the table. Since each number is used at most once in each string, the conditions 2 and 3 hold for strings.

Table 5. The case $a=10, b=6$

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 18 | 12 | 13 | 15 | 16 | 17 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 17 | 18 | 12 | 13 | 15 | 16 |
| 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 16 | 17 | 18 | 12 | 14 | 15 |
| 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 15 | 16 | 17 | 18 | 12 | 14 |
| 7 | 8 | 9 | 11 | 1 | 2 | 3 | 4 | 5 | 6 | 14 | 15 | 16 | 17 | 18 | 13 |
| 6 | 7 | 8 | 9 | 11 | 1 | 2 | 3 | 4 | 5 | 13 | 14 | 15 | 16 | 17 | 18 |
| 5 | 6 | 7 | 17 | 16 | 19 | 1 | 2 | 3 | 4 | 12 | 13 | 14 | 9 | 10 | 11 |
| 4 | 5 | 6 | 7 | 17 | 16 | 19 | 1 | 2 | 3 | 11 | 10 | 9 | 14 | 13 | 12 |
| 3 | 4 | 16 | 15 | 18 | 17 | 14 | 13 | 1 | 2 | 8 | 7 | 6 | 11 | 9 | 10 |
| 2 | 3 | 4 | 16 | 15 | 18 | 17 | 14 | 13 | 1 | 10 | 9 | 11 | 6 | 7 | 8 |
| 14 | 13 | 12 | 10 | 9 | 15 | 16 | 17 | 18 | 19 | 2 | 3 | 4 | 5 | 6 | 7 |
| 19 | 14 | 13 | 12 | 10 | 9 | 15 | 16 | 17 | 18 | 7 | 2 | 3 | 4 | 5 | 6 |
| 18 | 19 | 14 | 13 | 12 | 10 | 9 | 15 | 16 | 17 | 6 | 8 | 2 | 3 | 4 | 5 |
| 17 | 18 | 19 | 14 | 13 | 12 | 10 | 9 | 15 | 16 | 5 | 6 | 8 | 2 | 3 | 4 |
| 16 | 17 | 18 | 19 | 14 | 13 | 12 | 10 | 9 | 15 | 4 | 5 | 7 | 8 | 2 | 3 |
| 15 | 16 | 17 | 18 | 19 | 14 | 13 | 12 | 10 | 9 | 3 | 4 | 5 | 7 | 8 | 2 |

In order to verify the condition 2 for the columns in the left part of the table we will determine the positions of each number $i \in\{1, \ldots, n+3\}$ in the left part of the table.

Clearly, the number 1 covers in the table the diagonal from the cell $(1,1)$ to the cell $(a-1, a-2)$. Each $i=\alpha(b+1)+\beta$ where $0 \leq \alpha \leq k-2$ and $2 \leq \beta \leq b+2$ meets in $z_{j}$ for all $j \geq i$ and covers the diagonal from $(1, i)$ to $(a-i+1, a)$ and if $\beta \neq 2$ it also covers the diagonal from $(a-i+2,1)$ to $(a-\alpha(b+1)-1, \beta+2)$.

Each number $i=b+3+\beta$ where $1 \leq \beta \leq b+2$ belongs to $w$ and thus it covers a diagonal from $(a, \beta+2)$ to $(n, \beta+b+2)$ if $\beta \leq b$ and the diagonal from $(a, \beta-b)$ to $(n, \beta)$ if $\beta \in\{b+1, b+2\}$.

Now let $i=\alpha(b+1)+\beta$ where $2 \leq \alpha \leq k-2$ and $4 \leq \beta \leq b+4$; then $i$ meets in $w_{k-\alpha}$. If $\beta \in\{b+3, b+4\}$ then $i$ covers the diagonals from $(n-\alpha(b+1)+1, \beta-b-2)$ to $(a-1, i-2 b-4)$ and from $(a, i-2 b-2)$ to $(n, i-b-2)$. If $4 \leq \beta \leq b+2$ then $i$ covers the diagonals from $(n-\alpha(b+1)+1, \beta-1)$ to $(a-1, i-b-3)$ and from $(a, i-b-1)$ to $(n, i-1)$.

Finally, let $i=a+\beta$ where $3 \leq \beta \leq b+3$. All these numbers meet only in $w_{1}$. If $3 \leq \beta \leq b+1$ then $i$ covers three diagonals, namely, from $(b+2, \beta)$ to $(a-1, i-b-3)$, from $(a, i-b-1)$ to $(n-\beta+1, a)$ and from $(n-\beta+2,1)$ to $(n, \beta-1)$. The number $n+2$ covers the diagonals from $(b+2,1)$ to $(a-1, a-b-2)$ and from $(a, a-b)$ to $(n, a)$, while the number $n+3$ covers the diagonals from $(b+2,2)$ to $(a-1, a-b-1)$ and from $(a, a-b+1)$ to $(n-1, a)$ and also meets in the cell $(n, 1)$.

Now it is easy to verify that for every $i$ all columns containing $i$ are different and thus, the schedule is correct.

Table 6. The case $a=16, b=6$

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 18 | 19 | 20 | 21 | 22 | 23 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 16 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 24 | 18 | 19 | 20 | 21 | 22 |
| 15 | 16 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 23 | 24 | 18 | 19 | 20 | 21 |
| 14 | 15 | 16 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 22 | 23 | 24 | 18 | 19 | 20 |
| 13 | 14 | 15 | 16 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 21 | 22 | 23 | 24 | 18 | 19 |
| 12 | 13 | 14 | 15 | 16 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 20 | 21 | 22 | 23 | 24 | 18 |
| 11 | 12 | 13 | 14 | 15 | 16 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 19 | 20 | 21 | 22 | 23 | 24 |
| 19 | 20 | 21 | 22 | 23 | 24 | 25 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 11 | 12 | 13 | 14 | 15 | 16 |
| 9 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 16 | 11 | 12 | 13 | 14 | 15 |
| 8 | 9 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 15 | 16 | 11 | 12 | 13 | 14 |
| 7 | 8 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 1 | 2 | 3 | 4 | 5 | 6 | 14 | 15 | 16 | 10 | 12 | 13 |
| 6 | 7 | 8 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 1 | 2 | 3 | 4 | 5 | 13 | 14 | 15 | 16 | 10 | 12 |
| 5 | 6 | 7 | 8 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 1 | 2 | 3 | 4 | 12 | 13 | 14 | 15 | 16 | 10 |
| 4 | 5 | 17 | 23 | 14 | 15 | 16 | 20 | 21 | 22 | 18 | 24 | 25 | 1 | 2 | 3 | 8 | 10 | 12 | 7 | 11 | 9 |
| 3 | 4 | 5 | 17 | 24 | 14 | 15 | 16 | 20 | 21 | 22 | 23 | 18 | 25 | 1 | 2 | 9 | 8 | 10 | 12 | 7 | 11 |
| 2 | 3 | 4 | 5 | 17 | 25 | 14 | 15 | 16 | 20 | 21 | 22 | 23 | 24 | 18 | 1 | 10 | 9 | 8 | 11 | 12 | 7 |
| 10 | 11 | 12 | 13 | 9 | 17 | 18 | 14 | 15 | 16 | 20 | 21 | 22 | 23 | 24 | 25 | 7 | 2 | 3 | 4 | 5 | 6 |
| 25 | 10 | 11 | 12 | 13 | 9 | 17 | 18 | 14 | 15 | 16 | 20 | 21 | 22 | 23 | 24 | 6 | 7 | 2 | 3 | 4 | 5 |
| 24 | 25 | 10 | 11 | 12 | 13 | 9 | 17 | 18 | 14 | 15 | 16 | 20 | 21 | 22 | 23 | 5 | 6 | 7 | 2 | 3 | 4 |
| 23 | 24 | 25 | 10 | 11 | 12 | 13 | 19 | 17 | 18 | 14 | 15 | 16 | 20 | 21 | 22 | 4 | 5 | 6 | 8 | 2 | 3 |
| 22 | 18 | 24 | 25 | 10 | 11 | 12 | 13 | 19 | 17 | 23 | 14 | 15 | 16 | 20 | 21 | 3 | 4 | 5 | 6 | 8 | 2 |
| 21 | 22 | 23 | 24 | 25 | 10 | 11 | 12 | 13 | 19 | 17 | 18 | 14 | 15 | 16 | 20 | 2 | 3 | 4 | 5 | 6 | 8 |

Corollary 3. If $a \geq b^{2}-3 b$ then $K^{*} \leq n+3$.
Proof. Let $a \equiv l(\bmod b)$. Then $a=k b+l$ where $k \geq b-3$ and $l<b$. If $l=0$ or $l=b-1$ then the statement follows respectively from Theorem 1 or Corollary 1. Otherwise, it follows from Theorem 4 or Theorem 5.

At last, we show that the bound $b \geq 7$ from Corollary 2 on the minimum $b$ for which the makespan can reach $n+4$ cannot be improved.

Proposition 2. If $b \leq 6$ then $K^{*} \leq n+3$.
Proof. Let $a=k b+l$ where $l<b$. The cases $l=0,1, b-1$ follow respectively from Theorems 1, 4, and Corollary 1. The case $l=2$ is resolved either by Theorem 4 or by Proposition 1. This covers all possibilities for $b \leq 4$. The cases $l=3, k \geq 2$ and $l=4, k \geq 3$ follow from Theorems 4 and 5 . Finally, the schedules for the remaining four cases $b=5, a=8$ and $b=6, a \in\{9,10,16\}$ are given in Tables 4, 5 and 6.

## 4 Conclusions

In this paper we partially characterized the makespan in Problem 1 for some values of $a$ and $b$. Our conjecture is that in all remaining open cases the makespan is $n+3$. If this were true then Problem 1 would be polynomially solvable. Indeed,
its input size is $O(\log n)$ (it is sufficient to specify just $a$ and $b$ ), and the conditions of Theorems 1, 2, 3 can be checked in time $O(\log n)$. Note that the schedule in the form of table has size $O\left(n^{2}\right)$, i. e. in the table representation it cannot be bounded by a polynomial of the input size. However, since the constructed schedules have quite regular structure, it is possible to specify functions computable in $O(\log n)$ time which output completion time of an operation for every machine-job pair.

Note that in the general case $(m \neq n)$ the situation is more unclear since even the criterion from Theorem 1 does not work, as shown in Table 1a and b. However, we conjecture that the problem is polynomially solvable in the general case.
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#### Abstract

Given a graph $G=(V, E)$ with edge weights and a subset $R \subseteq E$ of required edges, the NP-hard Rural Postman Problem (RPP) is to find a closed walk of minimum total weight containing all edges of $R$. The number $b$ of vertices incident to an odd number of edges of $R$ and the number $c$ of connected components formed by the edges in $R$ are both bounded from above by the number of edges that has to be traversed additionally to the required ones. We show how to reduce any RPP instance $I$ to an RPP instance $I^{\prime}$ with $2 b+O(c / \varepsilon)$ vertices in $O\left(n^{3}\right)$ time so that any $\alpha$-approximate solution for $I^{\prime}$ gives an $\alpha(1+\varepsilon)$ approximate solution for $I$, for any $\alpha \geq 1$ and $\varepsilon>0$. That is, we provide a polynomial-size approximate kernelization scheme (PSAKS). We make first steps towards a PSAKS with respect to the parameter $c$.


Keywords: Eulerian extension - Lossy kernelization • Parameterized complexity

## 1 Introduction

In the framework of lossy kernelization $[15,29]$, we study trade-offs between the provable effect of data reduction and the provably achievable solution quality for the following classical vehicle routing problem [31].

Problem 1.1 (Rural Postman Problem, RPP).
Input: A graph $G=(V, E)$ with $n$ vertices, edge weights $\omega: E \rightarrow \mathbb{N} \cup\{0\}$, and a multiset $R$ of required edges of $G$.
Task: Find a closed walk $W^{*}$ in $G$ containing each edge of $R$ and minimizing the total weight $\omega\left(W^{*}\right)$ of the edges on $W^{*}$.

We call any closed walk containing all edges of $R$ an $R P P$ tour. RPP has direct applications in snow plowing, street sweeping, meter reading [7,13], vehicle depot location [18], drilling, and plotting [17,20]. The undirected version occurs especially in rural areas, where service vehicles can operate in both directions even on one-way roads [13]. Moreover, RPP is a special case of the Capacitated Arc Routing Problem (CARP) [19] and used in "route first, cluster second" algorithms for CARP $[1,6,34]$, which are notably the only ones with proven approximation guarantees [4,24,35]. Improved approximations for RPP automatically lead to better approximations for CARP.

Unfortunately, containing the metric Traveling Salesman Problem as a special case, RPP is APX-hard [25]. While there is a folklore polynomial-time 3/2approximation, we aim for $(1+\varepsilon)$-approximations for all $\varepsilon>0$. Since finding such approximations typically requires exponential time, we present data reduction rules for this task. Their effectiveness depends on the desired approximation factor.

### 1.1 Our Contributions and Outline of This Paper

In Sect.2, we introduce basic notation. In Sect.3, we prove basic structural properties of optimal RPP solutions. In Sect.4, we show our main theorem:

Theorem 1.2. For any $\varepsilon>0$, any $R P P$ instance $(G, R, \omega)$ can be reduced to an RPP instance $\left(G^{\prime}, R^{\prime}, \omega^{\prime}\right)$ in $O\left(n^{3}+|R|\right)$ time such that
(i) the number of vertices in $G^{\prime}$ is $2 b+O(c / \varepsilon)$,
(ii) the number of required edges is $\left|R^{\prime}\right| \leq 4 b+O(c / \varepsilon)$,
(iii) the maximum edge weight with respect to $\omega^{\prime}$ is $O((b+c) / \varepsilon)$,
(iv) any $\alpha$-approximate solution for $I^{\prime}$ for some $\alpha \geq 1$ can be transformed into an $\alpha(1+\varepsilon)$-approximate solution for $I$ in polynomial time,
where $b$ is the number of vertices of $G$ incident to an odd number of edges in $R$ and $c$ is the number of connected components formed by the edges in $R$.

Notably, the $\alpha$-approximate solution for $I^{\prime}$ in Theorem 1.2 may be obtained by any means, for example exact algorithms or heuristics. Thus, Theorem 1.2 can be used to speed up expensive heuristics without much loss in the solution quality. In terms of the recently introduced concept of lossy kernelization [29], Theorem 1.2 yields a polynomial-size approximate kernelization scheme (PSAKS).

Remark 1.3. We can prove that Theorem 1.2 cannot be generalized to $\varepsilon=0$ unless the polynomial-time hierarchy collapses. ${ }^{1}$ In fact, we can prove the stronger result that RPP is WK[1]-complete [23] even when parameterized by a larger parameter-the number and cost $d=\omega\left(W^{*}\right)-\omega(R)+\left|W^{*}\right|-|R|$ of edges traversed additionally to the required ones. That is, exactly solving RPP presumably cannot be polynomial-time reduced to solving instances of size polynomial in $d$ (and thus, also not to solving instances of size polynomial in $b+c \leq 3 d / 2$ ).

[^17]
### 1.2 Related Work

Classical Complexity. Being a generalization of the metric TSP, RPP is APXhard [25]. There is a folklore polynomial-time $3 / 2$-approximation (we refer to arc routing surveys $[5,13]$ for a detailed algorithmic description).

Parameterized Complexity. Dorn et al. [9] showed an $O\left(4^{d} \cdot n^{3}\right)$-time algorithm for the directed RPP, where $d=\left|W^{*}\right|-|R|$ is the minimum number of deadheading arcs in an optimal solution $W^{*}$. It can be easily adapted to the undirected RPP. Sorge et al. [32] showed an $O\left(4^{c \log b^{2}}\right.$ poly $\left.(n)\right)$-time algorithm for the directed RPP, where $c$ is the number of (weakly) connected components induced by the required arcs in $R$ and $b=\sum_{v \in V}|\operatorname{indeg}(v)-\operatorname{outdeg}(v)|$. It is not obvious whether this algorithm can be adapted to the undirected RPP maintaining its running time. Gutin et al. [22] showed a randomized algorithm that solves the directed and undirected RPP in $f(c)$ poly $(n)$ time if edge weights are bounded polynomially in $n$. The existence of a deterministic algorithm with this running time is open [5,22,33].

Exact Kernelization. RPP can easily be reduced to a problem kernel with $2|R|$ vertices [5]. In contrast, Sorge et al. [32] showed that, unless the polynomialtime hierarchy collapses, the directed RPP has no problem kernel of size polynomial in the number of deadheading arcs. This can be strengthened to WK[1]hardness, also for the directed RPP (see Remark 1.3).

Lossy Kernelization. Recently the concept of approximate kernelization has gained increased interest [15,29]. In this context, Eiben et al. [11] called for finding connectivity-constrained problems that do not have polynomial-size kernels but $\alpha$-approximate polynomial-size kernels. We exhibit that RPP is such a problem (see Theorem 1.2 and Remark 1.3). Among the so far few known lossy kernels [11,12,27-29], our Theorem 1.2 stands out since it shows a time and size efficient PSAKS, which is a property previously observed only in results of Krithika et al. [27].

## 2 Preliminaries

Sets and Multisets. By $\mathbb{N}$ we denote the set of natural numbers including zero. For two multisets $A$ and $B, A \uplus B$ is the multiset obtained by adding the multiplicities of elements in $A$ and $B$. By $A \backslash B$ we denote the multiset obtained by subtracting the multiplicities of elements in $B$ from the multiplicities of elements in $A$. Finally, given some weight function $\omega: A \rightarrow \mathbb{N}$, the weight of a multiset $A$ is $\omega(A):=\sum_{e \in A} \nu(e) \omega(e)$, where $\nu(e)$ is the multiplicity of $e$ in $A$.

Graphs. We generally consider multigraphs $G=(V, E)$ with a set $V(G):=V$ of vertices, a multiset $E(G):=E$ over $\{\{u, v\} \mid u, v \in V\}$ of (undirected) edges, and edge weights $\omega: E \rightarrow \mathbb{N}$. Graphs are allowed to have loops and parallel edges. For a multiset $R$ of edges, we denote by $V(R)$ the set of their incident vertices.

Paths and Cycles. A walk from $v_{0}$ to $v_{\ell}$ in $G$ is a sequence $w=\left(v_{0}, e_{1}, v_{1}\right.$, $\left.e_{2}, v_{2}, \ldots, e_{\ell}, v_{\ell}\right)$ such that $e_{i}$ is an edge with end points $v_{i-1}$ and $v_{i}$ for each $i \in$ $\{1, \ldots, \ell\}$. If $v_{0}=v_{\ell}$, then we call $w$ a closed walk. If all vertices on $w$ are pairwise distinct, then $w$ is a path. If only its first and last vertex coincide, then $w$ is a cycle. By $E(w)$ we denote the multiset of edges on $w$. The length of walk $w$ is its number $|w|:=\ell=|E(w)|$ of edges. The weight of walk $w$ is $\omega(w):=\sum_{i=1}^{\ell} \omega\left(e_{\ell}\right)$. An Euler tour for $G$ is a closed walk that traverses each edge of $G$ exactly as often as it is present in $G$. A graph is Eulerian if it allows for an Euler tour.

Connectivity and Blocks. Two vertices $u, v$ of $G$ are connected if there is a path from $u$ to $v$ in $G$. A connected component of $G$ is a maximal subgraph of $G$ in which the vertices are mutually connected. A vertex $v$ of $G$ is a cut vertex if removing $v$ and its incident edges increases the number of connected components of $G$. A biconnected component or block of $G$ is a maximal subgraph without cut vertices.

Edge- and Vertex-Induced Subgraphs. For a subset $U \subseteq V$ of vertices, the subgraph $G[U]$ of $G=(V, E)$ induced by $U$ consists of the vertices of $U$ and all edges of $G$ between them (respecting multiplicities). For a multiset $R$ of edges of $G, G\langle R\rangle:=(V(R), R)$ is the graph induced by the edges in $R$. For a walk $w$, we also denote $G\langle w\rangle:=G\langle E(w)\rangle$. Note that $G\langle R\rangle$ and $G\langle w\rangle$ do not contain isolated vertices yet might contain edges with a higher multiplicity than $G$ and, therefore, are not necessarily sub(multi)graphs of $G$.

Lossy Kernelization. Kernelization is a notion of provably effective data reduction [21,26] from parameterized complexity theory [8]. Since RPP does not have polynomial-size kernels (see Remark 1.3) and is hard to approximate at the same time, we consider approximate kernelization [29]:

Definition 2.1 (polynomial-size approximate kernelization scheme). $A$ polynomial-size approximate kernelization scheme (PSAKS) for an optimization problem $L$ with parameter $k$ consists of two algorithms: for each constant $\varepsilon>0$,
(i) the first algorithm reduces an instance $I$ of $L$ to an instance $I^{\prime}$ of size $\operatorname{poly}(k)$ in polynomial time,
(ii) the second algorithm turns any $\alpha$-approximate solution for $I^{\prime}$ into an $\alpha \cdot(1+\varepsilon)$-approximate solution for I in polynomial time.

We will use the following lemma to shrink edge weights. It is a generalization of an idea implicitly used for weight reduction in a proof of Lokshtanov et al. [29, Theorem 4.2] and shrinks weights faster and more significantly than a theorem of Frank and Tardos [16] that is frequently used in the exact kernelization of weighted problems $[2,14,30]$.

Lemma 2.2 (lossy weight reduction). Let $\mathcal{F} \subseteq \mathbb{Q}_{\geq 0}^{n}$ and $\omega \in \mathbb{Q}_{\geq 0}^{n}$ such that

- $\|\omega\|_{\infty} \leq \beta$ for some $\beta \in \mathbb{Q}$ and
- $\|x\|_{1} \leq N$ for some $N \in \mathbb{N}$ and all $x \in \mathcal{F}$.

Then, for any $\varepsilon>0$, in linear time, we can compute $\bar{\omega} \in \mathbb{N}^{n}$ such that
(i) $\|\bar{\omega}\|_{\infty} \leq N / \varepsilon$ and
(ii) for any $x \in \mathcal{F}$ with $\bar{\omega}^{\top} x \leq \alpha \cdot \bar{\omega}^{\top} \bar{x}^{*}$, one has $\omega^{\top} x \leq \alpha \cdot \omega^{\top} x^{*}+\varepsilon \beta$,
where $\alpha \in \mathbb{Q}, x^{*} \in \arg \min \left\{\omega^{\top} x \mid x \in \mathcal{F}\right\}$, and $\bar{x}^{*} \in \arg \min \left\{\bar{\omega}^{\top} x \mid x \in \mathcal{F}\right\}$.

## 3 Solution Structure

In this section, we prove fundamental properties of optimal solutions to RPP. To make these hold, we first establish the triangle inequality.

Proposition 3.1 ([3]). In $O\left(n^{3}\right)$ time, an RPP instance $(G, R, \omega)$ can be turned into an RPP instance $\left(G^{\prime}, R, \omega^{\prime}\right)$ such that

- $G^{\prime}$ is a complete graph on the vertex set of $G$,
- $\omega^{\prime}$ satisfies the triangle inequality, and
- any $\alpha$-approximate $R P P$ tour for $\left(G^{\prime}, R, \omega^{\prime}\right)$ can be turned into an $\alpha$ approximate $R P P$ tour for $(G, R, \omega)$ in polynomial time.

Remark 3.2. Since Proposition 3.1 does not change $R$, it affects neither the number of connected components nor the number of odd-degree vertices of $G\langle R\rangle=$ $G^{\prime}\langle R\rangle$. Thus, it is sufficient to prove Theorem 1.2 for RPP with triangle inequality.

Now, consider any RPP tour $W$ for an RPP instance $(G, R, \omega)$. Then $G\langle W\rangle$ is an Eulerian supergraph of $G\langle R\rangle$ with total edge weight $\omega(W)$. Moreover, any Eulerian supergraph $G\left\langle W^{\prime}\right\rangle$ of $G\langle R\rangle$ yields an RPP tour for $(G, R, \omega)$ of total weight $\omega\left(W^{\prime}\right)$. Thus, RPP tours one-to-one correspond to Eulerian extensions [33]:

Definition 3.3 (Eulerian extension, edge-minimizing). An Eulerian extension (EE) for an RPP instance $(G, R, \omega$ ) is a multiset $S$ of edges such that $G\langle R \uplus S\rangle$ is Eulerian.

We say that an Eulerian extension $S$ is edge-minimizing if there is no Eulerian extension $S^{\prime}$ with $\left|S^{\prime}\right|<|S|$ and $\omega\left(S^{\prime}\right) \leq \omega(S)$.

We exploit that a graph without isolated vertices is Eulerian if and only if it is connected and balanced:

Definition 3.4 (balanced). A vertex is balanced if it has even degree. A graph is balanced if each of its vertices is balanced.

Thus, solving RPP reduces to finding a minimum-weight set $S$ of edges such that $G\langle R \uplus S\rangle$ is connected and balanced. Since an Euler tour in the Eulerian graph $G\langle R \uplus S\rangle$ is computable in linear time using Hierholzer's algorithm, we can easily recover an RPP tour from an Eulerian extension.

Proposition 3.5. Let $(G, R, \omega)$ be an RPP instance.
(i) From any RPP tour $W$ for $(G, R, \omega)$, one can compute an Eulerian extension $S$ of cost $\omega(W)=\omega(R)+\omega(S)$ in time linear in $|W|$.
(ii) From any Eulerian extension $S$ for $(G, R, \omega)$, one can compute an $R P P$ tour $W$ of cost $\omega(W)=\omega(R)+\omega(S)$ in time linear in $|R|+|S|$.

When assuming the triangle inequality, any RPP tour can be shortcut so as not to contain vertices that are not incident to required edges. Thus:

Observation 3.6. Any edge-minimizing Eulerian extension $S$ for an RPP instance $(G, R, \omega)$ satisfies $V(S) \subseteq V(R)$.

Moreover, since an edge-minimizing Eulerian extension uses balanced vertices only to make connections between components, we can prove:

Lemma 3.7. Let $(G, R, \omega)$ be an RPP instance and $c$ be the number of connected components of $G\langle R\rangle$. At most $2 c-2$ balanced vertices in $G\langle R\rangle$ are incident to edges of an edge-minimizing Eulerian extension and this bound is tight.

Using the triangle inequality, any RPP tour using a vertex more than once can be shortcut, yielding the following lemma:

Lemma 3.8. An edge-minimizing Eulerian extension contains exactly one edge incident to each unbalanced vertex of $G\langle R\rangle$ and either no or two edges incident to each balanced vertex of $G\langle R\rangle$.

We now establish some inequalities used in the analysis of our algorithm.
Definition 3.9. In the context of an $R P P$ instance $(G, R, \omega)$, we denote by
$R$ - the set of required arcs,
$c$ - the number of connected components in $G\langle R\rangle$,
$b$ - the number of imbalanced vertices in $G\langle R\rangle$,
$W^{*}$ - a minimum-weight RPP tour with a minimum number of edges,
$D$ - a minimum-weight edge-minimizing Eulerian extension for $(G, R, \omega)$,
$T$ - a minimum-weight set of edges such that $G\langle R \uplus T\rangle$ is connected, of minimum cardinality,
$M-a$ minimum-weight set of edges such that $G\langle R \uplus M\rangle$ is balanced, of minimum cardinality.

Notably, when assuming the triangle inequality, $M$ is simply a minimum-weight perfect matching on the $b$ imbalanced vertices in $G\langle R\rangle[10]$.

Lemma 3.10. The following relations hold:

$$
\begin{align*}
\omega\left(W^{*}\right) & =\omega(R)+\omega(D)  \tag{3.1}\\
\omega(M) & \leq \omega(D)  \tag{3.2}\\
\omega(T) & \leq \omega(D)  \tag{3.3}\\
\omega(D) & \leq \omega(M)+2 \omega(T) \tag{3.4}
\end{align*}
$$

$$
\begin{align*}
\left|W^{*}\right| & =|R|+|D|,  \tag{3.5}\\
2 b=|M| & \leq|D|,  \tag{3.6}\\
c-1=|T| & \leq|D|,  \tag{3.7}\\
|D| & \leq|M|+2|T|, \tag{3.8}
\end{align*}
$$

where $|S| \leq|M|+2|T|$ holds for any edge-minimizing Eulerian extension $S$.

## 4 Approximate Kernelization Schemes for the Rural Postman Problem

In this section, we prove Theorem 1.2. To this end, in Sect.4.1, we present three data reduction rules. In Sect. 4.2, we then show how to apply these rules to obtain a polynomial-size approximate kernelization scheme (PSAKS) of size $2 b+O(c / \varepsilon)$, proving Theorem 1.2. Finally, in Sect.4.3, we discuss some problems that one faces when trying to improve it to a PSAKS of size $O(c)$.

### 4.1 Data Reduction Rules

Since, by Observation 3.6, no edge-minimizing Eulerian extension uses vertices outside of $V(R)$, the following is immediate.

Reduction Rule 4.1. Let $(G, R, \omega)$ be an RPP instance with triangle inequality. Delete all vertices that are not incident to edges in $R$.

Proposition 4.2. Reduction Rule 4.1 turns an RPP instance $(G, R, \omega)$ into an $R P P$ instance $\left(G^{\prime}, R, \omega\right)$ such that

- any edge-minimizing Eulerian extension for $(G, R, c)$ is one for $\left(G^{\prime}, R, c\right)$ and - any Eulerian extension for $\left(G^{\prime}, R, c\right)$ is one for $(G, R, c)$.

The next data reduction rule shrinks the set of required edges. This will be crucial since other data reduction rules only reduce the number of vertices, yet may leave the multiset of required edges between them unbounded.

Reduction Rule 4.3. Let $(G, R, \omega)$ be an instance of RPP and $C$ be a cycle in $G\langle R\rangle$ such that $G\langle R \backslash C\rangle$ has the same number of connected components as $G\langle R\rangle$, then delete the edges of $C$ from $R$.

Lemma 4.4. Using Reduction Rule 4.3, one can in $O(|R|)$ time compute a set $R^{\prime} \subseteq R$ of required edges with the following properties.
(i) Any Eulerian extension for $\left(G, R^{\prime}, \omega\right)$ is one for $(G, R, \omega)$ and vice versa.
(ii) The number of edges in each connected component of $G\left\langle R^{\prime}\right\rangle$ with $k$ vertices is at most $\max \{1,2 k-2\}$.

We finally present a data reduction rule that removes balanced vertices. To this end, the following lemma in particular shows that removing a balanced vertex with all its incident edges changes the balance of an even number of vertices. This allows us to restore their original balance by adding a matching to the set of required edges, not increasing the total weight of required edges. This will be crucial to prove that our reduction rules maintain approximation factors.

Lemma 4.5. Let $\Gamma=(V, E)$ be a multigraph, $\omega:\{\{u, v\} \mid u, v \in V\} \rightarrow \mathbb{N}$ satisfy the triangle inequality, and $F$ be an even-cardinality submultiset of edges incident to a common vertex $v \in V$. Then
(i) The set $U \subseteq V \backslash\{v\}$ of vertices incident to an odd number of edges of $F$ has even cardinality.
(ii) For any matching $M_{v}$ in the complete graph on $U, \omega\left(M_{v}\right) \leq \omega(F)$ and $\left|M_{v}\right| \leq|F|$.

We now use Lemma 4.5 to define an operation that allows us to remove a balanced vertex from $G\langle R\rangle$. It is illustrated in Fig. 1.


Fig. 1. Illustration of Definition 4.6(a). Only required edges are shown. Thick edges on the right are the added matching $M_{v}$.

Definition 4.6 (vertex extraction). Let $(G, R, \omega)$ be an $R P P$ instance with $\omega$ satisfying the triangle inequality, $v$ be a vertex that

- is balanced in a connected component of $G\langle R\rangle$ with at least three vertices and
- not a cut vertex of $G\langle R\rangle$ or contained in exactly two blocks of $G\langle R\rangle$,
and let $R_{v} \subseteq R$ be the required edges incident to $v$. The result of extracting $v$ is a set $R^{\prime}$ constructed as follows:
(a) If $v$ is not a cut vertex of $G\langle R\rangle$, then $R^{\prime}=\left(R \backslash R_{v}\right) \uplus M_{v}$, where $M_{v}$ is any perfect matching on the set of vertices incident to an odd number of edges of $R_{v}$.
(b) If $v$ is a cut vertex of $G\langle R\rangle$ contained in exactly two blocks $A$ and $B$ of $G\langle R\rangle$, then $R^{\prime}=\left(R \backslash R_{v}\right) \uplus M_{v} \uplus\{\{a, b\}\}$, where $a$ is a neighbor of $v$ in $A$, $b$ is a neighbor of $v$ in $B$, and $M_{v}$ is any perfect matching on the set of vertices incident to an odd number of edges of $R_{v} \backslash\{\{a, v\},\{b, v\}\}$.

Lemma 4.7. Let $(G, R, \omega)$ be an RPP instance and $R^{\prime}$ be the result of extracting a balanced vertex $v$ of $G\langle R\rangle$. Then the following properties hold.
(i) $V\left(R^{\prime}\right)=V(R) \backslash\{v\}$.
(ii) $\omega\left(R^{\prime}\right) \leq \omega(R)$ and $\left|R^{\prime}\right| \leq|R|$.
(iii) Each vertex of $G\left\langle R^{\prime}\right\rangle$ is balanced if and only if it is balanced in $G\langle R\rangle$.
(iv) Two vertices of $G\left\langle R^{\prime}\right\rangle$ are connected if and only if they are so in $G\langle R\rangle$.
(v) Any multiset $S$ of edges with $V(S) \subseteq V\left(R^{\prime}\right)$ is an Eulerian extension for $\left(G, R^{\prime}, \omega\right)$ if and only if it is one for $(G, R, \omega)$.

We can now turn Definition 4.6 into a data reduction rule. Its parameter $\gamma \in \mathbb{Q}$ allows a trade-off between aggressivity and introduced error.

Reduction Rule 4.8. Let $(G, R, \omega)$ be an RPP instance with $G=(V, E)$, $\omega$ satisfying the triangle inequality, and $\gamma \in \mathbb{Q}$. Let $C_{i}$ be the vertices in connected component $i \in\{1, \ldots, c\}$ of $G\langle R\rangle$ and $B_{i} \subseteq C_{i}$ be an inclusion-maximal set of vertices such that, for each $u, v \in B_{i}$ with $u \neq v$, one has $\omega(\{u, v\})>\gamma$. Finally, let

$$
B:=\bigcup_{i=1}^{c} B_{i}
$$

Now, initially let $R^{\prime}:=R$ and, as long as $G\left\langle R^{\prime}\right\rangle$ contains a vertex $v \in V \backslash B$ that can be extracted using Definition 4.6, replace $R^{\prime}$ by the result of extracting $v$.

Lemma 4.9. Let $(G, R, \omega)$ be an $R P P$ instance with $\omega$ satisfying the triangle inequality. Then, Reduction Rule 4.8 in $O\left(n^{3}\right)$ time yields a multiset $R^{\prime}$ of edges such that
(i) $\omega\left(R^{\prime}\right) \leq \omega(R)$ and $V\left(R^{\prime}\right) \subseteq V(R)$.
(ii) Any multiset $S$ of edges with $V(S) \subseteq V\left(R^{\prime}\right)$ is an Eulerian extension for $\left(G, R^{\prime}, \omega\right)$ if and only if it is one for $(G, R, \omega)$.
(iii) Any edge-minimizing Eulerian extension $S$ for $(G, R, \omega)$ can be turned into an Eulerian extension $S^{\prime}$ for $\left(G, R^{\prime}, \omega\right)$ such that $\omega\left(S^{\prime}\right) \leq \omega(S)+2 \gamma \cdot(2 c-2)$.
(iv) $G\left\langle R^{\prime}\right\rangle$ contains at most $2 b+2 c+4 \omega(R) / \gamma$ vertices.

Proof. (i) and (ii) follow from Lemma 4.7 since $R^{\prime}$ is the result of a sequence of vertex extractions.
(iii) We turn $S$ into an Eulerian extension $S^{\prime}$ with $V\left(S^{\prime}\right) \subseteq V\left(R^{\prime}\right)$ and then apply (ii). First, since $S$ is edge-minimizing and $\omega$ satisfies the triangle inequality, by Observation 3.6, $V(S) \subseteq V(R)$. By Reduction Rule 4.8, the vertices in $X:=$ $V(R) \backslash V\left(R^{\prime}\right)$ are not in $B$ and, thus, for each $v \in X \cap C_{i}$, we find a vertex $v^{\prime} \in B_{i}$ such that $\omega\left(\left\{v, v^{\prime}\right\}\right) \leq \gamma$. Note that $v^{\prime} \in V\left(R^{\prime}\right)$. Since each vertex in $X$ is balanced in $G\langle R\rangle$, by Lemma 3.8, each vertex $v \in X \cap V(S)$ is incident to exactly
two edges $\{v, u\}$ and $\{v, w\}$ of $S$ (possibly, $u=w$ ). Since $\left\{v, v^{\prime}\right\} \subseteq C_{i}, S^{\prime}:=$ $(S \backslash\{\{v, u\},\{v, w\}\}) \uplus\left\{v^{\prime}, u\right\} \uplus\left\{v^{\prime}, w\right\}$ is also an Eulerian extension for $(G, R, \omega)$. Moreover, $\omega\left(S^{\prime}\right) \leq \omega(S)+2 \gamma$. Doing this replacement for each $v \in X \cap V(S)$, we finally obtain an Eulerian extension $S^{\prime}$ for $(G, R, \omega)$ with $V\left(S^{\prime}\right) \subseteq V\left(R^{\prime}\right)$ and $\omega\left(S^{\prime}\right) \leq \omega(S)+2 \gamma \cdot|X \cap V(S)|$. Since each vertex in $X$ is balanced in $G\langle R\rangle$, by Lemma 3.7, $|X \cap V(S)| \leq 2 c-2$. Finally, by (ii), $S^{\prime}$ is an Eulerian extension for $\left(G, R^{\prime}, \omega\right)$.
(iv) The vertices of $G\left\langle R^{\prime}\right\rangle$ can be partitioned into $X \uplus Y \uplus Z$, where $X$ are imbalanced in $G\left\langle R^{\prime}\right\rangle, Y$ are balanced and in $B$, and $Z$ are balanced but not in $B$.

By Lemma 4.7(iii), the vertices in $X$ are imbalanced in $G\langle R\rangle$ also. Thus,

$$
\begin{equation*}
|X| \leq b \tag{4.1}
\end{equation*}
$$

We next analyze $|Y|$. For $i \in\{1, \ldots, c\}$, let $R_{i} \subseteq R$ be the edges between vertices in $C_{i}, T_{i}^{*}$ be a tree of the smallest weight in $G\left\langle R_{i}\right\rangle$ connecting all vertices in $B_{i}$, $T_{i}$ be a minimum-weight spanning tree in $G\left[B_{i}\right]$, and $H_{i}$ be a minimum-weight Hamiltonian cycle in $G\left[B_{i}\right]$. Doubling all edges of $T_{i}^{*}$ yields a closed walk in $G\left\langle R_{i}\right\rangle$ containing the vertices in $B_{i}$. Using the triangle inequality of $\omega$, it can be shortcut to a Hamiltonian cycle in $G\left[B_{i}\right]$. Thus, $\omega\left(T_{i}\right) \leq \omega\left(H_{i}\right) \leq 2 \omega\left(T_{i}^{*}\right) .{ }^{2}$ We thus get

$$
\begin{align*}
\left(\left|B_{i}\right|-1\right) \gamma & =\sum_{e \in T_{i}} \gamma<\sum_{e \in T_{i}} \omega(e)=\omega\left(T_{i}\right) \leq 2 \omega\left(T_{i}^{*}\right) \leq 2 \omega\left(R_{i}\right) \quad \text { and thus } \\
|Y| \leq|B| & =\sum_{i=1}^{c}\left|B_{i}\right|<\sum_{i=1}^{c}\left(\frac{2 \omega\left(R_{i}\right)}{\gamma}+1\right)=2 \omega(R) / \gamma+c \tag{4.2}
\end{align*}
$$

Finally, we analyze $|Z|$. Definition 4.6 is not applicable to any vertex $v \in Z$, since it would have been removed by Reduction Rule 4.8. Thus, $v$ is a cut vertex contained in at least three blocks of $G\left\langle R^{\prime}\right\rangle$ or the connected component of $G\left\langle R^{\prime}\right\rangle$ containing $v$ consists of only two vertices. To analyze $|Z|$, for each $i \in\{1, \ldots, c\}$, consider $X_{i}:=X \cap C_{i}, Z_{i}:=Z \cap C_{i}$, the set $R_{i}^{\prime} \subseteq R^{\prime}$ of edges between vertices in $C_{i}$, and the block-cut tree $T_{i}$ of $G\left\langle R_{i}^{\prime}\right\rangle$ : the vertices of $T_{i}$ are the cut vertices and the blocks of $G\left\langle R_{i}^{\prime}\right\rangle$ and there is an edge between a cut vertex $v$ and a block $A$ of $G\left\langle R_{i}^{\prime}\right\rangle$ in $T_{i}$ if $v$ is contained in $A$. Then either $\left|Z_{i}\right| \leq 2$ or the vertices in $Z_{i}$ have degree at least three in $T_{i}$. Therefore, $T_{i}$ has at most $\left|X_{i}\right|+$ $\left|Y_{i}\right|$ leaves. Since a tree with $\ell$ leaves has at most $\ell-1$ vertices of degree three, $\left|Z_{i}\right| \leq \max \left\{2,\left|X_{i}\right|+\left|Y_{i}\right|-1\right\}$. Thus,

$$
\begin{equation*}
|Z|=\sum_{i=1}^{c}\left|Z_{i}\right| \leq|X|+\sum_{i=1}^{c}\left|Y_{i}\right|=|X|+|Y| \tag{4.3}
\end{equation*}
$$

Combining (4.1), (4.2), (4.3), and that $\left|V\left(R^{\prime}\right)\right|=|X|+|Y|+|Z|$, (iv) follows.

[^18]
### 4.2 A Polynomial-Size Approximate Kernelization Scheme for the Parameter $b+c$ (proof of Theorem 1.2)

This section proves Theorem 1.2. We describe how to transform a given RPP instance $I$ and $\varepsilon>0$ into an RPP instance $I^{\prime}$ such that any $\alpha$-approximate solution for $I^{\prime}$ can be transformed into an $\alpha(1+\varepsilon)$-approximate solution for $I$. Due to Proposition 3.1, we assume that $I=(G, R, \omega)$ has been preprocessed in $O\left(n^{3}\right)$ time so as to satisfy the triangle inequality.

Shrinking the Graph. Choose $\varepsilon_{1}+\varepsilon_{2}=\varepsilon$. Apply Reduction Rule 4.8 with

$$
\begin{equation*}
\gamma=\frac{\varepsilon_{1} \cdot \omega(R)}{4 c-4} \tag{4.4}
\end{equation*}
$$

which, by Lemma 4.9, in $O\left(n^{3}\right)$ time gives an instance $\left(G, R_{1}, \omega\right)$ with

$$
\begin{equation*}
\left|V\left(R_{1}\right)\right| \leq 2 b+2 c+\frac{16 c-16}{\varepsilon_{1}} \tag{4.5}
\end{equation*}
$$

To $\left(G, R_{1}, \omega\right)$ we apply Reduction Rule 4.3 , which, by Lemma 4.4, in $O\left(\left|R_{1}\right|\right)$ time gives an instance $\left(G, R_{2}, \omega\right)$ with

$$
\begin{equation*}
R_{2} \subseteq R_{1} \quad \text { and } \quad\left|R_{2}\right| \leq 4 b+4 c+\frac{32 c-32}{\varepsilon_{1}} \tag{4.6}
\end{equation*}
$$

Finally, applying Reduction Rule 4.1 to $\left(G, R_{2}, \omega\right)$ in linear time yields an instance $\left(G_{2}, R_{2}, \omega\right)$ such that

$$
\begin{equation*}
\left|V\left(G_{2}\right)\right| \leq\left|V\left(R_{2}\right)\right| \leq\left|V\left(R_{1}\right)\right| \tag{4.7}
\end{equation*}
$$

Shrinking Edge Weights. Since $G\langle R \uplus T\rangle$ is connected, due to the triangle inequality of $\omega$, each edge $e=\{u, v\}$ of $G$, and thus of its subgraph $G_{2}$, satisfies $\omega(e) \leq \omega(R)+\omega(T)$. Moreover, by Lemma 3.10, any edge-minimizing Eulerian extension for $\left(G_{2}, R_{2}, \omega\right)$ has at most $|M|+2|T|=b / 2+2 c-2$ edges. Thus, we can apply Lemma 2.2 with $\beta=\omega(R)+\omega(T)$ and $N=\left|R_{2}\right|+b / 2+2 c-2$ to $\left(G_{2}, R_{2}, \omega\right)$ to get an instance $\left(G_{2}, R_{2}, \omega_{2}\right)$ such that for all edges $e$,

$$
\begin{equation*}
\omega(e) \leq \frac{\left|R_{2}\right|+b / 2+2 c-2}{\varepsilon_{2}} . \tag{4.8}
\end{equation*}
$$

In Lemma 2.2, set $\mathcal{F}$ just contains all vectors $x$ that encode RPP tours $W$ induced by edge-minimizing Eulerian extensions for $\left(G_{2}, R_{2}, \omega\right)$ (it has a 1 for each edge of $G_{2}$ in $W$ and a 0 for each edge of $G_{2}$ not in $\left.W\right)$. We finally return $\left(G_{2}, R_{2}, \omega_{2}\right)$, whose construction takes $O\left(n^{3}+|R|\right)$ time, as required by Theorem 1.2.

Kernel Size Analysis. The returned instance satisfies Theorem 1.2(i) due to (4.5) and (4.7), (ii) due to (4.6), and (iii) due to (4.8).

Approximation Factor Analysis. It remains to prove Theorem 1.2(iv), that is, that we can lift an $\alpha$-approximate solution for $\left(G_{2}, R_{2}, \omega_{2}\right)$ to an $\alpha(1+\varepsilon)$ approximate solution for $(G, R, \omega)$.

An optimal RPP tour for $(G, R, \omega)$ has cost $\omega\left(W^{*}\right)=\omega(R)+\omega(D)$ by (3.1), where $D$ is a minimum-cost Eulerian extension. By Lemma 4.9(iii) and (4.4), there is an Eulerian extension $D^{\prime}$ for $\left(G, R_{1}, \omega\right)$ with

$$
\begin{equation*}
\omega\left(D^{\prime}\right) \leq \omega(D)+2 \gamma(2 c-2)=\omega(D)+\varepsilon_{1} \cdot \omega(R) \tag{4.9}
\end{equation*}
$$

By Lemma 4.4, $D^{\prime}$ is an Eulerian extension for $\left(G, R_{2}, \omega\right)$ and, by Proposition 4.2 , for $\left(G_{2}, R_{2}, \omega\right)$. Then $D^{\prime}$ is also an Eulerian extension for $\left(G_{2}, R_{2}, \omega_{2}\right)$. Thus, an optimal RPP tour for $\left(G_{2}, R_{2}, \omega_{2}\right)$ has cost at most $\omega_{2}\left(R_{2}\right)+\omega_{2}\left(D^{\prime}\right)$. By Proposition 3.5, an $\alpha$-approximate solution for $\left(G_{2}, R_{2}, \omega_{2}\right)$, can be turned into an Eulerian extension $S$ such that

$$
\begin{equation*}
\omega_{2}\left(R_{2}\right)+\omega_{2}(S) \leq \alpha\left(\omega_{2}\left(R_{2}\right)+\omega_{2}\left(D^{\prime}\right)\right) \tag{4.10}
\end{equation*}
$$

By Proposition 4.2, $S$ is an Eulerian extension for $\left(G, R_{2}, \omega\right)$. By Lemma 4.4, $S$ is an Eulerian extension for $\left(G, R_{1}, \omega\right)$, and by Lemma 4.9, it is one for $(G, R, \omega)$, since $V(S) \subseteq V\left(G_{2}\right)=V\left(R_{2}\right) \subseteq V\left(R_{1}\right) \subseteq V(R)$. Thus, by Proposition 3.5, $S$ can be turned into an RPP tour of cost $\omega(R)+\omega(S)$ for $(G, R, \omega)$. We analyze this cost. By (4.10) and Lemma 2.2 with $\beta=\omega(R)+\omega(T)$,

$$
\omega\left(R_{2}\right)+\omega(S) \leq \alpha\left(\omega\left(R_{2}\right)+\omega\left(D^{\prime}\right)\right)+\varepsilon_{2}(\omega(R)+\omega(T))
$$

Using $\omega\left(R_{2}\right) \leq \omega\left(R_{1}\right) \leq \omega(R)$ from Lemmas 4.4 and 4.9, and $\alpha \geq 1$, we get

$$
\begin{aligned}
\omega(R)+\omega(S) & \leq \alpha\left(\omega(R)+\omega\left(D^{\prime}\right)\right)+\varepsilon_{2}(\omega(R)+\omega(T)) & & \\
& \leq \alpha\left(\omega(R)+\omega\left(D^{\prime}\right)\right)+\varepsilon_{2}(\omega(R)+\omega(D)) & & \text { using }(3.7) \\
& \leq \alpha\left(\omega(R)+\omega(D)+\varepsilon_{1} \omega(R)\right)+\varepsilon_{2}(\omega(R)+\omega(D)) & & \text { using (4.9) } \\
& \leq \alpha\left(1+\varepsilon_{1}+\varepsilon_{2}\right)(\omega(R)+\omega(D))=\alpha(1+\varepsilon) \omega\left(W^{*}\right) & & \text { using (3.1). }
\end{aligned}
$$

Thus, we got an $\alpha(1+\varepsilon)$-approximation for $(G, R, c)$.

### 4.3 Towards a Polynomial-Size Approximate Kernelization Scheme for the Parameter $c$

In the previous section we have shown a polynomial-size approximate kernelization scheme (PSAKS) for RPP parameterized by $b+c$. An obvious question is whether there is a PSAKS for the parameter $c$. Unfortunately, we leave this question open, yet make some first steps and discuss the difficulties in resolving this question.

To get a PSAKS for $c$, one has to reduce the number of imbalanced vertices in $G\langle R\rangle$. One idea is adding to $R$ cheap edges of a minimum-weight perfect matching $M$ on imbalanced vertices, since this is optimal if it happens to connect $G\langle R\rangle$.

Reduction Rule 4.10. Let $(G, R, \omega)$ be an RPP instance with triangle inequality and $\delta \in \mathbb{Q}$. Add to $R$ a subset $M^{*} \subseteq M$ of edges with $\sum_{e \in M^{*}} \omega(e) \leq \delta$.


- required edges $R$
—— added matching edges $M^{*}$
---- optimal Eulerian extension $D$

Fig. 2. Example showing that the bound given in Observation 4.11(iii) is tight: adding the edges in $M^{*}$ to $R$ breaks the only optimal Eulerian extension $D$ (dashed). To fix it, one either has to double all edges of $D$ or add all edges of $M^{*}$ to $D$. Note that the star can be arbitrarily enlarged.

Observation 4.11. Let $R^{\prime}=R \uplus M^{*}$ be obtained by applying Reduction Rule 4.10 to $R$.
(i) There are at most $2\left(|M|-\left|M^{*}\right|\right)$ imbalanced vertices in $G\left\langle R^{\prime}\right\rangle$.
(ii) For any Eulerian extension $S^{\prime}$ for $\left(G, R^{\prime}, \omega\right), S=S^{\prime} \uplus M^{*}$ is an Eulerian extension for $(G, R, \omega)$ and $\omega(R)+\omega(S)=\omega\left(R^{\prime}\right)+\omega\left(S^{\prime}\right)$.
(iii) For any Eulerian extension $S$ for $(G, R, \omega), S^{\prime}=S \uplus M^{*}$ is an Eulerian extension for $\left(G, R^{\prime}, \omega\right)$ with $\omega\left(S^{\prime}\right) \leq \omega(S)+\delta$.

We expect that Reduction Rule 4.10 will indeed have some impact in practice when choosing $\delta=\varepsilon(\omega(R)+\omega(M))$, for example. Yet to show a PSAKS, it is unsuitable:

1. To reduce the number of imbalanced vertices in $G\langle R\rangle$ to some constant, we have to add all but a constant number of edges of $M$ to $R$, yet, by Observation 4.11(iii), each added edge potentially contributes to the error and thus would merely retain a 2 -approximation. Unfortunately, Fig. 2 shows that the bound given by Observation 4.11(iii) is tight.
2. Reduction Rule 4.10 increases the total weight of required edges. This makes it unusable for a PSAKS, since, in the resulting instance, a solution might be $(1+\varepsilon)$-approximate merely due to the fact that the lower bound $\omega(R)$ on the solution is sufficiently large (we will see this below).

Given the difficulties of showing a PSAKS for $c$, it is tempting to disprove its existence. However, the existing tools for excluding PSAKSes [29] also exclude polynomial-size kernels from which only optimal solutions can be lifted to $(1+\varepsilon)$ approximate solutions for the input instance. In terms of Fellows et al. [15], these are so-called $(1+\varepsilon)$-fidelity-preserving kernels. However, we can easily build a $(1+\varepsilon)$-fidelity-preserving kernel with size polynomial in $\omega(T)$, that is, of size polynomial in $c$ in case that the edge weights are bounded by $\operatorname{poly}(c)$ :

Proposition 4.12. Let $(G, R, \omega)$ be an instance of $R P P$ with triangle inequality.
(i) If $\omega(T) \leq \varepsilon(\omega(R)+\omega(M))$, then one can find a $(1+2 \varepsilon)$-approximate RPP tour for $(G, R, \omega)$ in polynomial time.
(ii) If $\omega(M) \leq \varepsilon(\omega(R)+\omega(T))$, then $(G, R, \omega)$ has a $(1+3 \varepsilon)$-fidelity-preserving kernel with $O(c)$ vertices.
(iii) Otherwise, $(G, R, \omega)$ has an (exact) problem kernel with respect to the parameter $\min \{\omega(T) / \varepsilon-\omega(M), \omega(M) / \varepsilon-\omega(T)\}$.

Proposition 4.12 shows that, in order to exclude PSAKSes for RPP parameterized by $c$, a reduction must use unbounded edge weights, the weights of $T, M$, and $R$ may not differ too much (by (i) and (ii)), yet the weights of $T$ and $M$ must not be too close either (by (iii)). Given these restrictions, we conjecture:

Conjecture 4.13. RPP has a PSAKS with respect to the parameter $c$.

## 5 Conclusion

Our main algorithmic contribution is a polynomial-size approximate kernelization scheme for the Rural Postman Problem parameterized by $b+c$, where $b$ is the number of vertices incident to an odd number of required edges and $c$ is the number of connected components formed by the required edges. In future work, we plan to implement the algorithm and to evaluate it on real-world data.

Notably, the approach taken by Reduction Rule 4.8, namely reducing all vertices that do not belong to some inclusion-maximal set $B$, does not generalize well to asymmetric distances, so that the main open question besides resolving Conjecture 4.13 is whether the scheme for the parameter $b+c$ presented in this work can be generalized to the directed Rural Postman Problem. We point out that, using known ideas [4], one can reduce any instance $I$ of the directed or undirected RPP to an instance $I^{\prime}$ with $c$ vertices in $O\left(n^{3} \log n\right)$ time such that any $\alpha$-approximation for $I^{\prime}$ yields an $(\alpha+1)$-approximation for $I$.
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#### Abstract

We study a version of the graph 2-clustering problem. In this version, for a given undirected graph, one has to find a nearest 2-cluster graph, i.e., the graph on the same vertex set with exactly 2 nonempty connected components each of which is a complete graph. The distance between two graphs is the number of noncoinciding edges.

The problem under consideration is NP-hard. In 2004, Bansal, Blum, and Chawla presented a simple polynomial time 3-approximation algorithm for the similar correlation clustering problem in which the number of clusters doesn't exceed 2. In 2008, Coleman, Saunderson, and Wirth presented a 2-approximation algorithm for this problem applying local search to every feasible solution obtained by the 3 -approximation algorithm of Bansal, Blum, and Chawla.

Unfortunately, the method of proving the performance guarantee of the Coleman, Saunderson, and Wirth's algorithm is not suitable for the graph 2-clustering. Coleman, Saunderson, and Wirth used switching technique that allows to reduce clustering any graph to the equivalent problem whose optimal solution is the complete graph, i.e., the cluster graph consisting of the single cluster.

In the graph 2-clustering problem any optimal solution has to consist of exactly 2 clusters, so we need another approximation algorithm and another method of proving a bound on its worst-case behaviour. We present a polynomial time 2-approximation algorithm for the 2-clustering problem on general graphs. In contrast to the proof of Coleman, Saunderson, and Wirth, our proof of the performance guarantee of this algorithm doesn't use switchings.


Keywords: Graph clustering • Approximation algorithm • Performance guarantee

## 1 Introduction

We study a version of the graph clustering problem equivalent to the well-known 2 -correlation clustering. In this version, for a given undirected graph, one has to
find a nearest 2-cluster graph, i.e., the graph on the same vertex set with exactly 2 nonempty connected components each of which is a complete graph.

We consider only simple graphs, i.e., undirected graphs without loops and multiple edges. A graph is called a cluster graph if each of its connected components is a complete graph.

Let $V$ be a finite set. Denote by $\mathcal{M}(V)$ the set of all cluster graphs on the vertex set $V$; let $\mathcal{M}_{k}(V)$ be the set of all cluster graphs on $V$ consisting of exactly $k$ nonempty connected components, and let $\mathcal{M}_{\leq k}(V)$ be the set of all cluster graphs on $V$ consisting of at most $k$ connected components, $2 \leq k \leq|V|$.

If $G_{1}=\left(V, E_{1}\right)$ and $G_{2}=\left(V, E_{2}\right)$ are graphs on the same vertex set $V$, then the distance $\rho\left(G_{1}, G_{2}\right)$ between them is defined as follows

$$
\rho\left(G_{1}, G_{2}\right)=\left|E_{1} \Delta E_{2}\right|=\left|E_{1} \backslash E_{2}\right|+\left|E_{2} \backslash E_{1}\right|
$$

i.e., $\rho\left(G_{1}, G_{2}\right)$ is the number of noncoinciding edges in $G_{1}$ and $G_{2}$.

The following variants of the graph clustering problem with bounded number of clusters were studied in the literature under different names: Graph Approximation Problem [1,5], $k$-Correlation Clustering [2,3], MinDisAgree[ $k$ ] [4], $k$-Cluster Editing [6], etc.
$\mathbf{G C}_{\leq \mathbf{k}}$. Given a graph $G=(V, E)$ and an integer $k, 2 \leq k \leq|V|$, find a graph $M^{*} \in \mathcal{M}_{\leq k}(V)$ such that

$$
\rho\left(G, M^{*}\right)=\min _{M \in \mathcal{M}_{\leq k}(V)} \rho(G, M)
$$

$\mathbf{G C}_{\mathbf{k}}$. Given a graph $G=(V, E)$ and an integer $k, 2 \leq k \leq|V|$, find a graph $M^{*} \in \mathcal{M}_{k}(V)$ such that

$$
\rho\left(G, M^{*}\right)=\min _{M \in \mathcal{M}_{k}(V)} \rho(G, M)
$$

In 2004, Shamir, Sharan, and Tsur [6] showed that problem $\mathbf{G C}_{\mathbf{k}}$ is NP-hard for any fixed $k \geq 2$. In 2006, Giotis and Guruswami [4] published a more simple proof of the same result. At the same time, Ageev, Il'ev, Kononov, and Talevnin [1] independently proved that problems $\mathbf{G C}_{\mathbf{2}}$ and $\mathbf{G C} \mathbf{C l}_{\leq 2}$ are NP-hard even on 3-regular graphs and deduced from this that both the problems $\mathbf{G C}_{\mathbf{k}}$ and $\mathbf{G C} \mathbf{C}_{\leq \mathbf{k}}$ on general graphs are NP-hard for any fixed $k \geq 2$.

In 2004, Bansal, Blum, and Chawla [2] presented a simple polynomial time 3-approximation algorithm for problem $\mathbf{G C}_{\leq 2}$. In 2006, Giotis and Guruswami [4] presented a randomized $P T A S$ for problem MinDisAgree[ $k$ ] equivalent to $\mathbf{G} \mathbf{C}_{\leq \mathbf{k}}$ (for any fixed $k \geq 2$ ). In 2008, Coleman, Saunderson, and Wirth [3] pointed out that complexity of $P T A S$ from [4] makes it practically useless and presented a 2-approximation algorithm for problem $\mathbf{G C}_{\leq 2}$ applying local search to every feasible solution obtained by the 3 -approximation algorithm from [2].

Unfortunately, the method of proving the performance guarantee of the Coleman, Saunderson, and Wirth's algorithm is not suitable for the graph 2-clustering problem $\mathbf{G C}_{2}$. Coleman, Saunderson, and Wirth used switching technique that allows to reduce clustering any graph to the equivalent problem whose optimal
solution is the complete graph, i.e., the cluster graph consisting of the single cluster.

In problem $\mathbf{G C}_{\mathbf{2}}$ any optimal solution has to consist of exactly 2 nonempty clusters, so we need another approximation algorithm and another method of proving a bound on its worst-case behaviour. We present a modified 2approximation algorithm for problem $\mathbf{G C}_{2}$. In contrast to the proof of Coleman, Saunderson, and Wirth, our proof of the performance guarantee of this algorithm doesn't use switchings.

## 2 Problem GC2

Consider the special case of problem $\mathbf{G C}_{\mathbf{k}}$ with $k=2$.
$\mathbf{G C}_{\mathbf{2}}$. Given a graph $G=(V, E)$, find a graph $M^{*} \in \mathcal{M}_{2}(V)$ such that

$$
\rho\left(G, M^{*}\right)=\min _{M \in \mathcal{M}_{2}(V)} \rho(G, M)
$$

Let us introduce the following notation.
Let $N_{G}(v)$ be the set of vertices adjacent to $v$ in the graph $G=(V, E)$, and $\bar{N}_{G}(v)=V \backslash\left(N_{G}(v) \cup\{v\}\right)$.

Let $G_{1}=\left(V, E_{1}\right)$ and $G_{2}=\left(V, E_{2}\right)$ be graphs on the same vertex set $V$, $n=|V|$. Denote by $D\left(G_{1}, G_{2}\right)$ the graph on the vertex set $V$ with the edge set $E_{1} \Delta E_{2}$. Note that $\rho\left(G_{1}, G_{2}\right)$ is equal to the number of edges in the graph $D\left(G_{1}, G_{2}\right)$.

For nonempty sets $V_{1}, V_{2} \subseteq V$ such that $V_{1} \cap V_{2}=\emptyset$ and $V_{1} \cup V_{2}=V$ we denote by $M\left(V_{1}, V_{2}\right)$ the cluster graph in $\mathcal{M}_{2}(V)$ with connected components induced by $V_{1}, V_{2}$. The sets $V_{1}$ and $V_{2}$ are called clusters.

The following lemma is the straight corollary of the "handshaking lemma".
Lemma 1. Let $d_{\min }$ be the minimum vertex degree in the graph $D\left(G_{1}, G_{2}\right)$. Then the following inequality holds:

$$
\rho\left(G_{1}, G_{2}\right) \geq \frac{n d_{\mathrm{min}}}{2}
$$

Observe also the following useful property of the graph $D\left(G, M^{*}\right)$, where $M^{*}$ is an optimal solution to problem $\mathbf{G C}_{\mathbf{2}}$ on an arbitrary graph $G$.

Lemma 2. Let $M^{*}=M\left(X^{*}, Y^{*}\right) \in \mathcal{M}_{2}(V)$ be an optimal solution to problem $\mathbf{G C}_{2}$ on an arbitrary n-vertex graph $G=(V, E)$, where $\left|X^{*}\right| \geq 2,\left|Y^{*}\right| \geq 2$. Then for each vertex $v \in V$ the following inequality holds:

$$
d_{D}(v) \leq \frac{n}{2}
$$

where $D=D\left(G, M^{*}\right)$.

Proof. Suppose the opposite. Let $w \in V$ be a vertex such that $d_{D}(w)>\frac{n}{2}$, i.e., $d_{D}(w)=\frac{n}{2}+c$, where $c>0, \frac{n}{2}+c \in \mathbb{N}$, and $\frac{n}{2}+c \leq n-1$. Consider the graph $\widetilde{M} \in \mathcal{M}_{2}(V)$ obtained from $M^{*}$ by moving the vertex $w$ to another cluster. It is obvious that $\widetilde{M}$ is a feasible solution to problem $\mathbf{G C}_{2}$ on the graph $G$ (since $\left.\left|X^{*}\right| \geq 2,\left|Y^{*}\right| \geq 2\right)$. Consider the graph $\widetilde{D}=D(G, \widetilde{M})$. It is easy to see that the degree of the vertex $w$ in the graph $\widetilde{D}$ is equal to the non-degree of the vertex $w$ in the graph $D$ :

$$
d_{\widetilde{D}}(w)=n-1-\frac{n}{2}-c=\frac{n}{2}-1-c .
$$

Obviously, the graphs $D$ and $\widetilde{D}$ differ only in the edges of the form $w u, u \in V$, other edges in these graphs are the same. Therefore,

$$
\begin{gathered}
\rho(G, \widetilde{M})-\rho\left(G, M^{*}\right)=\left|N_{\widetilde{D}}(w)\right|-\left|N_{D}(w)\right|=d_{\widetilde{D}}(w)-d_{D}(w) \\
=\frac{n}{2}-1-c-\frac{n}{2}-c=-(1+2 c)<0 .
\end{gathered}
$$

Hence the graph $M^{*}$ is not optimal, contradicting the condition of the lemma. Lemma 2 is proved.

Let $G=(V, E)$ be an arbitrary graph. For any vertex $v \in V$ and a set $A \subseteq V$ we denote by $A_{v}^{+}$the number of vertices $u \in A$ such that $(v, u) \in E$, and by $A_{v}^{-}$ the number of vertices $u \in A \backslash\{v\}$ such that $(v, u) \notin E$.

We rewrite Lemma 2 in a more convenient form.
Lemma 3. Let $G=(V, E)$ be an arbitrary graph, $|V|=n$, and $M^{*}=M\left(X^{*}, Y^{*}\right)$ be an optimal solution to problem $\mathbf{G C}_{\mathbf{2}}$ on the graph $G$, where $\left|X^{*}\right| \geq 2,\left|Y^{*}\right| \geq 2$. Then, for each vertex $v \in V$, the following inequalities hold:

1. if $v \in X^{*}$, then $\left(X^{*}\right)_{v}^{-}+\left(Y^{*}\right)_{v}^{+} \leq \frac{n}{2}$;
2. if $v \in Y^{*}$, then $\left(X^{*}\right)_{v}^{+}+\left(Y^{*}\right)_{v}^{-} \leq \frac{n}{2}$.

We will use the following approximation algorithm for problem $\mathbf{G C}_{\mathbf{2}}$. In contrast to the 3-approximation algorithm of Bansal, Blum, and Chawla [2] for problem $\mathbf{G C}_{\leq \mathbf{2}}$, our algorithm looks over only 2-cluster graphs, i.e., feasible solutions to problem $\mathbf{G C}_{\mathbf{2}}$.

## Algorithm $\mathbf{A}_{1}$.

Input: graph $G=(V, E)$.
Step 1. For each ordered pair of vertices $(v, w) \in V \times V, v \neq w$, define the cluster graph $M_{v, w}=M(X, Y) \in \mathcal{M}_{2}(V)$, where $X=\{v\} \cup\left(N_{G}(v) \backslash\{w\}\right)$, $Y=V \backslash X$.

Step 2. Among all $M_{v, w}$ choose the nearest to $G$ cluster graph $M_{1}$ :

$$
\rho\left(G, M_{1}\right)=\min _{\substack{(v, w) \in V \times V, v \neq w}} \rho\left(G, M_{v, w}\right) .
$$

Output: cluster graph $M_{1}=M(X, Y) \in \mathcal{M}_{2}(V)$.
In fact, algorithm $\mathbf{A}_{\mathbf{1}}$ differs from the algorithm of Bansal, Blum, and Chawla [2] by the only additional operation which excludes each vertex $w \neq v$ from the set $X$.

The following bound on worst-case behaviour of algorithm $\mathbf{A}_{\mathbf{1}}$ takes place.
Theorem 1. For any graph $G=(V, E)$ the following inequality holds:

$$
\rho\left(G, M_{1}\right) \leq 3 \rho\left(G, M^{*}\right)
$$

where $M_{1} \in \mathcal{M}_{2}(V)$ is the solution returned by algorithm $\mathbf{A}_{\mathbf{1}}$ and $M^{*}$ is an optimal solution to problem $\mathbf{G C}_{\mathbf{2}}$ on the graph $G$.

Proof. Let $M^{*}=M\left(X^{*}, Y^{*}\right)$ and let $v$ be a vertex of the minimum degree in the graph $D=D\left(G, M^{*}\right)$. Without loss of generality, we can assume that $v \in X^{*}$. Obviously, there is a vertex $w$ such that $w \in Y^{*}$.

By the definition of the graph $D$ we have

$$
\begin{equation*}
X^{*}=\{v\} \cup\left(N_{G}(v) \backslash N_{D}(v)\right) \cup\left(\bar{N}_{G}(v) \cap N_{D}(v)\right) . \tag{1}
\end{equation*}
$$

Consider the graph $M_{v, w}=M(X, Y) \in \mathcal{M}_{2}(V)$, where $X=\{v\} \cup\left(N_{G}(v) \backslash\{w\}\right)$, $Y=V \backslash X$. Clearly,

$$
N_{G}(v) \backslash\{w\}=\left(\left(N_{G}(v) \backslash N_{D}(v)\right) \cup\left(N_{G}(v) \cap N_{D}(v)\right)\right) \backslash\{w\}
$$

Further, we show that the graph $M_{v, w}$ can be obtained from the graph $M^{*}$ by moving at most $d_{\text {min }}$ vertices to another cluster, where $d_{\min }=d_{D}(v)$ is the minimum degree of vertices in the graph $D$. The following two cases are possible.

Case 1. Vertices $v$ and $w$ aren't adjacent in $G$, i.e., $w \in \bar{N}_{G}(v) \cap \bar{N}_{D}(v)$. Then $N_{G}(v) \backslash\{w\}=N_{G}(v)$. Calculate the cardinality of the set $X^{*} \Delta X$. By the definition of the graph $M_{v, w}$,

$$
\begin{aligned}
X & =\{v\} \cup\left(N_{G}(v) \backslash\{w\}\right)=\{v\} \cup N_{G}(v) \\
& =\{v\} \cup\left(N_{G}(v) \backslash N_{D}(v)\right) \cup\left(N_{G}(v) \cap N_{D}(v)\right) .
\end{aligned}
$$

So, using (1), we have
$X^{*} \Delta X=\left(X^{*} \backslash X\right) \cup\left(X \backslash X^{*}\right)=\left(\bar{N}_{G}(v) \cap N_{D}(v)\right) \cup\left(N_{G}(v) \cap N_{D}(v)\right)=N_{D}(v)$.
Thus, $\left|X^{*} \Delta X\right|=\left|N_{D}(v)\right|=d_{D}(v)=d_{\min }$, so the graph $M_{v, w}$ can be obtained from the graph $M^{*}$ by moving $d_{\text {min }}$ vertices of the set $N_{D}(v)$ to another cluster.

Case 2. Vertices $v$ and $w$ are adjacent in $G$, i.e., $w \in N_{G}(v) \cap N_{D}(v)$. Then $d_{\min } \geq 1$. Calculate the cardinality of the set $X^{*} \Delta X$. By the definition of the graph $M_{v, w}$,

$$
\begin{aligned}
X & =\{v\} \cup\left(N_{G}(v) \backslash\{w\}\right)=\left(\{v\} \cup N_{G}(v)\right) \backslash\{w\} \\
& =\left(\{v\} \cup\left(N_{G}(v) \backslash N_{D}(v)\right) \cup\left(N_{G}(v) \cap N_{D}(v)\right)\right) \backslash\{w\} .
\end{aligned}
$$

So, using (1) and inclusion $w \in N_{G}(v) \cap N_{D}(v)$, we obtain

$$
X^{*} \Delta X=\left(\left(\bar{N}_{G}(v) \cap N_{D}(v)\right) \cup\left(N_{G}(v) \cap N_{D}(v)\right)\right) \backslash\{w\}=N_{D}(v) \backslash\{w\}
$$

So $\left|X^{*} \Delta X\right|=\left|N_{D}(v)\right|-1=d_{\min }-1$. Hence the graph $M_{v, w}$ can be obtained from the graph $M^{*}$ by moving $d_{\min }-1$ vertices of the set $N_{D}(v) \backslash\{w\}$ to another cluster.

Thus, it is shown that the graph $M_{v, w}$ can be obtained from the graph $M^{*}$ by moving at most $d_{\min }$ vertices to another cluster. Note that moving $d_{\text {min }}$ vertices may increase the objective function by at most $n d_{\text {min }}$. So, by Lemma 1, we have

$$
\rho\left(G, M_{v, w}\right) \leq \rho\left(G, M^{*}\right)+n d_{\min } \leq \rho\left(G, M^{*}\right)+2 \rho\left(G, M^{*}\right)=3 \rho\left(G, M^{*}\right)
$$

The graph $M_{v, w}$ is constructed among all graphs at step 1 of algorithm $\mathbf{A}_{\mathbf{1}}$.
Theorem 1 is proved.
Remark 1. Among all graphs constructed by algorithm $\mathbf{A}_{\mathbf{1}}$ at step 1, there is the cluster graph $M_{v, w}=M(X, Y)$ such that
(a) $d_{D}(v)=\min _{u \in V} d_{D}(u)$;
(b) $M_{v, w}$ is obtained from $M^{*}$ by moving at most $d_{\min }$ vertices to another cluster;
(c) $v \in X \cap X^{*}, w \in Y \cap Y^{*}$.

The proof follows from the proof of Theorem 1.

## 3 A 2-Approximation Algorithm for $\mathrm{GC}_{2}$

Consider the following local search procedure.
Procedure LS $(M, X, Y, x, y)$.
Input: cluster graph $M=M(X, Y) \in \mathcal{M}_{2}(V), x \in X, y \in Y$.
Iteration 0. Set $X_{0}=X, Y_{0}=Y$.
Iteration $k(k \geq 1)$.
Step 1. For each vertex $u \in V \backslash\{x, y\}$ calculate the following quantity $\delta_{k}(u)$ (possible variation of the value of the objective function in case of moving the vertex $u$ to another cluster. If $\delta_{k}(u)>0$, then this quantity is said to be the local improvement for the vertex $u$ at iteration $k$ ):

$$
\delta_{k}(u)= \begin{cases}\left(X_{k-1}\right)_{u}^{-}-\left(X_{k-1}\right)_{u}^{+}+\left(Y_{k-1}\right)_{u}^{+}-\left(Y_{k-1}\right)_{u}^{-} & \text {for } u \in X_{k-1} \backslash\{x\}, \\ \left(Y_{k-1}\right)_{u}^{-}-\left(Y_{k-1}\right)_{u}^{+}+\left(X_{k-1}\right)_{u}^{+}-\left(X_{k-1}\right)_{u}^{-} & \text {for } u \in Y_{k-1} \backslash\{y\} .\end{cases}
$$

Step 2. Choose the vertex $u_{k} \in V \backslash\{x, y\}$ such that

$$
\delta_{k}\left(u_{k}\right)=\max _{u \in V \backslash\{x, y\}} \delta_{k}(u) .
$$

Step 3. If $\delta_{k}\left(u_{k}\right) \leq 0$, then set $X^{\prime}=X_{k-1}$ and $Y^{\prime}=Y_{k-1}$. STOP. Return $M^{\prime}=M\left(X^{\prime}, Y^{\prime}\right)$.

Step 4. If $u_{k} \in X_{k-1}$, then set $X_{k}=X_{k-1} \backslash\left\{u_{k}\right\}, Y_{k}=Y_{k-1} \cup\left\{u_{k}\right\}$. Else $u_{k} \in Y_{k-1}$, then set $X_{k}=X_{k-1} \cup\left\{u_{k}\right\}, Y_{k}=Y_{k-1} \backslash\left\{u_{k}\right\}$. Go to iteration $k+1$.

Output: cluster graph $M^{\prime}=M\left(X^{\prime}, Y^{\prime}\right) \in \mathcal{M}_{2}(V)$.

Remark 2. The cluster graph $M^{\prime}$ returned by procedure LS always belongs to the set $\mathcal{M}_{2}(V)$.

This is obvious because the vertices $x \in X$ and $y \in Y$ always lie in different clusters.

Consider the following approximation algorithm for problem $\mathbf{G C}_{\mathbf{2}}$ that can be viewed as extension of algorithm $\mathbf{A}_{\mathbf{1}}$ when local search procedure is applied to every feasible solution obtained by algorithm $\mathbf{A}_{\mathbf{1}}$.

## Algorithm $\mathbf{A}_{2}$.

Input: graph $G=(V, E)$.
Step 1. For each ordered pair of vertices $(v, w) \in V \times V, v \neq w$, do the following:

Step 1.1. Define a cluster graph $M_{v, w}=M(X, Y) \in \mathcal{M}_{2}(V)$, where $X=\{v\} \cup\left(N_{G}(v) \backslash\{w\}\right), Y=V \backslash X$.

Step 1.2. Run local search procedure $\mathbf{L S}\left(M_{v, w}, X, Y, v, w\right)$. Denote the resulting graph by $M_{v, w}^{\prime}$.

Step 2. Among all locally-optimal solutions $M_{v, w}^{\prime}$ choose the nearest to $G$ cluster graph $M^{\prime}$ :

$$
\rho\left(G, M^{\prime}\right)=\min _{\substack{(v, w) \in V \times V, v \neq w}} \rho\left(G, M_{v, w}^{\prime}\right) .
$$

Step 3. For each $u \in V$ define the cluster graph $M_{u}^{\prime \prime}=M\left(X^{\prime \prime}, Y^{\prime \prime}\right) \in \mathcal{M}_{2}(V)$, where $X^{\prime \prime}=V \backslash\{u\}, Y^{\prime \prime}=\{u\}$.

Step 4. Among all graphs $M_{u}^{\prime \prime}$ choose the nearest to $G$ cluster graph $M^{\prime \prime}$ :

$$
\rho\left(G, M^{\prime \prime}\right)=\min _{u \in V} \rho\left(G, M_{u}^{\prime \prime}\right)
$$

Step 5. If $\rho\left(G, M^{\prime}\right) \leq \rho\left(G, M^{\prime \prime}\right)$, then set $M_{2}=M^{\prime}$, else set $M_{2}=M^{\prime \prime}$.
Output: cluster graph $M_{2}=M(X, Y) \in \mathcal{M}_{2}(V)$.
The running time of algorithm $\mathbf{A}_{\mathbf{2}}$ is $O\left(n^{6}\right)$. This is greater than the running time of the algorithm of Coleman, Saunderson, and Wirth [3] for problem $\mathbf{G C}_{\leq 2}$ because of more complicated step 1.1.

Let $G=(V, E)$ be an arbitrary graph, let $M^{*}=M\left(X^{*}, Y^{*}\right)$ be an optimal solution to problem $\mathbf{G C}_{\mathbf{2}}$ on the graph $G$, and let $M=M(X, Y)$ be an arbitrary feasible solution to problem $\mathbf{G C}_{\mathbf{2}}$ on the graph $G$. We will compare the distance $\rho\left(G, M^{*}\right)$ and the distance $\rho(G, M)$ in the following way.

Lemma 4. $\rho(G, M)-\rho\left(G, M^{*}\right)$

$$
\begin{aligned}
= & \sum_{u \in X \cap Y^{*}}\left(\left(X \cap X^{*}\right)_{u}^{-}-\left(X \cap X^{*}\right)_{u}^{+}+\left(Y \cap Y^{*}\right)_{u}^{+}-\left(Y \cap Y^{*}\right)_{u}^{-}\right) \\
& +\sum_{u \in Y \cap X^{*}}\left(\left(Y \cap Y^{*}\right)_{u}^{-}-\left(Y \cap Y^{*}\right)_{u}^{+}+\left(X \cap X^{*}\right)_{u}^{+}-\left(X \cap X^{*}\right)_{u}^{-}\right) .
\end{aligned}
$$

Proof. Calculate the distance between graphs $G$ and $M^{*}$. Taking into account that $X^{*}=\left(X \cap X^{*}\right) \cup\left(Y \cap X^{*}\right)$ and $Y^{*}=\left(X \cap Y^{*}\right) \cup\left(Y \cap Y^{*}\right)$, we have

$$
\begin{aligned}
\rho\left(G, M^{*}\right)= & \frac{1}{2} \sum_{u \in X \cap X^{*}}\left(X \cap X^{*}\right)_{u}^{-}+\frac{1}{2} \sum_{u \in Y \cap X^{*}}\left(Y \cap X^{*}\right)_{u}^{-} \\
& +\frac{1}{2} \sum_{u \in X \cap Y^{*}}\left(X \cap Y^{*}\right)_{u}^{-}+\frac{1}{2} \sum_{u \in Y \cap Y^{*}}\left(Y \cap Y^{*}\right)_{u}^{-} \\
& +\sum_{u \in X \cap Y^{*}}\left(X \cap X^{*}\right)_{u}^{+}+\sum_{u \in Y \cap X^{*}}\left(Y \cap Y^{*}\right)_{u}^{+}+\sum_{u \in Y \cap X^{*}}\left(X \cap X^{*}\right)_{u}^{-} \\
& +\sum_{u \in Y \cap X^{*}}\left(X \cap Y^{*}\right)_{u}^{+}+\sum_{u \in Y \cap Y^{*}}\left(X \cap X^{*}\right)_{u}^{+}+\sum_{u \in X \cap Y^{*}}\left(Y \cap Y^{*}\right)_{u}^{-} .
\end{aligned}
$$

Similarly, calculate the distance between graphs $G$ and $M$.

$$
\begin{aligned}
\rho(G, M)= & \frac{1}{2} \sum_{u \in X \cap X^{*}}\left(X \cap X^{*}\right)_{u}^{-}+\frac{1}{2} \sum_{u \in Y \cap X^{*}}\left(Y \cap X^{*}\right)_{u}^{-} \\
& +\frac{1}{2} \sum_{u \in X \cap Y^{*}}\left(X \cap Y^{*}\right)_{u}^{-}+\frac{1}{2} \sum_{u \in Y \cap Y^{*}}\left(Y \cap Y^{*}\right)_{u}^{-} \\
& +\sum_{u \in X \cap Y^{*}}\left(X \cap X^{*}\right)_{u}^{-}+\sum_{u \in Y \cap X^{*}}\left(Y \cap Y^{*}\right)_{u}^{-}+\sum_{u \in Y \cap X^{*}}\left(X \cap X^{*}\right)_{u}^{+} \\
& +\sum_{u \in Y \cap X^{*}}\left(X \cap Y^{*}\right)_{u}^{+}+\sum_{u \in Y \cap Y^{*}}\left(X \cap X^{*}\right)_{u}^{+}+\sum_{u \in X \cap Y^{*}}\left(Y \cap Y^{*}\right)_{u}^{+} .
\end{aligned}
$$

Thus, $\rho(G, M)-\rho\left(G, M^{*}\right)=$

$$
\begin{aligned}
& \sum_{u \in X \cap Y^{*}}\left(\left(X \cap X^{*}\right)_{u}^{-}-\left(X \cap X^{*}\right)_{u}^{+}+\left(Y \cap Y^{*}\right)_{u}^{+}-\left(Y \cap Y^{*}\right)_{u}^{-}\right) \\
& \quad+\sum_{u \in Y \cap X^{*}}\left(\left(Y \cap Y^{*}\right)_{u}^{-}-\left(Y \cap Y^{*}\right)_{u}^{+}+\left(X \cap X^{*}\right)_{u}^{+}-\left(X \cap X^{*}\right)_{u}^{-}\right) .
\end{aligned}
$$

Lemma 4 is proved.
The main result of this paper is the following bound on the worst-case behaviour of algorithm $\mathbf{A}_{2}$.
Theorem 2. For any graph $G=(V, E)$ the following inequality holds:

$$
\rho\left(G, M_{2}\right) \leq 2 \rho\left(G, M^{*}\right)
$$

where $M_{2} \in \mathcal{M}_{2}(V)$ is the solution returned by algorithm $\mathbf{A}_{\mathbf{2}}$ and $M^{*}$ is an optimal solution to problem $\mathbf{G C}_{\mathbf{2}}$ on the graph $G$.

Proof. Let $M^{*}=M\left(X^{*}, Y^{*}\right)$. We may assume that $\left|X^{*}\right| \geq 2$ and $\left|Y^{*}\right| \geq 2$ since otherwise $M_{2}=M^{*}$ due to step 3 of algorithm $\mathbf{A}_{2}$.

Let $v$ be a vertex of the minimum degree in the graph $D=D\left(G, M^{*}\right)$. Since step 1 of algorithm $\mathbf{A}_{\mathbf{1}}$ and step 1.1 of algorithm $\mathbf{A}_{\mathbf{2}}$ are the same, then by Remark 1 among all graphs constructed by algorithm $\mathbf{A}_{\mathbf{2}}$ at step 1.1 there exists the graph $M_{v, w}=M(X, Y)$ such that
(a) $d_{D}(v)=\min _{u \in V} d_{D}(u)$;
(b) $M_{v, w}$ is obtained from $M^{*}$ by moving at most $d_{\text {min }}$ vertices to another cluster;
(c) $v \in X \cap X^{*}, w \in Y \cap Y^{*}$.

Consider the performance of procedure $\mathbf{L S}\left(M_{v, w}, X, Y, v, w\right)$ on the graph $M_{v, w}=M(X, Y)$.

It is easy to see that

$$
\left|X \cap Y^{*}\right| \cup\left|Y \cap X^{*}\right| \leq d_{\min }
$$

Local search procedure LS starts with $X_{0}=X$ and $Y_{0}=Y$. At every iteration $k$ either LS moves some vertex $u_{k} \in V \backslash\{v, w\}$ to another cluster, or no vertex is moved and $\mathbf{L S}$ finishes.

Consider in detail iteration $t+1$ such that

- at every iteration $k \in\{1, \ldots, t\}$ procedure $\mathbf{L S}$ selects some vertex $u_{k} \in\left(X \cap Y^{*}\right) \cup\left(Y \cap X^{*}\right) ;$
- at iteration $t+1$ either procedure $\mathbf{L S}$ selects some vertex
$u_{t+1} \in\left(\left(X \cap X^{*}\right) \cup\left(Y \cap Y^{*}\right)\right) \backslash\{v, w\}$,
or iteration $t+1$ is the last iteration of $\mathbf{L S}$.
Let us introduce the following quantities:

$$
\begin{aligned}
& \alpha_{t+1}(u)=\left\{\begin{array}{l}
\left(X_{t} \cap X^{*}\right)_{u}^{-}-\left(X_{t} \cap X^{*}\right)_{u}^{+}+\left(Y_{t} \cap Y^{*}\right)_{u}^{+}-\left(Y_{t} \cap Y^{*}\right)_{u}^{-} \text {for } u \in X_{t} \cap Y^{*}, \\
\left(Y_{t} \cap Y^{*}\right)_{u}^{-}-\left(Y_{t} \cap Y^{*}\right)_{u}^{+}+\left(X_{t} \cap X^{*}\right)_{u}^{+}-\left(X_{t} \cap X^{*}\right)_{u}^{-} \text {for } u \in Y_{t} \cap X^{*} .
\end{array}\right. \\
& \beta_{t+1}(u)=\left\{\begin{array}{l}
\left(X_{t} \cap Y^{*}\right)_{u}^{-}-\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{+}-\left(Y_{t} \cap X^{*}\right)_{u}^{-} \text {for } u \in X_{t} \cap Y^{*}, \\
\left(Y_{t} \cap X^{*}\right)_{u}^{-}-\left(Y_{t} \cap X^{*}\right)_{u}^{+}+\left(X_{t} \cap Y^{*}\right)_{u}^{+}-\left(X_{t} \cap Y^{*}\right)_{u}^{-} \text {for } u \in Y_{t} \cap X^{*} .
\end{array}\right.
\end{aligned}
$$

It is not difficult to see that for each vertex $u \in\left(X_{t} \cap Y^{*}\right) \cup\left(Y_{t} \cap X^{*}\right)$ there holds

$$
\begin{equation*}
\delta_{t+1}(u)=\alpha_{t+1}(u)+\beta_{t+1}(u) \tag{2}
\end{equation*}
$$

Indeed, if $u \in X_{t} \cap Y^{*}$, then the local improvement $\delta_{t+1}(u)$ is equal to

$$
\begin{gathered}
\delta_{t+1}(u)=\left(X_{t}\right)_{u}^{-}-\left(X_{t}\right)_{u}^{+}+\left(Y_{t}\right)_{u}^{+}-\left(Y_{t}\right)_{u}^{-} \\
=\left(X_{t} \cap X^{*}\right)_{u}^{-}-\left(X_{t} \cap X^{*}\right)_{u}^{+}+\left(Y_{t} \cap Y^{*}\right)_{u}^{+}-\left(Y_{t} \cap Y^{*}\right)_{u}^{-} \\
+\left(X_{t} \cap Y^{*}\right)_{u}^{-}-\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{+}-\left(Y_{t} \cap X^{*}\right)_{u}^{-} \\
=\alpha_{t+1}(u)+\beta_{t+1}(u) .
\end{gathered}
$$

For vertices $u \in Y_{t} \cap X^{*}$ equality (2) can be proved similarly.
Consider the cluster graph $M_{t}=M\left(X_{t}, Y_{t}\right)$. Then by Lemma 4

$$
\rho\left(G, M_{t}\right)-\rho\left(G, M^{*}\right)=\sum_{u \in X_{t} \cap Y^{*}} \alpha_{t+1}(u)+\sum_{u \in Y_{t} \cap X^{*}} \alpha_{t+1}(u) .
$$

Since at all iterations preceding iteration $t+1$ only vertices of the set $\left(X \cap Y^{*}\right) \cup\left(Y \cap X^{*}\right)$ were moved, then

$$
\begin{equation*}
\left|X_{t} \cap Y^{*}\right|+\left|Y_{t} \cap X^{*}\right|=r \leq d_{\min } \tag{3}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\rho\left(G, M_{t}\right)-\rho\left(G, M^{*}\right) \leq r \max \left\{\alpha_{t+1}(u): u \in\left(X_{t} \cap Y^{*}\right) \cup\left(Y_{t} \cap X^{*}\right)\right\} \tag{4}
\end{equation*}
$$

Now let us prove that at iteration $t+1$ the following statement is true:

$$
\begin{equation*}
\forall u \in\left(X_{t} \cap Y^{*}\right) \cup\left(Y_{t} \cap X^{*}\right) \quad \alpha_{t+1}(u) \leq \frac{n}{2} \tag{5}
\end{equation*}
$$

We do this in two stages.
I. First, for each vertex $u \in V \backslash\{v, w\}$, we estimate the local improvement $\delta_{t+1}(u)$, i.e., decreasing of the value of the objective function in case of moving $u$ to another cluster.
(1) Prove that for all $u \in\left(X_{t} \cap X^{*}\right) \cup\left(Y_{t} \cap Y^{*}\right) \backslash\{v, w\}$ the following inequality holds:

$$
\begin{equation*}
\delta_{t+1}(u) \leq 2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|\right)+1 . \tag{6}
\end{equation*}
$$

(a) Let $u \in\left(X_{t} \cap X^{*}\right) \backslash\{v\}$. Observe that

$$
\begin{align*}
& \left(Y_{t} \cap X^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{-}+\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(X_{t} \cap Y^{*}\right)_{u}^{-}=\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|,  \tag{7}\\
& \left(X_{t} \cap X^{*}\right)_{u}^{+}+\left(X_{t} \cap X^{*}\right)_{u}^{-}+\left(Y_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap Y^{*}\right)_{u}^{-}=n-1-\left|Y_{t} \cap X^{*}\right|-\left|X_{t} \cap Y^{*}\right| . \tag{8}
\end{align*}
$$

By Lemma 3 we obtain

$$
\begin{equation*}
\left(X_{t} \cap X^{*}\right)_{u}^{-}+\left(Y_{t} \cap Y^{*}\right)_{u}^{+} \leq\left(X^{*}\right)_{u}^{-}+\left(Y^{*}\right)_{u}^{+} \leq \frac{n}{2} \tag{9}
\end{equation*}
$$

The local improvement $\delta_{t+1}(u)$ for the vertex $u \in\left(X_{t} \cap X^{*}\right) \backslash\{v\}$ is equal to

$$
\begin{aligned}
& \quad \delta_{t+1}(u)=\left(X_{t}\right)_{u}^{-}-\left(X_{t}\right)_{u}^{+}+\left(Y_{t}\right)_{u}^{+}-\left(Y_{t}\right)_{u}^{-} \\
& =\left(X_{t} \cap X^{*}\right)_{u}^{-}-\left(X_{t} \cap X^{*}\right)_{u}^{+}+\left(Y_{t} \cap Y^{*}\right)_{u}^{+}-\left(Y_{t} \cap Y^{*}\right)_{u}^{-} \\
& +\left(X_{t} \cap Y^{*}\right)_{u}^{-}-\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{+}-\left(Y_{t} \cap X^{*}\right)_{u}^{-} .
\end{aligned}
$$

Add and subtract $\left(X_{t} \cap X^{*}\right)_{u}^{-}+\left(Y_{t} \cap Y^{*}\right)_{u}^{+}$. Then

$$
\begin{gathered}
\delta_{t+1}(u)=2\left(\left(X_{t} \cap X^{*}\right)_{u}^{-}+\left(Y_{t} \cap Y^{*}\right)_{u}^{+}\right)-\left(X_{t} \cap X^{*}\right)_{u}^{-}-\left(Y_{t} \cap Y^{*}\right)_{u}^{+} \\
-\left(X_{t} \cap X^{*}\right)_{u}^{+}-\left(Y_{t} \cap Y^{*}\right)_{u}^{-}+\left(X_{t} \cap Y^{*}\right)_{u}^{-}-\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{+}-\left(Y_{t} \cap X^{*}\right)_{u}^{-} .
\end{gathered}
$$

So, using (9) and (8), we have

$$
\begin{aligned}
\delta_{t+1}(u) & \leq 2 \frac{n}{2}-\left(\left(X_{t} \cap X^{*}\right)_{u}^{-}+\left(Y_{t} \cap Y^{*}\right)_{u}^{+}+\left(X_{t} \cap X^{*}\right)_{u}^{+}+\left(Y_{t} \cap Y^{*}\right)_{u}^{-}\right) \\
& +\left(X_{t} \cap Y^{*}\right)_{u}^{-}-\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{+}-\left(Y_{t} \cap X^{*}\right)_{u}^{-} \\
& =n-n+1+\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right| \\
& +\left(X_{t} \cap Y^{*}\right)_{u}^{-}-\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{+}-\left(Y_{t} \cap X^{*}\right)_{u}^{-} .
\end{aligned}
$$

Since all terms are non-negative, then

$$
\begin{aligned}
& \left(X_{t} \cap Y^{*}\right)_{u}^{-}-\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{+}-\left(Y_{t} \cap X^{*}\right)_{u}^{-} \\
& \quad \leq\left(X_{t} \cap Y^{*}\right)_{u}^{-}+\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{-} .
\end{aligned}
$$

So, using (7), we have

$$
\begin{gathered}
\delta_{t+1}(u) \leq\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|+1 \\
+\left(X_{t} \cap Y^{*}\right)_{u}^{-}-\left(X_{t} \cap Y^{*}\right)_{u}^{+}+\left(Y_{t} \cap X^{*}\right)_{u}^{+}-\left(Y_{t} \cap X^{*}\right)_{u}^{-} \\
\leq\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|+1+\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right| \\
=2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|\right)+1 .
\end{gathered}
$$

Thus, for each vertex $u \in\left(X_{t} \cap X^{*}\right) \backslash\{v\}$ inequality (6) is proved.
(b) If $u \in\left(Y_{t} \cap Y^{*}\right) \backslash\{w\}$, then one can prove inequality (6) by symmetric replacement $X_{t}, X^{*}$ with $Y_{t}, Y^{*}$ respectively.
(2) Prove that for all $u \in\left(Y_{t} \cap X^{*}\right) \cup\left(X_{t} \cap Y^{*}\right)$

$$
\begin{equation*}
\delta_{t+1}(u) \leq 2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|\right)+1 \tag{10}
\end{equation*}
$$

(a) If at iteration $t+1$ of the local search procedure $\mathbf{L S}$ a vertex $u_{t+1} \in\left(\left(X_{t} \cap X^{*}\right) \cup\left(Y_{t} \cap Y^{*}\right)\right) \backslash\{v, w\}$ is moved, then using (6) we obtain

$$
\forall u \in\left(Y_{t} \cap X^{*}\right) \cup\left(X_{t} \cap Y^{*}\right) \quad \delta_{t+1}(u) \leq \delta_{t+1}\left(u_{t+1}\right) \leq 2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|\right)+1
$$

(b) If iteration $t+1$ of procedure $\mathbf{L S}$ is the last, then the following inequalities hold:

$$
\forall u \in\left(Y_{t} \cap X^{*}\right) \cup\left(X_{t} \cap Y^{*}\right) \quad \delta_{t+1}(u) \leq 0 .
$$

In this case inequalities (10) are obvious.
II. Now prove inequalities (5).
(1) First, prove that

$$
\forall u \in Y_{t} \cap X^{*} \quad \alpha_{t+1}(u) \leq \frac{n}{2}
$$

Suppose the opposite, i.e., there is a vertex $p \in Y_{t} \cap X^{*}$ such that $\alpha_{t+1}(p)>\frac{n}{2}$. By $(2), \delta_{t+1}(p)=\alpha_{t+1}(p)+\beta_{t+1}(p)$, whence

$$
\beta_{t+1}(p)=\delta_{t+1}(p)-\alpha_{t+1}(p)<\delta_{t+1}(p)-\frac{n}{2} .
$$

By (10), $\delta_{t+1}(p) \leq 2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|\right)+1$, therefore

$$
\begin{equation*}
\beta_{t+1}(p)<2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|\right)+1-\frac{n}{2} \tag{11}
\end{equation*}
$$

Since $d_{\text {min }}=\min _{u \in V} d_{D}(u)$, then

$$
d_{D}(p)=\left(Y_{t} \cap X^{*}\right)_{p}^{-}+\left(X_{t} \cap X^{*}\right)_{p}^{-}+\left(X_{t} \cap Y^{*}\right)_{p}^{+}+\left(Y_{t} \cap Y^{*}\right)_{p}^{+} \geq d_{\min }
$$

So, using (3), we obtain

$$
\begin{equation*}
\left(Y_{t} \cap X^{*}\right)_{p}^{-}+\left(X_{t} \cap X^{*}\right)_{p}^{-}+\left(X_{t} \cap Y^{*}\right)_{p}^{+}+\left(Y_{t} \cap Y^{*}\right)_{p}^{+} \geq\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right| \tag{12}
\end{equation*}
$$

Since $p \in Y_{t} \cap X^{*}$, then

$$
\begin{align*}
& \left(Y_{t} \cap X^{*}\right)_{p}^{+}+\left(Y_{t} \cap X^{*}\right)_{p}^{-}+\left(X_{t} \cap Y^{*}\right)_{p}^{+}+\left(X_{t} \cap Y^{*}\right)_{p}^{-}=\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|-1  \tag{13}\\
& \left(X_{t} \cap X^{*}\right)_{p}^{+}+\left(X_{t} \cap X^{*}\right)_{p}^{-}+\left(Y_{t} \cap Y^{*}\right)_{p}^{+}+\left(Y_{t} \cap Y^{*}\right)_{p}^{-}=n-\left|Y_{t} \cap X^{*}\right|-\left|X_{t} \cap Y^{*}\right| \tag{14}
\end{align*}
$$

By the definition,

$$
\beta_{t+1}(p)=\left(Y_{t} \cap X^{*}\right)_{p}^{-}-\left(Y_{t} \cap X^{*}\right)_{p}^{+}+\left(X_{t} \cap Y^{*}\right)_{p}^{+}-\left(X_{t} \cap Y^{*}\right)_{p}^{-}
$$

It follows from (13) that

$$
\left.-\left(Y_{t} \cap X^{*}\right)_{p}^{+}-\left(X_{t} \cap Y^{*}\right)_{p}^{-}=\left(Y_{t} \cap X^{*}\right)_{p}^{-}+X_{t} \cap Y^{*}\right)_{p}^{+}-\left|Y_{t} \cap X^{*}\right|-\left|X_{t} \cap Y^{*}\right|+1
$$

hence

$$
\begin{aligned}
& \beta_{t+1}(p)=\left(Y_{t} \cap X^{*}\right)_{p}^{-}+\left(X_{t} \cap Y^{*}\right)_{p}^{+}+\left(Y_{t} \cap X^{*}\right)_{p}^{-}+\left(X_{t} \cap Y^{*}\right)_{p}^{+} \\
& \quad-\left|Y_{t} \cap X^{*}\right|-\left|X_{t} \cap Y^{*}\right|+1 \\
& \quad=2\left(\left(Y_{t} \cap X^{*}\right)_{p}^{-}+\left(X_{t} \cap Y^{*}\right)_{p}^{+}\right)-\left|Y_{t} \cap X^{*}\right|-\left|X_{t} \cap Y^{*}\right|+1 .
\end{aligned}
$$

By (12),

$$
\left(Y_{t} \cap X^{*}\right)_{p}^{-}+\left(X_{t} \cap Y^{*}\right)_{p}^{+} \geq\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|-\left(X_{t} \cap X^{*}\right)_{p}^{-}-\left(Y_{t} \cap Y^{*}\right)_{p}^{+}
$$

so

$$
\begin{aligned}
& \beta_{t+1}(p) \geq 2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|-\left(X_{t} \cap X^{*}\right)_{p}^{-}-\left(Y_{t} \cap Y^{*}\right)_{p}^{+}\right) \\
& \quad-\left|Y_{t} \cap X^{*}\right|-\left|X_{t} \cap Y^{*}\right|+1 \\
& =\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|+1-2\left(X_{t} \cap X^{*}\right)_{p}^{-}-2\left(Y_{t} \cap Y^{*}\right)_{p}^{+} .
\end{aligned}
$$

Add and subtract $\left(X_{t} \cap X^{*}\right)_{p}^{+}$and $\left(Y_{t} \cap Y^{*}\right)_{p}^{-}$. Then

$$
\begin{gathered}
\beta_{t+1}(p) \geq\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|+1 \\
+\left(Y_{t} \cap Y^{*}\right)_{p}^{-}-\left(Y_{t} \cap Y^{*}\right)_{p}^{+}+\left(X_{t} \cap X^{*}\right)_{p}^{+}-\left(X_{t} \cap X^{*}\right)_{p}^{-} \\
-\left(\left(Y_{t} \cap Y^{*}\right)_{p}^{-}+\left(Y_{t} \cap Y^{*}\right)_{p}^{+}+\left(X_{t} \cap X^{*}\right)_{p}^{+}+\left(X_{t} \cap X^{*}\right)_{p}^{-}\right) .
\end{gathered}
$$

So, using (14), we have

$$
\begin{aligned}
& \beta_{t+1}(p) \geq\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|+1 \\
& +\left(Y_{t} \cap Y^{*}\right)_{p}^{-}-\left(Y_{t} \cap Y^{*}\right)_{p}^{+}+\left(X_{t} \cap X^{*}\right)_{p}^{+}-\left(X_{t} \cap X^{*}\right)_{p}^{-}-n \\
& +\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|=2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|\right)+1-n \\
& +\left(Y_{t} \cap Y^{*}\right)_{p}^{-}-\left(Y_{t} \cap Y^{*}\right)_{p}^{+}+\left(X_{t} \cap X^{*}\right)_{p}^{+}-\left(X_{t} \cap X^{*}\right)_{p}^{-} .
\end{aligned}
$$

Since $p \in Y_{t} \cap X^{*}$, then

$$
\alpha_{t+1}(p)=\left(Y_{t} \cap Y^{*}\right)_{p}^{-}-\left(Y_{t} \cap Y^{*}\right)_{p}^{+}+\left(X_{t} \cap X^{*}\right)_{p}^{+}-\left(X_{t} \cap X^{*}\right)_{p}^{-}
$$

whence

$$
\begin{gathered}
\beta_{t+1}(p) \geq 2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|\right)+1-n+\alpha_{t+1}(p) \\
>2\left(\left|Y_{t} \cap X^{*}\right|+\left|X_{t} \cap Y^{*}\right|\right)+1-\frac{n}{2} .
\end{gathered}
$$

This contradicts to inequality (11). Therefore, for each $u \in Y_{t} \cap X^{*}$ inequality (5) holds (due to arbitrariness of the vertex $p$ ).
(2) For all $u \in X_{t} \cap Y^{*}$ the inequality

$$
\alpha_{t+1}(u) \leq \frac{n}{2}
$$

can be proved similarly by symmetric replacement $X_{t}, X^{*}$ with $Y_{t}, Y^{*}$ respectively.

Thus, inequalities (5) hold.
Using (3), (4), (5), and Lemma 1, we obtain

$$
\begin{aligned}
\rho\left(G, M_{v, w}^{\prime}\right)-\rho\left(G, M^{*}\right) & \leq r \max \left\{\alpha_{t+1}(u): u \in\left(X_{t} \cap Y^{*}\right) \cup\left(Y_{t} \cap X^{*}\right)\right\} \\
& \leq r \frac{n}{2} \leq d_{\min } \frac{n}{2} \leq \rho\left(G, M^{*}\right)
\end{aligned}
$$

Thus,

$$
\rho\left(G, M_{v, w}^{\prime}\right) \leq 2 \rho\left(G, M^{*}\right)
$$

The graph $M_{v, w}^{\prime}$ is constructed among all graphs at step 1.2 of algorithm $\mathbf{A}_{\mathbf{2}}$.
Theorem 2 is proved.
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#### Abstract

The Capacitated Vehicle Routing Problem with Time Windows (CVRPTW) is the well-known combinatorial optimization problem having numerous valuable applications in operations research. Unlike the classic CVRP (without time windows constraints), approximation algorithms with theoretical guarantees for the CVRPTW are still developed much less, even for the Euclidean plane. In this paper, perhaps for the first time, we propose an approximation scheme for the planar CVRPTW with non-uniform splittable demand combining the well-known instance decomposition framework by A. Adamaszek et al. and Quasi-Polynomial Time Approximation Scheme (QPTAS) by L. Song et al. Actually, for any $\varepsilon \in(0,1)$ the scheme proposed finds a $(1+\varepsilon)$-approximate solution of the problem in polynomial time provided the capacity $q$ and the number $p$ of time windows does not exceed $2^{\log ^{\delta} n}$ for some $\delta=O(\varepsilon)$. For any fixed $p$ and $q$ the scheme is Efficient Polynomial Time Approximation Scheme (EPTAS) with subquadratic time complexity.
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## 1 Introduction

The Capacitated Vehicle Routing Problem (CVRP) is the famous combinatorial optimization problem, which was introduced by Dantzig and Ramser in their seminal paper [9] and has a wide range of relevant applications in practice (see, e.g. [30]). In the simplest setting of the problem, we are given by a finite set of customers having the same unit demand and a fleet of identical capacitated vehicles located initially at a single depot. The goal is to construct a collection of vehicle routes minimizing the total transportation cost and servicing all the customers.

The Capacitated Vehicle Routing Problem with Time Windows (CVRPTW) [20,30] is an extension of the CVRP, where service of each customer should start
at a specified time interval, called a time window. CVRP with hard windows is widely applicable in natural gas distribution [7], dial-ride company planning [11], continent-scale distribution of building materials [23], low-carbon economy [26], and other practical transportation problems [25].

The problem is well-investigated by specialists in the field of exact methods, heuristics, and meta-heuristics. Recently, a significant progress was achieved in solving practically important instances of the CVRPTW by local-search heuristics [13], Tabu-search [29], genetic [31], memetic [6,21], ant colony algorithms [22], and their combinations (see, e.g. [8]).

Nevertheless, approximation results for this problem in the class of algorithms with theoretical guarantees are still extremely rare. To the best of our knowledge, they are exhausted by the Quasi-Polynomial Time Approximation Scheme (QPTAS) proposed in [28] and extended recently to the case of multiple depots [27] and our recent Efficient Polynomial-Time Approximation Schemes (EPTAS) for the CVRPTW with any fixed capacity and number of time windows. In addition, all known results relate to the special setting of the problem, where all customers have the same unit demand.

Our Contribution. In this paper, perhaps for the first time for the CVRPTW with non-uniform demand, we propose an approximation scheme with theoretically proved time complexity bounds. Our scheme extends the decomposition framework introduced by Adamaszek et al. in [1] for efficient approximation of the simplest unit-demand CVRP on the Euclidean plane to more general case of the problem to take into account additional time windows constraints and a non-uniform splittable customer demand.

The rest of this paper is structured as follows. In Sect. 2, we give a short overview of known approximation results for the CVRPTW in the class of algorithms with theoretical bounds. In Sect.3, we recall the mathematical setting of the CVRPTW with non-uniform demand. Section 4 presents the mail idea of the proposed scheme. In subsequent sections, we discuss this scheme in detail. We start in Sect. 5 with basic known results needed for the subsequent constructions. Then, in Sect. 6 we present our approximation scheme with a proof of its accuracy bound. Time complexity bounds are proved in the Sect.7. Finally, in Sect. 8, we summarize the results obtained and list some questions that still remain open.

## 2 Related Work

Being an extension of the well-known strongly NP-hard Traveling Salesman Problem (TSP) [30], the Capacitated Vehicle Routing Problem is also strongly NP-hard even in the Euclidean plane [24] provided the capacity $q$ belongs to the input. The metric CVRP remains intractable and APX-hard even for any fixed $q \geq 3$ and for the two-valued $\{1,2\}$-metric.

For the Euclidean CVRP, the first approximation results date to the seminal paper by Haimovich and Rinnooy Kan [12], where the first PTAS for the CVRP
on the plane and capacity $q=o(\log \log n)$ and first constant-factor algorithms for an arbitrary metric were introduced. Then, in [3] an improved scheme, whose running time retains polynomial for the wider range $q=O(\log n / \log \log n)$, was proposed.

The ideas proposed by Arora in his celebrated paper [2] were used by Das and Mathieu to design their Quasi-Polynomial Time Approximation Scheme (QPTAS) [10] for the general case of the planar Euclidean CVRP. Their QPTAS finds a $(1+\varepsilon)$-approximate solution of this problem (for the case, when $q$ is a part of the instance) in time $n^{(\log n)^{O(1 / \varepsilon)}}$. Using this QPTAS as a black-box, Adamaszek, Czumaj, and Lingas [1] showed that $(1+\varepsilon)$-approximate solution of the planar CVRP can be found in polynomial time, if $q \leq 2^{\log ^{\delta} n}$ for some $\delta=\delta(\varepsilon)$. Some aforementioned results were extended to the case of Euclidean spaces of an arbitrary finite dimension $[14,18,19]$ and several special graphs $[4,5]$.

Unlike CVRP, approximability of the Euclidean CVRPTW is much less investigated. To the best of our knowledge, the family of known approximation algorithms for this problem is exhausted by a Quasi-Polynomial Time Approximation Scheme (QPTAS) developed in $[27,28]$ for the general case of the problem and approximation schemes for the case of $\max \{p, q\}=o(\log \log n)$ and $p^{3} q^{4}=O(\log n)$, where $p$ is the number of time windows, proposed in [16] and $[15,17]$, respectively.

All aforementioned results for the CVRPTW relate to the simplest setting of the problem, when all customers have the same unit demand. In this paper, we try to bridge this gap and to propose an approximation scheme for the case of the CVRPTW with a non-uniform splittable demand.

## 3 Problem Statement

We consider the Euclidean Capacitated Vehicle Routing Problem with Time Windows and non-uniform Splittable customer Demand (CVRPTW-SD). For the sake of simplicity, we restrict ourselves to the case of the Euclidean plane, pairwise disjoint time windows, and a single depot. An instance of the CVRPTW-SD is defined by

- a set $X=\left\{x_{1}, \ldots, x_{n}\right\}$ of customer locations (customers) on the Euclidean plane and a dedicated location $y$ also known as depot, such that, for any locations $v_{1}, v_{2} \in X \cup\{y\}$, transportation cost associated with the direct move from $v_{1}$ to $v_{2}$ coincides with $\left\|v_{1}-v_{2}\right\|_{2}$
- a natural-valued function $d$ specifying demand $d(x)$ of any customer $x \in X$ that should be serviced by one or more vehicle routes
- an unbounded fleet of vehicles having the same integer capacity $q$ and located initially in the depot $y$
- a linearly ordered set $\mathcal{T}=\left\{T_{1}, \ldots, T_{p}\right\}$ of the consecutive time windows, such that the demand $d(x)$ of any customer $x$ should be fulfilled within the given time window $T(x) \in \mathcal{T}$; we assume that, for any $1 \leq j<p$, the time window $T_{j}$ precedes $T_{j+1}$ and use the notation $T_{j} \prec T_{j+1}$.

The goal is to satisfy the demand of each customer minimizing the total transportation cost with respect to the capacity and time windows constraints.

Mathematically, an instance of the CVRPTW-SD is given by a complete node- and edge-weighted graph $G=(X \cup y, E, d, w)$, natural number $q$, and a partition

$$
\begin{equation*}
X_{1} \cup \ldots \cup X_{p}=X, \quad \text { where } X_{j}=\left\{x_{i} \in X: T\left(x_{i}\right) \in \mathcal{T}\right\},(j \in\{1, \ldots, p\}) \tag{1}
\end{equation*}
$$

To any customer node $x_{i} \in X$, the weighting function $d$ assigns ${ }^{1}$ the positive integer demand $d_{i}=d\left(x_{i}\right)$, while the function $w$ defines the transportation cost $w\left(v_{1}, v_{2}\right)=\left\|v_{1}-v_{2}\right\|_{2}$ for any edge $e=\left\{v_{1}, v_{2}\right\} \in E$.

A feasible route is an ordered pair $\mathcal{R}_{j}=\left(R_{j}, D_{j}\right)$, where $R_{j}=y, x_{i_{1}}, \ldots, x_{i_{s}}, y$ is a simple cycle in the graph $G$ and the $n$-tuple $D_{j}=\left(d_{1 j}, \ldots, d_{n j}\right)$ satisfying time windows

$$
T\left(x_{i_{l}}\right) \preceq T\left(x_{i_{l+1}}\right), \quad(1 \leq l<s)
$$

and capacity

$$
\begin{array}{ll}
1 \leq d_{i_{l} j} \leq d_{i_{l}}, & (1 \leq l \leq s) \\
d_{i j}=0, & i \notin\left\{i_{1}, \ldots, i_{s}\right\} \\
\sum_{i=1}^{n} d_{i j} \leq q &
\end{array}
$$

constraints, where $d_{i j}$ is a part of the $i$-th customer demand covered by the route $R_{j}$. To any feasible route $\mathcal{R}$, we assign the transportation cost

$$
w(\mathcal{R})=w\left(y, x_{i_{1}}\right)+w\left(x_{i_{1}}, x_{i_{2}}\right)+\ldots+w\left(x_{i_{s}}, y\right)
$$

The goal is to find, for some $m \geq 1$, a minimum cost multi-cover $\mathcal{U}=$ $\left(\mathcal{R}_{1}, \ldots, \mathcal{R}_{m}\right)$ of the graph $G$, satisfying the total customer demand, i.e.

$$
\sum_{j=1}^{m} d_{i j}=d_{i}, \quad(1 \leq i \leq n)
$$

In the sequel, we propose a novel approximation scheme for this problem, which is an Efficient Sub-Quadratic Approximation Scheme for any fixed capacity $q$ and the number $p$ of time windows retaining the polynomial running time, when $\max \{p, q\} \leq 2^{\log ^{\delta} n}$ for some $\delta=\delta(\varepsilon)$.

## 4 Main Idea

Our scheme extends the approach proposed by Adamaszek et al. in [1] to the more general case of the Capacitated Vehicle Routing Problem augmented by non-uniform splittable customer demand and time windows constraints. In this section, we give a short overview of the scheme, which consists of the following stages.

[^19]Preprocessing. To any customer $x_{i}$, we assign the distance $r_{i}=w\left(y, x_{i}\right)$ from the depot $y$ and relabel the customers in non-increasing order of these distances, i.e., $r_{1} \geq \ldots \geq r_{n}$. Then, given an $\varepsilon>0$, we set a tolerance threshold

$$
\begin{equation*}
\rho=\frac{r_{1} \varepsilon}{N}, \text { where } N=\sum_{i=1}^{n}\left\lceil\frac{d_{i}}{q}\right\rceil \tag{2}
\end{equation*}
$$

and exclude all the customers $x_{i}$, for which $r_{i} \leq \rho$.
Rounding. We reduce the given instance of the CVRPTW-SD to an appropriate instance of the special kind, which we call rounded. To proceed with such a reduction, we draw a number of circles centered at the depot $y$ and separating them into equal sectors by rays spreading from this depot and introduce an accuracy dependent grid consisting of locations, which are the intersections between circles and rays. We divide each location to $p$ slots by the number of given time windows and move any customer $x_{i}$ to the corresponding slot of the closest location. Finally, we show that any $(1+\varepsilon)$-approximate solution of the rounded instance obtained can be efficiently transformed to a $(1+O(\varepsilon))$-approximate solution of the initial one. Therefore, in the sequel, we assume that the given instance is rounded.

Decomposition. At this stage, we decompose the given rounded CVRPTW-SD instance into a number of independent subinstances of two kind, we call them white and gray, which can be solved in parallel. We show that, to obtain an $(1+O(\varepsilon))$-approximate solution of the initial instance, it is sufficient to construct $(1+\varepsilon)$-approximate solution of any white subinstance and approximate any gray subinstance by an appropriate adaptation of the well-known Iterative Tour Partition (ITP) heuristic [12]. Then, following [1], we show that any subinstance (white or gray) can be efficiently reduced to an equivalent one, whose total demand does not exceed a polynomial of the capacity $q$, the number of time windows $p$ and $1 / \varepsilon$.

Blackboxing. Finally, we complete our approximation scheme by employing the QPTAS proposed in [28] and our extension of the ITP heuristic [16] to find approximate solutions of all the reduced white and gray subinstances, respectively.

## 5 Preliminaries

We start with some necessary definitions and facts. All of them remain valid not only for the planar setting of the CVRPTW considered in this paper but also for the general metric CVRPTW defined by an arbitrary non-negative edgeweighting function $w$ satisfying the triangle inequality.

Lemma 1. For any instance of the CVRPTW-SD, such that $r_{1} \geq \ldots \geq r_{n}$, $r_{i}=w\left(y, x_{i}\right)$, the following inequality

$$
\begin{equation*}
\mathrm{OPT} \geq \max \left\{\operatorname{TSP}^{*}(X \cup\{y\}), 2 r_{1}, \frac{2}{q} \sum_{i=1}^{n} d_{i} r_{i}\right\} \tag{3}
\end{equation*}
$$

is valid, where $\operatorname{TSP}^{*}(X \cup\{y\})$ is the optimum value of the TSP instance defined by the graph $G=G(X \cup\{y\}, E, w)$.

Proof. Since the inequalities OPT $\geq \operatorname{TSP}^{*}(X \cup\{y\}) \geq 2 r_{1}$ are a straightforward consequence of the triangle inequality, we prove the bound OPT $\geq \frac{2}{q} \sum_{i=1}^{n} d_{i} r_{i}$.

Let $\mathcal{U}=\left\{\mathcal{R}_{1}, \ldots, \mathcal{R}_{m}\right\}$ be an arbitrary optimum solution of the given CVRP-TW-SD instance. For each $j \in[m]=\{1, \ldots, m\}$, introduce the non-empty subset $X\left(\mathcal{R}_{j}\right)=\left\{x_{i} \in X: d_{i j}>0\right\}$ of customers visited by the route $\mathcal{R}_{j}$. Since, for any $x_{i} \in X\left(\mathcal{R}_{j}\right), 2 r_{i}=w\left(y, x_{i}\right)+w\left(x_{i}, y\right) \leq w\left(\mathcal{R}_{j}\right)$, by the triangle inequality, the following equation

$$
\frac{d_{i j}}{\sum_{l=1}^{n} d_{l j}} w\left(\mathcal{R}_{j}\right) \geq \frac{2 d_{i j}}{\sum_{l=1}^{n} d_{l j}} r_{i}
$$

is valid for each customer $x_{i} \in X$. Therefore,

$$
w\left(\mathcal{R}_{j}\right)=\frac{\sum_{i=1}^{n} d_{i j}}{\sum_{l=1}^{n} d_{l j}} w\left(\mathcal{R}_{j}\right) \geq \frac{2 \sum_{i=1}^{n} d_{i j} r_{i}}{\sum_{l=1}^{n} d_{l j}} \geq \frac{2}{q} \sum_{i=1}^{n} d_{i j} . r_{i},
$$

since $q \geq \sum_{l=1}^{n} d_{l} j$, and

$$
w(\mathcal{U})=\sum_{j=1}^{m} w\left(\mathcal{R}_{j}\right) \geq \frac{2}{q} \sum_{j=1}^{m} \sum_{i=1}^{n} d_{i j} r_{i}=\frac{2}{q} \sum_{i=1}^{n} r_{i} \sum_{j=1}^{m} d_{i j}=\frac{2}{q} \sum_{i=1}^{n} d_{i} r_{i} .
$$

Lemma is proved.
The well-known Iterative Tour Partition (ITP) heuristic introduced in [12] for the metric Capacitated Vehicle Routing Problem (CVRP) with unit demand can be defined as follows. Consider an instance of the metric CVRP defined by the complete edge-weighted graph $G=G(X \cup\{y\}, E, w)$ and capacity $q$. Suppose, we are given by an arbitrary Hamiltonian cycle $H$ in the subgraph $G\langle X\rangle$ induced by the customer subset $X$. Starting at some customer $x$, cut the cycle $H$ onto $l=\lceil n / q\rceil$ chains, where $n=|X|$, such that each chain, except maybe the last one, visits $q$ customers exactly. For any chain obtained, connect its endpoints with the depot $y$ directly constructing the set $S(x)$ of $l$ routes. Proceed with the similar procedure taking each other customer $x \in X$ as a staring point and output the route set

$$
S_{\mathrm{ITP}}=\arg \min \{w(S(x)): x \in X\}
$$

of the minimum cost. The following lemma [12] gives an upper bound for the cost of the obtained solution.

## Lemma 2.

$w\left(S_{\mathrm{ITP}}\right) \leq 2\left\lceil\frac{n}{q}\right\rceil \frac{\sum_{i=1}^{n} r_{i}}{n}+(1-1 / q) w(H) \leq\left(1+\frac{q}{n}\right) \cdot \frac{2}{q} \sum_{i=1}^{n} r_{i}+(1-1 / q) w(H)$.
In [17], we extend ITP heuristic to the case of the metric CVRPTW with uniform demand. For the sake of completeness, we present this technique in this paper in Algorithm 1, which can be easily adapted to the case of the metric CVRPTW with non-uniform splittable demand.

```
Algorithm 1. The ITP heuristic for the metric CVRPTW
Input: an instance of the metric CVRPTW defined by a complete graph
\(G(X \cup\{y\}, E, w)\), capacity \(q\), and partition \(X_{1} \cup \ldots \cup X_{p}=X\)
Parameter: \(\beta\)-approximation algorithm \(\mathcal{A}_{\beta}\) for the metric TSP
Output: an approximate solution \(S_{\text {ITP }}\) of the given CVRPTW instance
    using \(\mathcal{A}_{\rho}\) obtain a \(\rho\)-approximate metric TSP solution \(H\) for the subgraph \(G\langle X\rangle\)
    by shortcutting, split the cycle \(H\) into smaller cycles \(H_{1}, \ldots, H_{p}\), s.t. \(H_{j}\) spans
    customers from \(X_{j}\)
    for each cycle \(H_{j}\) do
        for each \(x \in X_{j}\) do
            starting from the node \(x\), split the cycle \(H_{j}\) into \(l_{j}=\left\lceil\left|X_{j}\right| / q\right\rceil\) chains, s.t. each
            of them, except maybe one, spans \(q\) vertices
            connecting endpoints of each chain with the depot \(y\) directly, construct a set
            \(S(x)\) of \(l_{j}\) routes
        end for
        put \(S_{j}=\arg \min \left\{w(S(x)): x \in X_{j}\right\}\)
    end for
    output the solution \(S_{\text {ITP }}=S_{1} \cup \ldots \cup S_{p}\).
```

Indeed, to obtain an ITP-based approximate solution in this case, we represent each customer $x_{i}$ with demand $d_{i}$ by the family of $d_{i}$ its unit-demand copies and reduce the initial instance to the obtained instance of the metric CVRPTW with unit demand defined by the auxiliary graph on $D=1+\sum_{i=1}^{n} d_{i}$ nodes. For the weight $w\left(S_{\text {ITP }}\right)$ of the resulting solution, we obtain the following bound.

## Lemma 3.

$$
w\left(S_{I T P}\right) \leq 2 \cdot\left(\frac{2}{q} \sum_{i=1}^{n} d_{i} r_{i}\right)+p w(H) \leq 2 \cdot\left(\frac{2}{q} \sum_{i=1}^{n} d_{i} r_{i}\right)+p \beta \cdot \operatorname{TSP}^{*}(X)
$$

Proof. Indeed, applying Lemma 2 to each customer subset $X_{j}$, we obtain

$$
w\left(S_{j}\right) \leq\left(1+\frac{q}{D_{j}}\right) \cdot \frac{2}{q} \sum_{x_{i} \in X_{j}} d_{i} r_{i}+(1-1 / q) w\left(H_{j}\right) \leq 2 \cdot\left(\frac{2}{q} \sum_{x_{i} \in X_{j}} d_{i} r_{i}\right)+w(H)
$$

where $D_{j}=\sum_{x_{i} \in X_{j}} d_{i}$. Since $w\left(S_{\text {ITP }}\right)=\sum_{j=1}^{p} w\left(S_{j}\right)$ and $W(H) \leq \beta \operatorname{TSP}^{*}(X)$, Lemma is proved.

Finally, we present the following fact taken from [1], which helps us to reduce the instance in question to the equivalent one with much less total demand and to prove a polynomial time complexity bound of the scheme proposed. Hereinafter, we call a feasible route $\mathcal{R}$ non-trivial, if it visits at least two distinct customers, i.e. $|X(\mathcal{R})|>1$. Otherwise, the route is called trivial.

Lemma 4. For any instance of the CVRPTW-SD, there exists an optimum solution $\mathcal{U}=\left\{\mathcal{R}_{1}, \ldots, \mathcal{R}_{m}\right\}$, such that, among its $m$ routes, at most $|X|$ are non-trivial.

Actually, Lemma 4 was proven in [1] for a more restricted case, i.e. the unitdemand CVRP free of the time windows constraints. But this result can be easily extended to the CVRPTW with splittable non-uniform demand. For the sake of brevity, we skip the proof this claim, postponing it to the forthcoming paper.

## 6 Approximation Scheme

It this section, we describe our approximation scheme following the overview presented in Sect. 4 and prove its correctness.

Suppose, we are given by $\varepsilon \in(0,1)$ and an instance of the Euclidean CVRPTW-SD on the plane defined by a complete node- and edge-weighted graph $G=(X \cup\{y\}), E, d, w)$, capacity $q \in \mathbb{N}$, and partition $X_{1} \cup \ldots \cup X_{p}=X$ induced by an ordered set $\mathcal{T}=\left\{T_{1}, \ldots, T_{p}\right\}$ of consecutive disjoint time windows (see Sect. 3 for details). In this section, we show how to construct an $(1+\varepsilon)$ approximate solution of this instance.

### 6.1 Instance Preprocessing

Discuss the details of an approximation scheme proposed by us. Firstly, reordering the customers $X$ by decreasing their distances $r(x)$ to the depot $y$. Then, we can notify that some customers can be ignoring with respect to the fixed $\varepsilon$. We start with assigning to each customer $x_{i}$ the distance $r_{i}=w\left(x_{i}, y\right)$ from the depot $y$ and reordering them by descending the distances $r_{1} \geq \ldots \geq r_{n}$. Then, we show that, during construction an $(1+\varepsilon)$-approximate solution we can ignore the customers, which are located sufficiently close to the depot in accordance to formula (2).

Lemma 5. Demand of all customers, for which $r_{i} \leq \rho$, can be serviced by routes of at most $\varepsilon$. OPT total cost.

Proof. Indeed, for any customer $x_{i}$, its demand $d_{i}$ can be serviced by $\left\lceil d_{i} / q\right\rceil$ trivial routes, each of them has the cost $2 r_{i}$. Therefore, for the total cost $C_{\rho}$, we have

$$
C_{\rho} \leq \sum_{i=1}^{n} 2 r_{i}\left\lceil\frac{d_{i}}{q}\right\rceil \leq 2 \rho \cdot N \leq 2 N \frac{\varepsilon r_{1}}{N} \leq 2 \varepsilon r_{1} \leq \varepsilon \cdot \mathrm{OPT}
$$

where the last inequality follows from Lemma 1. Lemma is proved.

In the sequel, without loss of generality we assume that the equation $\rho \leq r_{i} \leq r_{1}$ holds for any customer $x_{i} \in X$.

### 6.2 Rounding

In this section, we reduce the given instance to a special one, which we call rounded. To proceed with this reduction, we introduce the accuracy dependent grid induced by the circles centered at the depot $y$ of radii

$$
\begin{equation*}
\rho_{i}=\rho\left(1+\frac{\varepsilon}{q}\right)^{i}, 0 \leq i \leq\left\lceil\log _{1+\frac{\varepsilon}{q}} N / \varepsilon\right\rceil \tag{4}
\end{equation*}
$$

and rays spreading from $y$ dividing each disk into $s=\lceil 2 \pi q / \varepsilon\rceil$ equal circular sectors with central angle $2 \pi / s$. We call locations the obtained intersection points between rays and circles. To any location, we assign $p$ slots, by the number of different time windows. Then, we move each customer $x_{i} \in X_{j}$ to the $j$-th slot of the nearest location such that, each slot accumulates the total demand of all customers that are moved to it. Since the number of circles and rays are

$$
\log _{1+\frac{\varepsilon}{q}} \frac{N}{\varepsilon}=\Theta\left(\frac{q}{\varepsilon} \log \frac{N}{\varepsilon}\right) \text { and } \Theta\left(\frac{q}{\varepsilon}\right),
$$

respectively, the total number of slots is $\Theta\left(p \cdot\left(\frac{q}{\varepsilon}\right)^{2} \log \frac{N}{\varepsilon}\right)$.
Thus, we reduce the initial instance to the special instance of the Euclidean CVRPTW-SD (we call it rounded), whose customers are slots assigned to grid locations.
Lemma 6. The proposed reduction changes the cost of any solution by at most $\varepsilon \cdot$ OPT.
Proof. Indeed, consider an arbitrary customer $x$ with demand $d(x)$ located at a distance $r(x)$ from the depot $y$, between two neighboring circles of radii $\rho_{i}$ and $\rho_{i+1}$ (Fig. 1). It is easy to verify that the distance between $x$ and the nearest location $l$ has the following upper bound

$$
\|x-l\|_{2} \leq p_{1}+p_{2} \leq r(x) \alpha / 2+\left(\rho_{i+1}-\rho_{i}\right) / 2
$$

Therefore,

$$
\|x-l\|_{2} \leq r(x) \frac{\varepsilon}{q}
$$

since $\alpha \leq \varepsilon / q, \rho_{i+1}=\rho_{i}(1+\varepsilon / q)$, and $r(x) \geq r(x)$, by construction. Since an arbitrary feasible solution visits each customer $x_{i}$ by at most $d_{i}$ routes, the total change of its cost induced by moving all the customers to slots at the closest locations does not exceed

$$
\varepsilon \cdot \frac{2}{q} \sum_{i=1}^{n} d_{i} r_{i} \leq \varepsilon \cdot \mathrm{OPT},
$$

by Lemma 1. Lemma is proved.
Thanks to Lemma 6, in the rest of this paper, we can assume without loss of generality that each CVRPTW-SD instance considered is rounded.


Fig. 1. Moving the customer $x$ to the slot at the nearest location $l$

### 6.3 Instance Decomposition

In this section, we show that any rounded instance of the CVRPTW-SD can be decomposed into an appropriate collection of subinstances, which can be solved in parallel, such that $(1+\varepsilon)$-approximate solution of the initial instance can be combined from the approximate solutions of the subinstances obtained.

We start this decomposition with partitioning the enclosing disk (of radius $r_{1}$ ) to rings, such that each ring (except maybe the most inner one) consists of $k=\left\lceil\log _{1+\frac{\varepsilon}{q}} \frac{5}{\varepsilon}\right\rceil$ consecutive circles. Then, each regular ring $K$ has an inner radius $r_{i n}=\rho(1+\varepsilon / q)^{i}$ for some $0 \leq i \leq\left\lceil\log _{1+\frac{\varepsilon}{q}} N / \varepsilon\right\rceil$ and the outer one $r_{\text {out }}=r_{\text {in }}(1+\varepsilon / q)^{k}$. By $W(K)$ we denote a width of the ring $K$. Since

$$
\begin{aligned}
W(K) & =r_{i n}\left(\left(1+\frac{\varepsilon}{q}\right)^{\left\lceil\log _{1+\frac{\varepsilon}{q}} \frac{5}{\varepsilon}\right\rceil}-1\right) \geq r_{i n}\left(\left(1+\frac{\varepsilon}{q}\right)^{\log _{1+\frac{\varepsilon}{q}} \frac{5}{\varepsilon}}-1\right) \\
& =r_{i n}\left(\frac{5}{\varepsilon}-1\right) \geq r_{i n}\left(\frac{5}{\varepsilon}-\frac{1}{\varepsilon}\right)=2 r_{i n} \frac{2}{\varepsilon},
\end{aligned}
$$

we obtain the following upper bound

$$
\begin{equation*}
2 r_{i n} \leq \frac{\varepsilon}{2} \cdot W(K) \tag{5}
\end{equation*}
$$

for the length of the inner radius of any ring $K$ in terms of its width $W(K)$, which is important for the subsequent constructions.

At the second step, for a positive integer $a=\lceil(20 p \beta+4) / \varepsilon\rceil$ and some number $b \in\{0, \ldots, a-1\}$, whose choice will be explained later, we color all the rings obtained in white and gray, starting from the outer one, such that the ring $K_{i}$ is painted gray, if $i \equiv b(\bmod a)$. Here $\beta$ is an approximation factor of the algorithm used for solving the auxiliary TSP instances and the choice of $b$ will be explained later, in Lemma 10.

In the sequel, we show that such a coloring leads to a successful decomposition of the initial rounded CVRPTW-SD instance. Let us discuss it in detail. First, we prove Lemma 7 that holds for much more general white-gray ring colorings.

Indeed, by $\mathfrak{F}_{1}, \ldots, \mathfrak{F}_{\alpha}$ and $\operatorname{OPT}\left(\mathfrak{F}_{i}\right)$ denote the maximal (by inclusion) families of consecutive white rings and the optimum value of the CVRPTW-SD subinstance induced by slots located in rings of the family $\mathfrak{F}_{i}$, respectively.

Lemma 7. For any white-gray coloring of rings obtained by the following rules: (i) any monochromatic pair of the adjacent rings is white; (ii) the outer ring is white as well, the following equation

$$
\sum_{i=1}^{\alpha} \mathrm{OPT}\left(\mathfrak{F}_{i}\right) \leq\left(1+\frac{\varepsilon}{2}\right) \mathrm{OPT}
$$

is valid.
Proof. Indeed, let $\mathcal{U}=\left\{\mathcal{R}_{1}, \ldots \mathcal{R}_{m}\right\}$ be an arbitrary optimum solution of the initial rounded instance of the CVRPTW-SD. By the following recurrent procedure, transform any route $\mathcal{R} \in \mathcal{U}$ to an appropriate collection of routes, such that each new route visits the slots located in a single family of white rings exclusively. For the given route $\mathcal{R}$, consider the outermost white ring family visited by this route, say $\mathfrak{F}_{1}$, and the adjacent gray ring $K$ (Fig. 2). Including $2 \cdot l$ inner radii $r_{i n}$ and $l$ chords of the ring $K$, split the route $\mathcal{R}$ into subroutes $\mathcal{R}_{g}(1), \ldots, \mathcal{R}_{g}(l)$, each of them visits no slots outside $\mathfrak{F}_{1}$ and a single subroute $\mathcal{R}_{b}$ located in the interior of the ring $K$. Thanks to Eq. (5) and the triangle inequality, such a transformation results in the increase of the transportation cost by at most

$$
4 \cdot r_{i n} \cdot l \leq 2 l \cdot \varepsilon / 2 \cdot W(K) \leq \varepsilon / 2 \cdot w(\mathcal{R} \cap K)
$$

where $w(\mathcal{R} \cap K)$ denotes the partial cost of the route $\mathcal{R}$ related to its intersection with the ring $K$. Continuing this transformation procedure recursively


Fig. 2. Splitting of the route $\mathcal{R}$ into $\mathcal{R}_{g}(1), \ldots, \mathcal{R}_{g}(l)$ and $\mathcal{R}_{b}$ subroutes
(proceeding with the subroute $\mathcal{R}_{b}$ and so on), we obtain that the total cost increasing caused by such a transformation for the route $\mathcal{R}$ does not exceed

$$
\frac{\varepsilon}{2} \cdot \sum_{j=1}^{\alpha} w\left(\mathcal{R} \cap K_{j}\right)
$$

where the summation is performed over all gray rings $K_{1} \ldots, K_{\alpha}$. Therefore, the total cost of the obtained routes is at most

$$
w(\mathcal{U})+\frac{\varepsilon}{2} \sum_{i=1}^{m} \sum_{j=1}^{\alpha} w\left(\mathcal{R}_{i} \cap K_{j}\right) \leq(1+\varepsilon / 2) w(\mathcal{U})
$$

Lemma follows from the obvious observation that, for any family $\mathfrak{F}_{i}$, the optimum value $\operatorname{OPT}\left(\mathfrak{F}_{i}\right)$ does not exceed the total cost of the subroutes produced by the above recursive procedure that visit this family.

For any gray ring $K$, by $\operatorname{TSP}^{*}(K)$ we denote the optimum value of the Euclidean TSP for the slots located in this ring. Evidently, each TSP* $(K)$ does not exceeds the optimum value of the TSP instance induced by all slots and the depot, we denote this value by TSP*. The following lemma gives much more accurate bound.

Lemma 8. Let $K_{1}, \ldots, K_{\alpha}$ be gray rings. Then,

$$
\sum_{i=1}^{\alpha} \operatorname{TSP}^{*}\left(K_{i}\right) \leq(1+\pi \varepsilon) \mathrm{TSP}^{*}
$$

Proof. Let $H$ be an arbitrary minimum cost Hamiltonian cycle passing through all the slots and the depot, such that $w(H)=$ TSP* (Fig. 3a). To obtain the desired bound, we employ the following recursive tour splitting procedure similar to the procedure provided in the proof of Lemma 7. We start with the outermost gray ring $K$ and cut out segments of the cycle $H$ that belong to this ring and its exterior (Fig. 3b). By $W_{\text {ext }}(K)$ denote their total cost. Further, without loss of generality, we can assume that each such a segment touches the inner circle of the ring $K$ in two points. Therefore, the number of such points is even.

Connecting the adjacent points by chords and including the perfect matching as it is done in Fig. 4a, we construct the auxiliary 4-regular multi-graph having the Eulerian cycle $E(K)$, which admits shortcutting to the Hamiltonian cycle $H(K)$ containing all the aforementioned outer segments of the cycle $H$ (Fig. 4b).

Again, taking into account Eq. (5) and the triangle inequality, obtain the upper bound for the cost $w(H(K))$ of the constructed cycle $H(K)$

$$
\begin{aligned}
w(H(K)) & \leq w(E(K)) \leq W_{e x t}(K)+4 \pi \cdot r_{i n} \\
& \leq W_{e x t}(K)+\pi \varepsilon \cdot W(K) \leq W_{e x t}(K)+\pi \varepsilon \cdot w(H \cap K)
\end{aligned}
$$



Fig. 3. (a) the initial cycle (b) cutting out the outer segments


Fig. 4. (a) constructing the Eulerian cycle (b) shortcutting to the Hamiltonian cycle
where $w(H \cap K)$ denotes the cost of the segment of the cycle $H$ that belongs to the ring $K$. Proceeding with this procedure recursively and summing over all the gray rings, we obtain the final bound

$$
\sum_{i=1}^{\alpha} \operatorname{TSP}^{*}\left(K_{i}\right) \leq \sum_{i=1}^{\alpha} w\left(H\left(K_{i}\right)\right) \leq(1+\pi \varepsilon) w(H)=(1+\pi \varepsilon) \operatorname{TSP}^{*}
$$

Lemma is proved.
Further, applying Lemma 8 twice to the alternating coloring, where each family $\mathfrak{F}_{i}$ consists of a single ring, we estimate the total cost of the optimum Hamiltonan cycles for all rings obtained at the first step of instance decomposition.

Lemma 9. Let $\mathrm{TSP}^{*}\left(K_{i}\right)$ be the optimum value for the Euclidean TSP instance enclosed in the ring $K_{i}$. Then, the following equation holds:

$$
\sum_{i=1}^{k} \operatorname{TSP}^{*}\left(K_{i}\right) \leq 10 \cdot \mathrm{TSP}^{*}
$$

Proof. Indeed. Consider two alternative colorings. In the first one, we color gray each even ring, whilst, in the second one, each odd. Employing Lemma 8, and taking into account the additional assumption that the outermost ring $K_{1}$ cannot be gray, we obtain the following equation

$$
\begin{aligned}
& \sum_{i=1}^{k} \mathrm{TSP}^{*}\left(K_{i}\right)=\sum_{i \equiv 0} \operatorname{TSP}^{*}\left(K_{i}\right)+\sum_{i \equiv 1} \operatorname{TSP}_{(\bmod 2)} \operatorname{TSP}^{*}\left(K_{i}\right) \\
& \leq 2(1+\pi \varepsilon) \mathrm{TSP}^{*}+\mathrm{TSP}^{*}\left(K_{1}\right) \leq 2(1+\pi \varepsilon) \mathrm{TSP}^{*}+\mathrm{TSP}^{*} \leq 10 \cdot \mathrm{TSP}^{*}
\end{aligned}
$$

since $\varepsilon<1$. Lemma is proved.
In the sequel, for any gray ring, we will solve the associated subinstance by the ITP heuristic. The following lemma gives an upper bound for the total cost of these solutions.

Lemma 10. There exists a number $b \in\{1, \ldots, a\}$, such that the total cost of all ITP solutions for the subinstances enclosed in the gray rings is at most $\frac{\varepsilon}{2} \cdot$ OPT.

Proof. Indeed, for any ring $K$, by $X_{\text {slots }}(K)$ and $S_{\text {ITP }}(K)$ denote the subset of slots enclosed in the ring $K$ and the ITP-solution of the corresponding subinstance, respectively. Then,

$$
w\left(S_{\mathrm{ITP}}(K)\right) \leq 2 \cdot \frac{2}{q} \sum_{x \in X_{\text {slots }}(K)} d(x) r(x)+p \beta \cdot \operatorname{TSP}^{*}(K)
$$

Therefore, by Lemmas 3, 9, and 1,

$$
\begin{aligned}
\sum_{b=0}^{a-1} \sum_{i \equiv b} w\left(S_{\mathrm{ITP}}\left(K_{i}\right)\right) & \leq 2 \cdot \frac{2}{q} \sum_{x \in X_{\text {slots }}} d(x) r(x)+p \beta \cdot \sum_{i=1}^{k} \operatorname{TSP}^{*}\left(K_{i}\right) \\
& \leq 2 \cdot \mathrm{OPT}+10 p \beta \cdot \mathrm{TSP}^{*} \leq(2+10 p \beta) \mathrm{OPT}
\end{aligned}
$$

Hence, there exists $b$, such that

$$
\sum_{i \equiv b(\bmod a)} w\left(S_{\mathrm{ITP}}\left(K_{i}\right)\right) \leq \frac{2+10 p \beta}{a} \mathrm{OPT} \leq \frac{\varepsilon}{2} \mathrm{OPT}
$$

by construction. Lemma is proved.
To complete the decomposition of the given instance, we perform white-gray coloring of the rings driven by the parameters $a$ and $b$ and obtain subinstances
defined by white families $\mathfrak{F}_{i}$ and gray rings $K_{j}$. Hereinafter, we call them white and gray, respectively. Then, by Lemma 4 , we reduce each subinstance with $\sigma$ slots and an arbitrarily large demand to the equivalent one, whose total demand does not exceed $\sigma^{2} q$. Finally, we find a $(1+\varepsilon / 2)$-approximate solution and an ITP-solution of any reduced white and gray subinstance, respectively. Our first result follows straightforwardly from Lemmas 7 and 10.
Theorem 1. For any $\varepsilon \in(0,1)$, the proposed decomposition provides $(1+\varepsilon)$ approximate solution for the initial rounded CVRPTW-SD instance.

### 6.4 Approximate Algorithms for Subinstances

As we mentioned in Sect.4, to find an approximate solution for an arbitrary white subinstance we apply as a black box the quasi-polynomial approximation scheme (QPTAS) proposed by Song et al. in [28], whilst, each gray subinstance we approximate with our recent modification $[16,17]$ of the well-known ITP heuristic.

## 7 Time Complexity Bounds

As shown in Sect. 6, the proposed scheme consists of the following stages: preprocessing, rounding, instance decomposition and the main stage dealing with the approximation of white and gray subinstances.

It can be easily verified that the first three stages can be carried out in time $O(n \log n)$, where $n$ is the number of distinct customers. To estimate time complexity of the final stage, recall that the Song's QPTAS and our modification of the ITP are developed for the case of CVRPTW with unit demand. Therefore, in our case, their complexity bounds should be represented in terms of the total customer demand $D$ defining the instance in question, i.e. $O\left(D^{\log ^{O(1 / \varepsilon)} D}\right)$ and $O\left(D^{3}\right)$, respectively (see [16,28]).

Thanks to Lemma 4, for any subinstance (white or gray) obtained during the decomposition of the given rounded instance, its total demand $D=\sigma^{2} q$, where $\sigma$ is the number of slots engaged, which in turn is determined by the number of circles included into an appropriate family of white rings or to the gray ring. By construction, each ring contains

$$
O\left(\log _{1+\frac{\varepsilon}{q}} \frac{1}{\varepsilon}\right)=O\left(\frac{q}{\varepsilon} \cdot \log \frac{1}{\varepsilon}\right)
$$

circles, each of them consists of $O(p q / \varepsilon)$ slots. Therefore, for any gray subinstance,

$$
\sigma=\sigma_{g}=O\left(\frac{p q^{2}}{\varepsilon^{2}} \cdot \log \frac{1}{\varepsilon}\right)
$$

while any white instance is determined by

$$
\sigma=\sigma_{w}=a \cdot \sigma_{g}=O\left(\frac{(p q)^{2}}{\varepsilon^{3}} \cdot \log \frac{1}{\varepsilon}\right)
$$

slots. Further, the number $I$ of white (or gray) subinstances is

$$
I=O\left(\frac{\log \frac{N}{\varepsilon}}{a \log \frac{1}{\varepsilon}}\right)=O\left(\frac{\varepsilon}{p} \frac{\log \frac{N}{\varepsilon}}{\log \frac{1}{\varepsilon}}\right)
$$

where $N$ is defined by Eq. (2). Thus, we proved our second result.
Theorem 2. Time complexity of the proposed scheme is

$$
\begin{equation*}
O(I \cdot \mathcal{K}(p, q, \varepsilon)+n \log n), \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{K}(p, q, \varepsilon)=\left(\sigma_{w}^{2} q\right)^{\left(\log \left(\sigma_{w}^{2} q\right)\right)^{O(1 / \varepsilon)}}+\left(\sigma_{g}^{2} q\right)^{3} \tag{7}
\end{equation*}
$$

Notice that the proposed scheme admits near to linear parallel speedup, since all the subinstances obtained at the stage of instance decomposition can be solved independently.

Corollary 1. For any fixed $\varepsilon \in(0,1)$, the running time of the proposed scheme does not exceed $O(n \log N)$, if $p=\Omega(1), q=\Omega(1)$, and

$$
\begin{equation*}
\max \{p, q\} \leq 2^{\log ^{\delta} n} \tag{8}
\end{equation*}
$$

for some $\delta=O(\varepsilon)$.
Proof. Fix an arbitrary $\varepsilon \in(0,1)$ and obtain an upper bound for (6). Indeed, $I=O(\log N), \sigma_{w}^{2} q=C p^{4} q^{5}$ for some constant $C>0$, and the first term in (7) dominates the second one. Then, Eq. (8) implies that, for $n \gg 1$

$$
\log \sigma_{w}^{2} q=\log C+4 \log p+5 \log q \leq 10 \log ^{\delta} n \leq \log ^{2 \delta} n
$$

Therefore,

$$
\begin{aligned}
\mathcal{K}(p, q, \varepsilon)=2^{\left(\log \left(C p^{4} q^{5}\right)\right)^{O(1 / \varepsilon)}} & \leq 2^{\left(\log ^{2 \delta} n\right)^{O(1 / \varepsilon)}} \\
& =2^{(\log n)^{C_{1} \delta / \varepsilon}}=\left(2^{\log n}\right)^{\frac{\log C_{1} \delta / \varepsilon_{n}}{\log n}} \leq 2^{\log n}=n
\end{aligned}
$$

any time, when $C_{1} \delta / \varepsilon \leq 1$, where $C_{1}$ is some positive constant, and $n>1$. Hence, for the fixed $\varepsilon$,

$$
I \cdot \mathcal{K}(p, q, \varepsilon)+n \log n=O(n \log N)
$$

Corollary is proved.
Corollary 2. For any fixed $p$ and $q$ the proposed scheme is EPTAS with time


## 8 Conclusion

In this paper, perhaps for the first time for the Euclidean Capacitated Vehicle Routing Problem with Time Windows and non-uniform splittable demand, a polynomial time approximation scheme is proposed. The scheme is based on the instance decomposition framework developed in [1] and uses the QPTAS from [28] and our modification [16] of the Iterative Tour Partition as a black box. For any fixed $\varepsilon \in(0,1)$ and the total customer demand $D$, the scheme finds a $(1+\varepsilon)$ approximate solution of the problem in time $O(n \log D)$ any time provided that $\max \{p, q\} \leq 2^{\log ^{\delta} n}$ for some $\delta=O(\varepsilon)$. Furthermore, for any fixed capacity $q$ and the number $p$ of time windows, the proposed scheme is an EPTAS, which significantly outperforms by the time complexity bound the previous best result [17] for the CVRPTW on the Euclidean plane.

For future work we left the open questions related to a possible extension of the proposed scheme to an arbitrary finite dimension Euclidean space and to the case of non-splittable demand.
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#### Abstract

We consider a modification to the classic medianoid problem, where facilities of different types are present on the market. A newcomer firm opens facilities providing a specific type of products and competes with existing facilities of that type. Each customer requires multiple products of different types and chooses the shortest route visiting facilities providing the needed types of products. A local search approach to maximize the market share of the newcomer firm is proposed, utilizing upper and lower bounds for the customers' trip lengths to avoid time-consuming computations.
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## 1 Introduction

Location of commercial facilities is a long-term strategic decision that must take into account as much information regarding the market as it is possible. One of the most critical aspects is competition between suppliers of similar products or services. The models of competitive location were firstly introduced by Hotelling [8], and now form a broad class of optimization problems considering such aspects as design, pricing, capacity management, shipment, and others $[1,4,9,11]$.

In the present paper, we consider a generalization of the classic competitive location model called the medianoid problem. It consists of finding locations of $r$ new facilities providing that the total weight of customers that prefer the new facilities to the existing competitor's ones is maximized. The model was introduced by S. L. Hakimi in the paper [6], where it is shown to be NP-hard. We focus on the discrete case, where both the set of customers and the set of potential locations for new facilities are finite.

Assumptions about the customers' behavior are one of the essential ingredients of competitive models since they determine procedures to estimate the

[^20]major objectives such as market share and income. These assumptions are often called behavior rules. In the literature, the most widely-used rules are binary and proportional ones assuming that the customer's demand is captured by a single facility or is proportionally distributed among several facilities, respectively. Such measurable factors like travel distance, quality of the facility, and others are used to determine the distribution of the customer's budget.

The present work aims to focus on the influence of facilities that do not compete with the firm but may be in demand for customers. A concentration of these facilities allows the customers to make multi-purpose trips when several different types of products or services can be obtained together during a single tour. The paper of Marianov et al. [14] considers multi-purpose shopping trips in the context of non-essential products. The experiments there show that the total demand depends on the relative location of facilities of different types since spending the trip budget on getting several products provides higher utility to a customer. The authors conclude that taking into account multi-purpose trips is beneficial to the decision maker. In the present paper, we deal with essential products and investigate how the binary customer behavior rule, assuming that each customer patronizes the closest facility, is affected by multi-purpose shopping trips.

To find a quality location of the firm's facilities in a situation when the customers optimize their shopping trips and get service from the facilities visited by the shortest route, we developed the randomized local search procedure. During the computations, the procedure stores estimations of the routes' lengths to avoid solving the customers' problems directly. The information about routes' lengths gathered during the workflow is used to compute an upper bound for the firm's market share and estimate the quality of the solution obtained. The procedure computing the upper bound is to solve a bi-criteria mixed-integer problem with lexicographic order of the objective functions. It finds an optimal location of the firm's facilities when the information about routes' lengths is sufficient.

The paper is organized as follows. In Sect. 2, we introduce all the necessary notations and formulate the medianoid problem with multi-purpose shopping trips in terms of bi-level mathematical programming. All the ingredients of the methods developed are given in Sect. 3. Section 4 presents the results of numerical experiments with artificially generated instances, and Sect. 5 concludes the paper.

## 2 Mathematical Model

Let us introduce the necessary notations to formalize the problem to find an optimal location of the firm's facilities. We suppose that the firm produces some type of products or just a product for short. This type of products is further indexed with $t_{0}$. The firm enters the market by opening $r$ facilities in some of a finite set of candidate sites $I$. Denote the set of locations where the firm decided to open its facilities with $I_{F}$. The same product is supplied by existing facilities located in sites $I_{L}$ and belonging to competitors. Without loss of generality, we assume that $I_{L} \cap I=\emptyset$.

Denote the set of customers interested in the product $t_{0}$ with $J$. Let $\mathcal{T}$ be the set of all products other than $t_{0}$ that are of interest for the customers from $J$. Further, we refer to these products as additional. Suppose that, for each product $t \in \mathcal{T}$, we are given with the set $I_{t}$ of facilities providing that product.

Suppose that, for each customer $j \in J$, we are given with a subset $T_{j} \subseteq \mathcal{T}$ of all the additional products that the customer needs. Denote the initial location of the customer $j \in J$ by $s_{j}$. The customer then decides how to get all the needed products while minimizing the distance traveled. More specifically, the customer $j \in J$ starts from $s_{j}$, visits a single facility in $I_{t}$ for each $t \in T_{j}$, one of the facilities in $I_{L}$ or $I_{F}$, and returns to $s_{j}$, while minimizing the route's length. To find the shortest route, the customer must solve a generalized traveling salesman problem (GTSP). We say that the customer is captured by the firm if their route visits one of the facilities opened by the firm.

From a certain perspective, an initial location of the customer $j \in J$ can be considered as a facility providing an exclusive product $t_{j}$ that is in demand for this customer only. For consistency, denote $I_{t_{0}}=I \cup I_{L}$, as the set of all the sites that can potentially provide the product $t_{0}$, and $I_{t_{j}}=\left\{s_{j}\right\}$. With this in mind, let $\bar{T}_{j}=T_{j} \cup\left\{t_{0}\right\} \cup\left\{t_{j}\right\}$ be the set of all the products the customer needs, including their exclusive product.

Let $S$ be the set of all customer locations, $S=\left\{s_{j} \mid j \in J\right\}$; let $\mathcal{I}$ be the set of all the facilities that provide additional products, $\mathcal{I}=\bigcup_{t \in \mathcal{T}} I_{t}$. We assume that we are given a full weighted directed graph $G$ with a set of vertices $V=$ $S \cup \mathcal{I} \cup I \cup I_{L}$, and we will consider the weight of an edge $w_{i j}$ in this graph to be the distance between two locations. Note that the edge weights have to be non-negative, but do not need to be symmetric or follow the triangle inequality.

For each $T \subseteq \mathcal{T} \cup\left\{t_{0}\right\} \cup S$, define $I_{T}=\bigcup_{t \in T} I_{t}$ as the set of all the locations that provide either of the products in $T$. When the customer $j$ solves their GTSP, they only travel within a certain subset of $V$, which is denoted by $V_{j}=I_{\bar{T}_{j}}$.

To formulate the mathematical model of the problem, we use the following variables. Let $z_{i}, i \in I$ be the decision variables, with $z_{i}=1$ if the firm decides to open a facility in the location $i \in I$, and 0 otherwise. In other words, $z_{i}=$ $1 \Longleftrightarrow i \in I_{F}, z_{i}=0$ otherwise.

Let $z_{i j}, i \in I, j \in J$, be an indicator variable that equals one if and only if the customer $j$ is served by the facility $i$ opened by the firm, and zero otherwise. If that is the case, the firm earns a profit equal to $b_{j}$.

Finally, let $\gamma_{g h}^{j}, j \in J ; g, h \in V_{j}$ be a $(0,1)$-variable that indicates whether or not the customer $j$ travels along the edge $g h$ during the shortest tour.

With this in mind, the mathematical model can be formulated as the following bi-level program with multiple lower-level problems of the customers.

$$
\begin{equation*}
\max _{\left(z_{i}\right),\left(z_{i j}\right)} \sum_{i \in I} \sum_{j \in J} b_{j} z_{i j} \tag{1}
\end{equation*}
$$

s.t.:

$$
\begin{equation*}
\sum_{i \in I} z_{i}=r \tag{2}
\end{equation*}
$$

$$
\begin{gather*}
z_{i j}=\sum_{g \in V_{j}} \gamma_{g i}^{j}, i \in I, j \in J  \tag{3}\\
z_{i}, z_{i j} \in\{0,1\}, i \in I, j \in J \tag{4}
\end{gather*}
$$

where, for each $j \in J,\left(\gamma_{g h}^{j}\right)$ solve the routing problem of the customer $j$ :

$$
\begin{equation*}
\min _{\left(\gamma_{g h}^{j}\right)} \sum_{g \in V_{j}} \sum_{h \in V_{j}} w_{g h} \gamma_{g h}^{j} \tag{5}
\end{equation*}
$$

s.t.:

$$
\begin{gather*}
\sum_{g \in V_{j}} \gamma_{g h}^{j}=\sum_{g \in V_{j}} \gamma_{h g}^{j}, h \in V  \tag{6}\\
\sum_{g \in I_{t}} \sum_{h \in I_{t}} \gamma_{g h}^{j}=0, t \in \bar{T}_{j},  \tag{7}\\
\sum_{g \in I_{T}} \sum_{h \in V_{j} \backslash I_{T}} \gamma_{g h}^{j} \geq 1, T \subset \bar{T}_{j},  \tag{8}\\
\sum_{g \in V_{j}} \gamma_{g i}^{j} \leq z_{i}, i \in I,  \tag{9}\\
\gamma_{g h}^{j} \in\{0,1\}, g, h \in V_{j} \tag{10}
\end{gather*}
$$

The objective function (1) represents the total firm's profit obtained from the customers captured. Due to assumptions of the model, the firm opens $r$ facilities, which is guaranteed by the constraint (2). Next, the constraint (3) defines the connection between $z_{i j}$ and $\gamma_{g h}^{j}$, ensuring that the customer $j$ is considered captured by the facility $i$ if the customer's shortest tour visits $i$.

Note that each of the lower-level problems (5)-(10) is a GTSP problem in the sub-graph of $G$ with the subsets to visit being $I_{t}, t \in T_{j}$. The constraints (6) ensure flow conservation in and out of a given vertex, (7) forbids travel within the same subset, while (8) forbids the tour to be split into unconnected cycles by ensuring that for each possible combination of subsets there exists a single edge that leads to the outside of these subsets. Finally, the constraint (9) forbids the tour to pass through facilities in $I$ that have not been opened by the firm.

Third, note that, given values for $z_{i}, \gamma_{g h}^{j}$ are calculated by solving the problem (5)-(9). We are to highlight that the customer may have several different optimal tours that can lead to different values of the objective function (1). In our experiments, we deal with a pessimistic formulation of the problem (1)-(10) assuming the a customer chooses a tour avoiding to visit firm's facilities, if they could. It is equivalent to the assumption that a customer is captured by the firm's facility only when the route through this facility is shorter than the ones visiting the competitors' facilities by some $\varepsilon>0$. Once the values of $\left(z_{i}\right)$ are fixed, (3) is enough to compute the best values for $z_{i j}$, and the corresponding value of the objective function. Thus, the problem under study can be considered as a problem to maximize a pseudo-Boolean function $f(z)$ depending on the vector $z=\left(z_{i}\right)$ of location variables' values. This function maps the vector $z$ to the value of the objective function (1) on the corresponding solution of the problem (1)-(10).

## 3 Algorithm

Being an NP-hard problem even in a case of single product type, the medianoid problem with multi-purpose trips is a reasonable target for metaheuristic algorithms that explore the search space using local information about the landscape of the objective function. The representation of the problem in the form of maximizing the pseudo-Boolean function $f(\cdot)$ allows working in a convenient space of $(0,1)$-vectors with $r$ non-zero components. At the same time, given $z$, computing the objective function $f(z)$ requires to solve multiple NP-hard customers' problems. Thus, an intensive evaluation of the objective function significantly decreases the capabilities of the algorithm.

The GTSP is a classic combinatorial optimization problem arising in many practical applications [12], and the literature on algorithmic approaches to this problem is vast $[7,17]$. In our computations, we do not apply a specialized method to solve arising GTSPs but delegate them to the Gurobi solver for mixed-integer programming problems (MIP) [5]. On the other side, the main efforts are focused on developing tools that allow calling the solver less frequently and decrease the computational cost of exploring the solution space. The quality of the solution obtained by the algorithm can be estimated when compared with the upper bound provided by the procedure introduced in Subsect.3.3.

### 3.1 Local Search

To find a quality solution of the problem to maximize the function $f(\cdot)$, we apply the randomized local search scheme introduced in [15] to solve large instances of bi-level competitive location model. For each $z \in\{0,1\}^{|I|}$ we define its swap neighborhood

$$
\operatorname{Swap}(z)=\left\{y \in\{0,1\}^{|I|} \mid H(z, y)=2, H(x, 0)=H(y, 0)\right\}
$$

where $H(\cdot, \cdot)$ is the Hamming distance between two vectors. The neighborhood $\operatorname{Swap}(z)$ contains all the $(0,1)$-vectors that are obtained from $z$ by moving a single non-zero component to another position.

The swap neighborhood contains $r(|I|-r)$ elements and evaluating all of them is a costly procedure. The algorithm utilizes a randomization technique to increase the exploring rate and prevent sticking in a local optimum.

A randomized neighborhood of the vector $z$ is a randomly chosen subset $R S w a p(z) \subseteq S w a p(z)$. In our implementation, the probability of the element to be taken in $R \operatorname{Swap}(z)$ is the same for all the elements. The number of solutions in $\operatorname{RSwap}(z)$ is derived from two parameters: $q_{1}$ and $q_{2}$. The parameters define the relative quality of the best solution in $\operatorname{RSwap}(z)$ and the probability that this quality is achieved. For instance, $q_{1}=q_{2}=0.5$ means that the best element of $R S w a p(z)$ produces a not worse value of the objective function than $50 \%$ of the set $\operatorname{Swap}(z)$ with a probability not less than 0.5 .

The local search starts at a random feasible solution $z^{1}$ and performs similar iterations. The iteration $s$ of the search starts from the solution $z^{s}$ and consists of
making $N$ steps. Each step moves the search to the best neighbor of the current solution with respect to the neighborhood $R S w a p(\cdot)$. The iteration $s+1$ starts from the solution $z^{s+1}$ being the best solution found on iteration $s$. Notice that the solutions $z^{s+1}$ and $z^{s}$ can be equal. The process is repeated, until the time limit $T$ is reached. The best found solution is returned as the local search result.

To tune the parameters $N, q_{1}$ and $q_{2}$, the irace package was used [13]. It implements a modified F-race algorithm finding parameters' values that outperform other settings on a given set of instances. After tuning the parameters, the setting $q_{1}=0.8, q_{2}=0.85, N=|I|$ was found as the most efficient.

### 3.2 Objective Function Evaluation and Tour Length Estimates

Since explicit calculating the optimal routes is a time-consuming procedure, it is desirable to avoid it as much as possible. The approach used relies on storing bounds for tour lengths. Let us discuss it in detail.

For each pair $i \in I_{t_{0}}, j \in J$, define the $i j$-tour, which is the shortest tour that passes through $s_{j}, i$, and through one facility from $I_{t}$ for each $t \in T_{j}$. For the $i j$-tour, let us introduce three values: $l_{i j}, L_{i j}$ and $u_{i j}$, which are, respectively: the lower bound for the tour's length, the exact value of the tour's length and the upper bound for it. Over the course of the local search, values $l_{i j}$ and $u_{i j}$ are stored and modified in such a way that the inequality $l_{i j} \leq L_{i j} \leq u_{i j}$ always holds.

Consider some feasible solution $z \in\{0,1\}^{|I|}$ such that $\sum_{i \in I} z_{i}=r$. Then, having $I_{F}=\left\{i \in I \mid z_{i}=1\right\}$, let us discuss the procedure to evaluate $f(z)$. Consider the problem (5)-(10), where the customer's options for acquiring the product $t_{0}$ are limited to a non-empty subset of facilities $C \subseteq I_{F} \cup I_{L}$. On the base of the Gurobi MIP solver, we implement a procedure $\operatorname{GTSP}(j, C, B, b)$, where $B$ and $b$, such that $B>b \geq 0$, are numerical input parameters. The procedure may finish with the following three results:

1. An optimal tour passes through $i^{*} \in C$ and has the length $L_{i^{*} j}<B$.
2. It is proven that no $i j$-tour with $i \in C$ exists with $L_{i j}<B$.
3. A tour passing through some $i_{1} \in C$ is shorter than $b$, but no proof of optimality.

Both the second and the third exit conditions stop the branch-and-bound process prematurely, potentially saving time. The second exit condition is reached when the solver makes sure that an optimal tour has a length greater than $B$. The third exit condition is reached when a feasible solution better than a quality threshold $b$ is found. Since proving optimality takes more time than yielding good solutions, this option leads to time savings when finding an optimal solution is not necessary.

From here, the procedure to check, if a customer is captured by the firm or not, becomes one of building $C$ and choosing $B$ and $b$. In the first case, the procedure returns 1 and 0 otherwise.

Algorithm 1, answering the question if the customer is captured by the firm or not, starts from finding the current best candidate $i_{0} \in I_{L} \cup I_{F}$ and then

```
Algorithm 1. Detect if the customer is captured
    \(i_{0} \leftarrow \arg \min _{i \in I_{F} \cup I_{L}} u_{i j}\)
    \(C \leftarrow\left\{i \in I_{F} \cup I_{L} \mid l_{i j} \leq u_{i_{0} j}\right\}\)
    if \(C \subseteq I_{F}\) then
        return 1
    else if \(C \subseteq I_{L}\) then
        return 0
    end if
    if \(u_{i_{0} j}=l_{i_{0} j}\) then
        \(C \leftarrow C \backslash\left\{i_{0}\right\} / /\) the exact length of the \(i_{0} j\)-tour is known
    end if
    \(B:=u_{i_{0} j}\)
    if \(i_{0} \in I_{L}\) and \(C \subseteq I_{F}\) then
        \(b:=l_{i_{0} j}\)
    else
        \(b:=0\)
    end if
    Call \(\boldsymbol{\operatorname { G T S P }}(j, C, B, b)\)
    if (An optimal \(i j\)-tour found through \(i^{*} \in C\), with length \(L<B\) ) then
        \(l_{i^{*} j} \leftarrow L\)
        \(u_{i^{*} j} \leftarrow L\)
        for all \(i \in C \backslash\left\{i^{*}\right\}\) do
            \(l_{i j} \leftarrow \max \left\{l_{i j}, L\right\} / /\) since \(i^{*}\) is optimal, other \(i j\)-tours are not shorter
        end for
        return \(\left|\left\{i^{*}\right\} \cap I_{F}\right|\)
    else if (It is proven that no \(i j\)-tour with \(i \in C\) exists with \(L<B\) ) then
        for all \(i \in C\) do
            \(l_{i j} \leftarrow \max \left\{l_{i j}, B\right\}\)
        end for
        return \(\left|\left\{i_{0}\right\} \cap I_{F}\right|\)
    else if (An \(i j\)-tour found through \(i_{1} \in C\) with length \(L<b\), but no proof of
    optimality) then
        \(u_{i_{1} j} \leftarrow L\)
        return 1
    end if
```

ensures that those facilities that are proven to have a worse tour than the one through $i_{0}$ are not considered. After that, it is checked if solving GTSP can be avoided entirely, that is, if all the candidates belong to one owner. If the exact length of the $i_{0} j$-tour is known, then $i_{0}$ is removed from the candidate list. Then, the quality threshold $B$ for the GTSP solver is set up to make sure that only solutions with $i j$-tours shorter than the $i_{0} j$-tour are considered.

The lower quality threshold is set up afterward. It is $b=l_{i_{0} j}$ only if $i_{0} \in I_{L}$ and all the other candidates are from $I_{F}$. After that, the optimizer is launched and the results are interpreted. If an optimal $i^{*} j$-tour is found, then it is shorter than all other tours, and by our assumption we conclude that $l_{i j}=\min \left\{l_{i j}, L\right\}$. If it is proven that no $i j$-tours shorter than $B$ exist, then the values $l_{i j}$ are updated
accordingly. Finally, if some good enough $i_{1} j$-tour is found, but no proof is given, then the value $u_{i_{1} j}$ is updated.

The only thing that remains uncovered yet for a complete description of the local search algorithm is how the initial values for $l_{i j}$ and $u_{i j}$ are set up. There are numerous heuristics for the GTSP which the local search can benefit from [10], but solving the GTPS is out of scope of this study, thus, we applied a very straightforward approach to estimate the lengths of the tours for the beginning. Namely, the upper bounds are set up as lengths of randomly generated feasible GTSP solutions. The lower bounds are set up as the distance to travel from $s_{j}$ to $i$ and back: $l_{i j}=\omega_{i s_{j}}+\omega_{s_{j} i}$, which is a feasible lower bound when the triangle inequality holds. When it is not the case, other trivial estimates $M$ and 0 , respectively, are used, where $M$ is a sufficiently large value. Even the second variant yields a significant improvement over computing the lengths explicitly.

### 3.3 Finalizing the Algorithm and Upper Bound Procedure

During the computational process, the local search algorithm continuously updates the values $l_{i j}, u_{i j}$. These values are used to construct a lexicographical bi-objective MIP [3] called estimating problem. Since the local search avoids computing optimal customers' tours, the information about lengths of these tours may not be full after the termination of the algorithm. Further, we say that the customer $j \in J$ is potentially captured by the firm's facility $i \in I$ if $l_{i j}<u_{j}^{L}$, i. e. the information about tours of this customer, gathered during the local search process, is insufficient to claim that the $j$ prefers some facility from $I_{L}$ to $i$. It is clear, that, given the location of the firm's facilities, the total weight of all potentially captured customers is not less than the actual value of the firm's market share. Thus, the primary objective function of the estimating problem being the total weight of potentially captured customers provides an upper bound for the function $f(\cdot)$. The secondary objective function shows the total weight of the potentially captured customers that can not be proven to be captured by the firm using the information about the lengths of customers' tours. While minimizing this function, we aim to reduce the gap between the upper bound value and the actual market share.

Consider a set of values $l_{i j}, u_{i j}$ computed during the local search process, and a solution $z^{L S}$, which is the best solution found. For all $j \in J$, let us denote: $l_{j}^{L}=\min _{i \in I_{L}} l_{i j}, u_{j}^{L}=\min _{i \in I_{L}} u_{i j}$, the most optimistic and the most pessimistic estimates of the shortest $i j$-tour for all $i \in I_{L}$, respectively. Introduce two matrices: $c_{i j}$ and $\widetilde{c}_{i j}, i \in I, j \in J$ defined as follows:

$$
c_{i j}=\left\{\begin{array}{l}
1 \text { if } l_{i j}<u_{j}^{L} \\
0, \text { otherwise }
\end{array} \quad \widetilde{c}_{i j}=\left\{\begin{array}{l}
1 \text { if } u_{i j}<l_{j}^{L} \\
0 \text { otherwise }
\end{array}\right.\right.
$$

As such, $c_{i j}=1$ if $j$ is potentially captured by $i$, whereas $\widetilde{c}_{i j}=1$ if $i$ captures $j$ for sure. Note that $c_{i j} \geq \widetilde{c}_{i j}$

To formulate the MIP, we use additional ( 0,1 )-variables $\left(v_{j}\right)$ and $\left(\widetilde{v}_{j}\right), j \in J$, where $v_{j}$ indicates if some firm's facility potentially captures $j$. At the same time,
$\widetilde{v}_{j}$ equals one if some firm's facility surely captures $j$, and zero otherwise. With the introduced notations, the bi-objective estimating problem can be written as follows:

$$
\begin{gather*}
U B=\max _{\left(z_{i}\right),\left(v_{j}\right),\left(\widetilde{v}_{j}\right)} \sum_{j \in J} b_{j} v_{j},  \tag{11}\\
G a p=\min _{\left(z_{i}\right),\left(v_{j}\right),\left(\widetilde{v}_{j}\right)} \sum_{j \in J} b_{j}\left(v_{j}-\widetilde{v}_{j}\right), \tag{12}
\end{gather*}
$$

s.t.

$$
\begin{align*}
& v_{j} \leq \sum_{i \in I} c_{i j} z_{i}, j \in J  \tag{13}\\
& \widetilde{v}_{j} \leq \sum_{i \in I} \widetilde{c}_{i j} z_{i}, j \in J  \tag{14}\\
& \sum_{i \in I} z_{i}=r  \tag{15}\\
& v_{j}, \widetilde{v}_{j}, z_{i} \in\{0,1\}, \quad i \in I, j \in J \tag{16}
\end{align*}
$$

The first objective function (11) represents the total demand that can be potentially captured by the firm. The second objective function shows the magnitude of deviation of the actual value of market share from the value $U B$. The constraints (13) and (14) have a form of covering constraints with matrices $\left(c_{i j}\right)$ and $\left(\widetilde{c}_{i j}\right)$ indicating if the element is covered or not. Note that integrality constraints for variables $\left(v_{j}\right)$ and $\left(\widetilde{v}_{j}\right)$ can be relaxed with the optimal solution guaranteed to be integer.

Consider the lexicographically optimal solution $\left(\left(z_{i}\right),\left(v_{j}\right),\left(\widetilde{v}_{j}\right)\right)$ of the problem (11)-(16) and the corresponding values $U B$ and Gap of its objective functions. First, note that the value $U B$ is an upper bound for the function $f(\cdot)$. Moreover, if Gap $=0$, then $z^{*}=\left(z_{i}\right)$ maximizies the function $f(\cdot)$. The overall algorithm consists of running the local search procedure with time limit stopping criteria and then solving the problem (11)-(16) providing values $U B$ and Gap.

## 4 Numerical Experiments

To analyze the impact of the algorithm's ingredients and the model's behavior, we performed numerical experiments with artificial data. From the application side, our interest is to compare the model's predictions with the classic $\left(r \mid X_{p}\right)$ medianoid problem. The numerical data was taken from the benchmark "Discrete location problems" [2], compiling instances of the $(r \mid p)$-centroid problem and results of experiments with these instances. The experiments are performed by a MacBook Pro with an Intel Core i5 2.9 GHz dual-core processor and 8 GB of RAM under control of the Windows 8.1 operating system. The algorithm was written in C\# and utilized Gurobi 7.5.2 running with default settings.

The $(r \mid p)$-centroid problem is a classic bi-level location problem considering two players deciding where to open their facilities. The first player, called the

Leader, opens their facilities first. The second player, called the Follower, opens their facilities after the Leader but has the benefit of knowing the Leader's solution. Customers choose facilities based on how close they are to the facility. A more detailed description of this problem can be found, for instance, in the work [16].

In the instances considered, the customers are points on the Euclidean plane. The sites to open facilities coincide with the locations of the customers. This means that $S=V(G), I \cup I_{L}=S$. The instances from [2] are provided with optimal Leader's solutions if the authors found them, or the best Leader's solutions obtained so far. For each instance, we fix the best Leader's solution and consider the set of facilities opened by the Leader, $I_{L}$, as the existing competitors' ones in our model. The rest of the possible locations are given to the firm to open its facilities in: $I=S \backslash I_{L}$. It is assumed that the firm opens the same number of facilities as the competitors: $r=\left|I_{L}\right|$.

Next, the additional facilities are generated. For each $t \in \mathcal{T}$ the set $I_{t}$ is built as an optimal solution of the $p$-median problem with $p=k$ and randomly generated weights $\left(b_{j}^{t}\right), j \in J$ of the customers from the uniform distribution on the integer range $\{1,2, \ldots 25\}$. In other words, the set $I_{t}$ is chosen to contain $k$ elements of the set $S$ such that the sum over the set of customers $J$ of distances from a customer $j$ to the nearest element of $S$ weighed by $b_{j}^{t}$ is minimized. It is set $\left|I_{t_{1}}\right|=\left|I_{t_{2}}\right|, t_{1}, t_{2} \in \mathcal{T}$ meaning that the number of facilities providing additional products is the same for all product types. In the test instances generated, the customers share the same shopping lists having $T_{j}=\mathcal{T}$ for all $j \in J$, whereas the number of additional product types equals two, $|\mathcal{T}|=2$. This value was chosen because solving the GTSP explicitly turned out to be time-consuming on our hardware for $|\mathcal{T}| \geq 3$.

The base $(r \mid p)$-centroid instances are unweighted ones $\left(b_{j} \equiv 1\right)$ with codes 111, 211, 311, and weighted instances coded by $111(\mathrm{~W}), 211(\mathrm{~W}), 311(\mathrm{~W})$, $411(\mathrm{~W})$ and $511(\mathrm{~W})$, where $\left(b_{j}\right)$ are uniformly distributed on the integer range $\{1, \ldots, 200)$. We consider values $r=5,10$ for unweighted instances and $r=$ $5,10,15,20$ for the weighted ones.

A comparison was made between a benchmark solution, $z^{0}$, which is the optimal Follower solution in the original $(r \mid p)$-centroid problem and the best solution found by the algorithm. This solution is chosen from the best solution found during the local search, $z^{L S}$, and the solution found by solving the biobjective problem described in Subsect. 3.3, $z^{B O}$.

The local search was given a time limit of two minutes. The bi-objective problem was solved by the optimizer in under a second in all of the tested instances. Let $\bar{z}$ denote the best solution from $z^{L S}$ and $z^{B O}$.

Table 1 provides the following values:
$r$ is the number of facilities open by the firm;
$\left|I_{t}\right|$ is the size of the set of additional facilities for each type;
Imp is the improvement for the best solution found by the algorithm over the benchmark solution:

$$
\operatorname{Imp}=\left(F(\bar{z})-F\left(z^{0}\right)\right) / F\left(z^{0}\right) \cdot 100 \% ;
$$

Table 1. Summarized results of the numerical experiments

| $r$ | $\left\|I_{t}\right\|$ | Improvement, \% | SP of best solution | GTSPs <br> solved | Solutions <br> explored |
| :--- | ---: | :--- | :--- | ---: | :--- |
| 5 | 5 | $76.1 \%$ | 3 | 19015 | 1060 |
| 5 | 10 | $54.9 \%$ | 2.5 | 6584 | 458 |
| 5 | 20 | $21 \%$ | 4.5 | 1385 | 174 |
| 10 | 5 | $82.3 \%$ | 5.2 | 15674 | 660 |
| 10 | 10 | $51.5 \%$ | 6.83 | 7344 | 382 |
| 10 | 20 | $20.5 \%$ | 7.5 | 1622 | 86 |
| 15 | 5 | $32.7 \%$ | 5.4 | 12985 | 422 |
| 15 | 10 | $52.1 \%$ | 7.6 | 6713 | 225 |
| 15 | 20 | $27 \%$ | 10.4 | 1607 | 62 |
| 20 | 5 | $35 \%$ | 4.4 | 10299 | 265 |
| 20 | 10 | $34.8 \%$ | 8.6 | 6130 | 165 |
| 20 | 20 | $22.9 \%$ | 13.2 | 1585 | 42 |

It was noticed that high-quality solutions tend to share locations with the facilities providing additional products. $S P$ is a numerical expression of this tendency computed as the number of times the facilities from $I_{F}$ share location with some additional facility, i.e.,

$$
S P=\sum_{i \in I_{F}} \sum_{t \in \mathcal{T}}\left|I_{t} \cap\{i\}\right| ;
$$

"GTSPs solved" is the number calls to the MIP solver to solve a GTSP;
"Solutions explored" is the number of evaluations of the objective function.
The values for $\operatorname{Imp}, S P$, "GTSPs solved" and "Solutions explored" are averaged out across all the instances tested.

To summarize the results, first notice that the higher $r$ and $\left|I_{t}\right|$, the fewer solutions are explored and the fewer GTSPs are solved. It is expected, considering that GTSPs become more difficult to solve as the number of nodes in a subset to visit grows. Consequently, one would expect that the quality of solutions would decrease as $\left|I_{t}\right|$ increases. This trend is most apparent for $r=5,10$, the Improvement measure decreases by $20-30 \%$ each $\left|I_{t}\right|$ step.

Also worthy to note that the $S P$ of the best solution is on average significantly higher than the expected value for random solutions, which can be roughly estimated as $\left(2\left|I_{t}\right| / 100\right) \cdot r$.

Table 2 provides a more detailed comparison between the medianoid models with single-purpose and multi-purpose shopping trips. For the numerical data based on the first three weighted and unweighted ( $r \mid p$ )-centroid instances and different values of $r$ and $\left|I_{t}\right|$, we list the following data.
$f_{s}$ is the market share computed for the solution $z^{0}$ in the single-purpose model with no additional products;

Table 2. Detailed results on some instances

| Instance \# | $f_{s}$ | $f_{m}$ | $f_{L S}$ | $f_{B O}$ | GTSPs solved | Solutions explored |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $r=5,\left\|I_{t}\right\|=5$ |  |  |  |  |  |  |
| 111 | 53 | 22 | 22 | 22 | 20955 | 1276 |
| 211 | 52 | 38 | 53 | 53 | 19850 | 484 |
| 311 | 55 | 28 | 40 | 47 | 20671 | 1072 |
| $r-5,\left\|I_{t}\right\|=10$ |  |  |  |  |  |  |


| 111 | 53 | 54 | 52 | 64 | 6495 | 544 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 211 | 52 | 35 | 47 | 62 | 6744 | 616 |
| 311 | 55 | 53 | 75 | 79 | 6331 | 562 |

$r=5,\left|I_{t}\right|=15$

| 111 | 53 | 53 | 54 | 57 | 1305 | 148 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 211 | 52 | 35 | 47 | 62 | 1387 | 148 |
| 311 | 55 | 46 | 41 | 59 | 1483 | 132 |

$r=10,\left|I_{t}\right|=5$

| 111 | 50 | 34 | 74 | 74 | 21694 | 1336 |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 211 | 51 | 65 | 70 | 70 | 15417 | 712 |
| 311 | 52 | 43 | 78 | 78 | 15026 | 580 |

$r=10,\left|I_{t}\right|=10$

| 111 | 50 | 25 | 45 | 45 | 8810 | 460 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 211 | 51 | 38 | 53 | 53 | 6970 | 208 |
| 311 | 52 | 25 | 45 | 45 | 7529 | 436 |

$r=10,\left|I_{t}\right|=20$

| 111 | 50 | 49 | 67 | 65 | 1700 | 124 |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| 211 | 51 | 35 | 33 | 47 | 1569 | 76 |
| 311 | 52 | 55 | 55 | 66 | 1504 | 112 |

$r=15,\left|I_{t}\right|=5$

| $111(\mathrm{~W})$ | 47.1 | 41.7 | 43.7 | 43.7 | 10607 | 232 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $211(\mathrm{~W})$ | 48.9 | 57.1 | 64.8 | 64.8 | 14278 | 424 |
| $311(\mathrm{~W})$ | 48.7 | 35.9 | 57.8 | 57.8 | 19600 | 664 |

$r=15,\left|I_{t}\right|=10$

| $111(\mathrm{~W})$ | 47.1 | 51.3 | 67.9 | 67.9 | 5141 | 208 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $211(\mathrm{~W})$ | 48.9 | 45.7 | 54.7 | 54.7 | 8060 | 268 |
| $311(\mathrm{~W})$ | 48.7 | 23.4 | 46.0 | 46.0 | 6701 | 184 |

$r=15,\left|I_{t}\right|=20$

| $111(\mathrm{~W})$ | 47.1 | 31.0 | 33.7 | 29.0 | 1432 | 40 |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| $211(\mathrm{~W})$ | 48.9 | 41.7 | 54.6 | 51.9 | 1869 | 100 |
| $311(\mathrm{~W})$ | 48.7 | 23.2 | 36.3 | 30.5 | 1655 | 52 |

$r=20,\left|I_{t}\right|=5$

| $111(\mathrm{~W})$ | 48.1 | 47.2 | 64.4 | 64.4 | 10673 | 436 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $211(\mathrm{~W})$ | 48.4 | 32.1 | 38.7 | 38.7 | 12558 | 220 |
| $311(\mathrm{~W})$ | 47.7 | 26.3 | 47.3 | 47.3 | 10635 | 220 |

$r=20,\left|I_{t}\right|=10$

| $111(\mathrm{~W})$ | 48.1 | 24.6 | 39.0 | 39.0 | 5579 | 136 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $211(\mathrm{~W})$ | 48.4 | 33.8 | 52.8 | 52.8 | 6795 | 256 |
| $311(\mathrm{~W})$ | 47.7 | 29.5 | 34.4 | 34.0 | 5911 | 112 |

$r=20,\left|I_{t}\right|=20$

| $111(\mathrm{~W})$ | 48.1 | 37.2 | 42.9 | 41.0 | 1410 | 52 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $211(\mathrm{~W})$ | 48.4 | 16.1 | 24.3 | 17.7 | 1444 | 28 |
| $311(\mathrm{~W})$ | 47.7 | 31.4 | 41.5 | 31.0 | 1774 | 40 |

$f_{m}$ is the market share computed for $z^{0}$ when multi-purpose trips are taken into account;
$f_{L S}$ is the market share computed with multi-purpose trips for $z^{L S}$;
$f_{B O}$ is the market share computed with multi-purpose trips for $z^{B O}$;
This table shows that optimal solutions of the model with single-purpose shopping could perform poorly in a situation when the customers actually make multi-purpose trips. At the same time, taking into account the locations of facilities providing additional products allows finding locations of a new-comer firm's facilities, which are more attractive for the customers and capture a greater market share. When speaking about the accuracy of the upper bound computed by the bi-objective estimating problem, it is insufficient to measure the quality of the solutions obtained for the instances considered. The reason is that the local search algorithm does not have enough time to gather enough information about the trip lengths, which ends up causing some facilities to be assumed to capture all or most of the customers optimistically. It prevents the upper bound for the objective function from being a non-trivial estimation.

Overall, the algorithm performs well on the instances considered, reliably and quickly producing solutions of significantly higher quality than the benchmark.

## 5 Conclusion and Future Work

In this paper, we considered the medianoid problem with multi-purpose shopping trips. It aims to maximize a market share of a new-comer firm opening its facilities in a competitive environment. The model takes into account the presence of facilities that do not compete with the firm but that are of interest for the customers. The customers are assumed to solve a generalized traveling salesman problem (GTSP) with the aim to minimize the length of their shopping tours visiting facilities of the types needed. Thus, the model generalizes the classic medianoid problem, where customers get service in the nearest facility.

To find a quality solution of the model, we developed a local search procedure storing estimations for lengths of the shortest customers' tours to avoid solving GTSPs explicitly. The gathered information about lengths of the tours is used to construct an estimating problem in a form of bi-objective MIP providing upper bound for the firm's market share.

Numerical experiments show that taking into account the information about facilities, which are of interest for the customers, may bring significant benefits for the entering firm. The necessity to solve customers' routing problems makes exploring the search space more difficult for metaheuristics due to costly procedure to estimate the objective function. At the same, the suggested technique to store the additional information about tours' lengths has demonstrated its efficiency in speeding-up the computations and increasing exploring capabilities of the method in a situation of time limitation.

Our future work is focused on improving the quality of tour lengths' estimations used by the method. Plenty of algorithmic approaches on the GTSP presented in the literature can be applied for these purposes. Efficient strategies
to balance between exploring the search space of the firm's location and collecting the information about optimal customers' routes are subject for future research as well. Finally, studying the model to find a Stackelberg equilibrium in a situation where the competitors make sequential decisions about location of their facilities is planned.
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#### Abstract

The paper is concerned with the two-machine flow shop, where each job needs storage space (a buffer requirement) during the entire time of its processing. The buffer requirement is determined by the duration of job's first operation. The goal is to minimise the time needed for the completion of all jobs. This scheduling problem is NP-hard in the strong sense even for very restricted cases such as the case with a given order of jobs processing on one of the machines. The paper contributes to the efforts of establishing the borderline between the NP-hard and polynomial-time solvable cases by proving that there exists a polynomial-time algorithm which constructs an optimal schedule if the duration of each operation does not exceed one-fifth of the buffer capacity. The presented polynomial-time algorithm is used as a basis for a heuristic for the general case. This heuristic is complemented by a Lagrangian relaxation based heuristic and a bin-packing based constructive heuristic. The heuristics are tested by computational experiments.
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## 1 Introduction

In this paper, we consider a two-machine flow shop problem with a limited buffer. Each job seizes the portion of the buffer from the start of its processing on the first-stage machine and releases this portion only after its completion on the second-stage machine. It is assumed that the buffer requirement of each job is equal to the job's processing time on the first stage of the flow shop. The capacity of the buffer cannot be exceeded at any time. The objective is to minimize the maximum completion time of all jobs.

[^21]The flow shop problem with a buffer has been extensively studied in the literature. Most of the papers, however, consider flow shops with an intermediate buffer between stages, where the buffer capacity is limited by a number of jobs $[1,2,4,17]$. The models with the buffer requirement, which varies from job to job, and the buffer is occupied by a job for its entire processing, has been studied only recently, though such models better reflect the real-world applications [20]. The scheduling problem, considered in this paper, arises in supply chains when the change of vehicles involves unloading and loading, using certain storage space [6]; in multimedia systems where files for presentations are downloaded from remote storage and stored in a limited memory [15, 16].

The considered scheduling problem is NP-hard in the strong sense [14]. The problem remains NP-hard in the strong sense even under the restriction that, on one of the machines, the jobs are to be processed in a given sequence [8]. Furthermore, as has been proven in [7], there are instances for which the set of all optimal schedules does not contain a permutation schedule, that is, a schedule in which both machines process the jobs in the same order. Even the decision problem, requiring an answer to the question of whether or not the given instance is one of the instances that do not have an optimal schedule that is a permutation one, is an NP-complete. This paper contributes to the efforts of establishing the borderline between the NP-hard and polynomial-time solvable cases by proving that there exists a polynomial-time algorithm which constructs an optimal schedule if the duration of each operation does not exceed one-fifth of the buffer capacity.

In what follows, the presented polynomial-time algorithm is also used as a basis for a heuristic for the general case. This heuristic is complemented by a Lagrangian relaxation based heuristic and a bin-packing based constructive heuristic. The heuristics are tested by computational experiments. These algorithms contribute to the existing publications aimed at the development of optimisation procedures for the general case $[12,13,15]$.

The paper is organised as follows. Section 2 provides the problem's description. Section 3 presents a polynomial-time algorithm and a proof that this algorithm constructs an optimal schedule. Section 4 describes three heuristics, a heuristic which is based on the polynomial-time algorithm in Sect. 3 (this heuristic will be referred to as barrier heuristic), a Lagrangian relaxation based heuristic, and a bin-packing based heuristic. A lower bound on the optimal value of makespan is introduced in Sect. 5. The results of computational experiments are provided in Sect. 6. Section 7 concludes the paper.

## 2 Description of the Problem

We are given a set of jobs $N=\{1, \ldots, n\}$ and two machines $M_{1}$ and $M_{2}$. Each job has two operations. The first operation of job $i$ must be processed on the machine $M_{1}$ for a given amount of time $a_{i}$ and the second operation of job $i$ must be processed on the machine $M_{2}$ for $b_{i}$ time units, the job's second operation can commence only after the first operation has been completed.

Once job processing has been started, it cannot be interrupted. Each machine can process at most one job at a time, and each job can be processed by at most one machine at a time; the processing of jobs commences at time $t=0$. Each job $i$ seizes $\omega(i)$ units of buffer space when its processing has started on the first machine; this portion of the buffer is released only when the job has been completed on the second machine. Similar to $[12,13,15,16]$ it is assumed that $\omega(i)=a_{i}$ for each job $i$. At any point in time $t$, the total buffer requirement of all jobs that started their processing before or at $t$ and have a completion time of their second operation greater than $t$ cannot exceed $\Omega$ - the buffer capacity. A schedule $\sigma$ specifies for each $j \in N$ the points in time $S_{j}^{1}(\sigma)$ and $S_{j}^{2}(\sigma)$, when job $j$ starts processing, and $C_{j}^{1}(\sigma)$ and $C_{j}^{2}(\sigma)$, when job $j$ completes processing on machine $M_{1}$ and $M_{2}$, correspondingly. Thus we have $S_{j}^{1}(\sigma)+a_{j}=C_{j}^{1}(\sigma)$ and $S_{j}^{2}(\sigma)+b_{j}=C_{j}^{2}(\sigma)$. The goal is to minimise maximum completion time $C_{\max }(\sigma)=\max _{j \in N} C_{j}^{2}(\sigma)$. Following [12] we call this problem the PP-problem.

## 3 Polynomial-Time Algorithm

The PP-problem is strongly NP-hard [16]. However, the problem is easily solvable if the buffer size is large enough, for example, when all jobs can be simultaneously placed in the buffer. In this case, the problem is equivalent to the two-machine flow shop problem, and it can be solved in $O(n \log n)$ time by Johnson's algorithm [11]. Thus, the computational complexity of the problem depends on the relationship between the size of jobs and the size of the buffer.

Let $I$ be an instance of the PP-problem such that

$$
\begin{equation*}
\max _{i \in N}\left\{a_{i}, b_{i}\right\} \leq \frac{\Omega}{5} \tag{1}
\end{equation*}
$$

Assume for a moment that there is no buffer restriction. Then a permutation schedule $\sigma^{J}$ constructed by Johnson's rule [11] is optimal. Johnson's rule can be formulated as follows:

- partition $N$ into two sets: $L_{1}=\left\{i \in N: a_{i}<b_{i}\right\}$ and $L_{2}=\left\{i \in N: a_{i} \geq b_{i}\right\}$;
- first schedule the jobs from $L_{1}$ in non-decreasing order of $a_{i}$, and then schedule the jobs from $L_{2}$ in non-increasing order of $b_{i}$.

Further assume that the jobs are numbered according to the sequence constructed by Johnson's rule, then $C_{\max }\left(\sigma^{J}\right)$ can be expressed as following:

$$
\begin{equation*}
C_{\max }\left(\sigma^{J}\right)=\max _{k}\left(\sum_{i=1}^{k} a_{i}+\sum_{i=k}^{n} b_{i}\right) . \tag{2}
\end{equation*}
$$

Let $k^{\prime}$ be the number at which the maximum is reached in (2). Denote by $I_{d l e}$ and $I d l e_{2}$ the total idle time in the interval $\left[0, C_{\max }\left(\sigma^{J}\right)\right]$ on machines $M_{1}$ and $M_{2}$, respectively. Then we have

$$
\begin{equation*}
I d l e_{1}=C_{\max }\left(\sigma^{J}\right)-\sum_{i=1}^{n} a_{i}=\sum_{i=k^{\prime}}^{n} b_{i}-\sum_{i=k^{\prime}+1}^{n} a_{i} \leq \sum_{i=k^{\prime}}^{n} b_{i} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
I d l e_{2}=C_{\max }\left(\sigma^{J}\right)-\sum_{i=1}^{n} b_{i}=\sum_{i=1}^{k^{\prime}} a_{i}-\sum_{i=1}^{k^{\prime}-1} b_{i} \leq \sum_{i=1}^{k^{\prime}} a_{i} \tag{4}
\end{equation*}
$$

Let $n_{A}=\left\lceil\frac{5 I d l e_{2}}{\Omega}\right\rceil$ and $n_{B}=\left\lceil\frac{5 I d l e_{1}}{\Omega}\right\rceil$. We introduce set $X$ of $n_{A}$ jobs with $a_{i}=0, b_{i}=\frac{I d l e_{2}}{n_{A}}$ for $i=1, \ldots n_{A}$ and set $Y$ of $n_{B}$ jobs with $a_{i}=\frac{I d l e_{1}}{n_{B}}, b_{i}=0$ for $i=1, \ldots n_{B}$. Observe that $a_{i} \leq \frac{\Omega}{5}$ for $i \in Y$ and $b_{i} \leq \frac{\Omega}{5}$ for $i \in X$. Moreover, (3) and (4) imply that $n_{A}+n_{B} \leq n+1$.

Consider the modified instance $I^{\prime}$ of the problem with the set of jobs $N^{\prime}=$ $N \cup X \cup Y$. We note that

$$
\begin{equation*}
\sum_{i \in N^{\prime}} a_{i}=\sum_{i \in N^{\prime}} b_{i} . \tag{5}
\end{equation*}
$$

If the buffer capacity is unlimited we will show that the optimal makespan $O P T\left(I^{\prime}\right)$ of $I^{\prime}$ is equal to $C_{\max }\left(\sigma^{J}\right)$. Since the schedule $\sigma^{J}$ is feasible, an operation of each job on $M_{1}$ precedes an operation of the same job on $M_{2}$. Keeping the order of operations, we shift all operations on $M_{1}$ to the left and all operations on $M_{2}$ to the right without changing the makespan. Thus, in the new schedule the machine $M_{1}$ is idle during the period of time from $C_{\max }\left(\sigma^{J}\right)-I d l e_{1}$ to $C_{\max }\left(\sigma^{J}\right)$ and the machine $M_{2}$ is idle during the time period from 0 to $I^{\prime} l_{2}$. We schedule first all jobs in $X$ in an arbitrary order, then all jobs in $N$ in the same order as in the schedule $\sigma^{J}$ and finally all jobs in $Y$ in an arbitrary order. In this case, the jobs of the set $X$ are completed at time 0 on $M_{1}$ and occupy the interval $\left[0\right.$, Idle $\left._{2}\right]$ on $M_{2}$ and the jobs of the set $Y$ are processed in the interval $\left[C_{\max }\left(\sigma^{J}\right)-\operatorname{Idle}_{1}, C_{\max }\left(\sigma^{J}\right)\right]$ on $M_{1}$ and after that are executed at time $C_{\max }\left(\sigma^{J}\right)$ on $M_{2}$. Denote the obtained schedule by $\sigma^{\prime}$. Then $C_{\max }\left(\sigma^{\prime}\right)=C_{\max }\left(\sigma^{J}\right)$ and both machines work without idle times in the interval $\left[0, C_{\max }\left(\sigma^{J}\right)\right]$. Moreover, the permutation of jobs, induced by $\sigma^{\prime}$, does not contradict Johnson's rule. Denote this permutation by $\pi^{J}$.

Now we consider the instance $I^{\prime}$ of the PP-problem with the set of jobs $N^{\prime}$ and the buffer with capacity $\Omega$. Let $L_{1}^{\prime}=X \cup L_{1}$ and $L_{2}^{\prime}=L_{2} \cup Y$ and set $H=\frac{2 \Omega}{5}$. Let $\pi_{1}$ be the permutation of jobs from $L_{1}^{\prime}$ in a non-decreasing order of $a_{i}$, and $\pi_{2}$ be the permutation of jobs from $L_{2}^{\prime}$ in a non-increasing order of $b_{i}$. Denote by $l_{k, i}(\pi)$ the total processing time of first $k$ jobs in a permutation $\pi$ on machine $M_{i}$, i.e. $l_{k, 1}(\pi)=\sum_{j=1}^{k} a_{\pi(j)}$ and $l_{k, 2}(\pi)=\sum_{j=1}^{k} b_{\pi(j)}$. Let $R_{k}(\pi)=l_{k, 2}(\pi)-l_{k, 1}(\pi)$ and $n^{\prime}=n+n_{A}+n_{B}$. In what follows, $\pi=\emptyset$ indicates that sequence $\pi$ is not specified. Starting with $\pi=\emptyset$, Algorithm 1 below constructs a schedule by sequentially determining the order in which the jobs are to be processed.

```
Algorithm 1.
    Set \(i=1, i_{1}=1, i_{2}=1, \pi=\emptyset, R_{0}(\emptyset)=0\).
    while \(i \leq n^{\prime}\) do
        if \(R_{i-1}(\pi)<H\) and \(i_{1} \leq\left|L_{1}^{\prime}\right|\) then
            set \(\pi(i)=\pi_{1}\left(i_{1}\right), i=i+1, i_{1}=i_{1}+1\);
        else
            set \(\pi(i)=\pi_{2}\left(i_{2}\right), i=i+1, i_{2}=i_{2}+1 ;\)
        end if
        set \(S_{\pi(i)}^{1}(\sigma)=l_{i-1,1}(\pi)\) and \(S_{\pi(i)}^{2}(\sigma)=l_{i-1,2}(\pi) ;\)
    end while
    return schedule \(\sigma\).
```

Lemma 1. Algorithm 1 finds an optimal schedule for instance $I^{\prime}$.
Proof. First we will show that Algorithm 1 works correctly and builds a feasible schedule. Observe that the following inequalities hold:

$$
\begin{align*}
& R_{i}(\pi)>0, \text { for } 1 \leq i \leq n^{\prime}-1  \tag{6}\\
& R_{i-1}(\pi)<R_{i}(\pi), \text { if } \pi(i) \text { is in } L_{1}^{\prime}  \tag{7}\\
& R_{i-1}(\pi) \geq R_{i}(\pi), \text { if } \pi(i) \text { is in } L_{2}^{\prime} \tag{8}
\end{align*}
$$

It is easy to check that the operator if works correctly. Indeed, if $R_{i-1}(\pi) \geq H$ or $i_{1}=\left|L_{1}^{\prime}\right|$, then (5) and (6) imply that there are still unassigned jobs in $L_{2}^{\prime}$ and $i_{2} \leq\left|L_{2}^{\prime}\right|$.

We will prove that the following conditions are satisfied:
(a) the schedule $\sigma$ has no overlapping jobs on the same machine;
(b) the schedule $\sigma$ has no overlapping operations of the same job;
(c) the schedule $\sigma$ does not violate the buffer constraint.
(a): Since $l_{0, i}(\pi)=0$ for $i=1,2$, the job $\pi(1)$ is $\pi_{1}(1)$ and it starts at time 0 on both machines. According to the step 8 of the algorithm, each next job $\pi(i)$ starts its operation on either stage at the time of completion of the previous job $\pi(i-1)$. Hence, the schedule $\sigma$ has no overlapping jobs on the same machine.
(b): We note that if $R_{i}(\pi)<H$ for all $i$, then the permutation $\pi$ is Johnson's permutation and the schedule $\sigma$ coincides with the schedule $\sigma^{\prime}$. The feasibility $\sigma^{\prime}$ implies that the schedule $\sigma$ has no overlapping operations of the same job.

Let $\pi(k)$ be the first job in $\pi$ such that $R_{k}(\pi) \geq H$. Let $\pi(h)$ be the last job from $L_{1}^{\prime}$ in the permutation $\pi$, i.e., $\pi(h)=\pi_{1}\left(\left|L_{1}^{\prime}\right|\right)$. Then $R_{j} \geq R_{j+1}$ for all $j \geq h$, and, hence, $k \leq h$. If $k=h$, then $\pi(1), \ldots, \pi(h) \in L_{1}^{\prime}$ and $\pi(h+1), \ldots, \pi\left(n^{\prime}\right) \in L_{2}^{\prime}$. So, the schedule $\sigma$ coincides with the schedule $\sigma^{\prime}$. If $k<h$ we partition the permutation $\pi$ into three subsequences: $(\pi(1), \ldots, \pi(k))$, $(\pi(k+1), \ldots, \pi(h))$, and $\left(\pi(h+1), \ldots, \pi\left(n^{\prime}\right)\right)$. By virtue of (7), the first $k$ jobs in the $\pi$ are from the set $L_{1}^{\prime}$. Hence, $\sigma$ and $\sigma^{\prime}$ are the same for the first $k$ jobs. Consequently, for $j=1, \ldots, k$, the operations of job $\pi(j)$ do not overlap.

Since $R_{k}(\pi) \geq H$ and $k<h$, for each $k+1 \leq j \leq h$, the algorithm assigns a job from $L_{2}^{\prime}$ when $R_{j-1}(\pi) \geq H$, and from $L_{1}^{\prime}$, otherwise. Since $H=2 \Omega / 5$ and the processing time of each operation does not exceed $\Omega / 5$, we have

$$
\begin{equation*}
\frac{\Omega}{5} \leq R_{j}(\pi) \leq \frac{3 \Omega}{5} \tag{9}
\end{equation*}
$$

for any $k \leq j \leq h$. Hence, for a job $j, k+1 \leq j \leq h$, we obtain

$$
\begin{aligned}
& C_{\pi(j)}^{1}(\sigma)=S_{\pi(j)}^{1}(\sigma)+a_{\pi(j)}=l_{j-1,1}(\pi)+a_{\pi(j)} \\
& \quad=l_{j-1,2}(\pi)+a_{\pi(j)}-R_{j-1}(\pi) \leq S_{\pi(j)}^{2}(\sigma)
\end{aligned}
$$

Thus, the operations of job $\pi(j)$ do not overlap for $j=k+1, \ldots, h$.
Finally, we observe, that set of $h$ first jobs are the same for $\pi$ and $\pi^{J}$. Moreover, the machines $M_{1}$ and $M_{2}$ work without idle time in both schedules $\sigma$ and $\sigma^{\prime}$. Thus, we have $C_{\pi(h)}^{1}(\sigma)=C_{\pi^{J}(h)}^{1}\left(\sigma^{\prime}\right)$ and $C_{\pi(h)}^{2}(\sigma)=C_{\pi^{J}(h)}^{2}\left(\sigma^{\prime}\right)$. Moreover, we have $\pi(j)=\pi^{J}(j)$ for all $j>h$. Hence, $\sigma$ and $\sigma^{\prime}$ are the same for the last $n^{\prime}-h$ jobs and feasibility of $\sigma^{\prime}$ implies that operations of job $\pi(j)$ do not overlap for $j=h+1, \ldots, n^{\prime}$.
(c): For any $j \in N^{\prime}$ consider the buffer consumption at its starting time $S_{j}^{1}$. Let $k(j)$ be the job with the smallest completion time such that $C_{k(j)}^{2} \geq S_{j}^{1}$. The buffer consumption at $S_{j}^{1}$ does not exceed the buffer requirements of job $k(j)$ and all jobs within interval $\left[C_{k(j)}^{1}, C_{k(j)}^{2}\right]$ and the job $j$. By virtue of (1) and (9) this buffer load does not exceed

$$
\frac{\Omega}{5}+R_{k(j)}(\pi)+\frac{\Omega}{5} \leq \frac{\Omega}{5}+\frac{3 \Omega}{5}+\frac{\Omega}{5}=\Omega
$$

hence the buffer capacity is observed every time a job starts its processing.
Since both machines proceed jobs without idle time, the makespan of $\sigma$ coincides with the load of the machine and $\sigma$ is an optimal schedule.

It remains to note that after removing all jobs from set $X \cup Y$ from schedule $\sigma$ we obtain a feasible schedule for the original instance $I$ of the problem. Thus, we get the following result.

Theorem 1. There exists an $O(n \log n)$ algorithm that constructs an optimal schedule for any instance of PP-problem which satisfies (1).

Observe, that the Theorem 1 shows that the condition (1) implies that

- The problem (under this condition) is polynomially solvable;
- The optimal makespan coincides with $L B^{J o h n s o n}$.


## 4 Heuristics

In this section we describe three different approaches to construct a schedule:

- barrier heuristic;
- Lagrangian relaxation decomposition based heuristic;
- bin-packing based heuristic.

In all three heuristics we will use the "Wait" Algorithm which is described in [8] and can be summarised as follows:

- the "Wait" Algorithm follows the given permutation on each stage by placing jobs one by one, assigning a current job for each stage first, before proceeding to the next job; the second operation of a job is placed only after the first operation has completed;
- if there is no sufficient space in the buffer for the current job, the "Wait" Algorithm waits till one or more jobs have completed on the second stage to allow space for the current job.


### 4.1 Barrier Heuristic

The polynomial-time algorithm described in Sect. 3 constructs an optimal schedule for a particular case of the considered scheduling problem. Hence there is a reasonable expectation that the permutation obtained with the help of this algorithm would allow to construct good quality schedules for arbitrary instances of the problem. The barrier heuristic can be summarised as follows:

```
Algorithm 2. Barrier heuristic
    Ignoring the buffer constraint and applying Johnson's rule construct a permutation
    schedule \(\sigma^{J}\);
2: Set \(a_{\text {max }}=\max _{i \in N} a_{i}\);
3: Set Idle \(_{1}=C_{\max }\left(\sigma^{J}\right)-\Sigma_{i \in N} a_{i}\), and Idle \(e_{2}=C_{\max }\left(\sigma^{J}\right)-\Sigma_{i \in N} b_{i}\);
4: Set \(n_{x}=\left\lceil\frac{I d e_{2}}{a_{\max }}\right\rceil, x=\frac{I d l e_{2}}{n_{x}}, n_{y}=\left\lceil\frac{I d e_{1}}{a_{\max }}\right\rceil\), and \(y=\frac{I d l e_{1}}{n_{y}}\);
5: Create a new instance \(I^{\prime}\) adding to the set \(N n_{x}\) "dummy" jobs \(i\) with \(a_{i}=0\),
    \(b_{i}=x\) and \(n_{y}\) "dummy" jobs \(j\) with \(a_{j}=y, b_{j}=0\);
6: Set a value for the barrier \(H\) and construct a schedule for the instance \(I^{\prime}\) by
    Algorithm 1 for this value of \(H\);
7: Let \(\pi\) be a permutation of jobs obtained by Algorithm 1, apply the "Wait" Algo-
    rithm for the instance \(I^{\prime}\) and the permutation \(\pi\) ignoring the "dummy" jobs.
```


### 4.2 Lagrangian Relaxation Based Heuristic

Lagrangian relaxation is an efficient method for solving problems of combinatorial optimization [5, 8-10, 18]. Lagrangian relaxation is obtained by relaxing some of the constraints of the integer formulation of the problem. This relaxation allows to decompose the dual problem into subproblems. The Lagrangian
heuristic is an iterative procedure, which at each iteration solves the subproblems by a recursive algorithm for the current set of Lagrangian multipliers. At each iteration of the Lagrangian heuristic, job's starting times, obtained during the decomposition stage, provide the order of jobs on $M_{1}$ and $M_{2}$. To construct a feasible schedule and update the best upper bound we will be using the permutation formed by the starting times on $M_{1}$ and the "Wait" Algorithm. The Lagrangian multipliers are updated with standard gradient method [5]. After all iterations, the schedule with the smallest value of the objective function is chosen as the result of the Lagrangian heuristic. The integer formulation, Lagrangian relaxation and decomposition, and the recursive procedure below is the adaptation of the model, discussed in [8], for the objective function of the maximum completion time.

## Integer Formulation

It is easy to see that for any $i \in N$ its completion time $C_{i} \leq \sum_{i \in N}\left(a_{i}+b_{i}\right)$. However, smaller planning horizon $T$ improves convergence of an algorithm. To obtain the tighter $T$, we run "Wait" Algorithm with the permutation defined by non-increasing order of $a_{i}+b_{i}$, and set $T$ to the resulting value of the makespan. Define $x_{i t}^{m}, i \in N, 0 \leq t<T, m \in\{1,2\}$, as

$$
x_{i t}^{m}=\left\{\begin{array}{l}
1, \text { if } S_{i}^{m}=t  \tag{10}\\
0, \text { otherwise }
\end{array}\right.
$$

Denote by $C_{m a x}=\max _{i \in N} \sum_{t=1}^{T-1} t x_{i t}^{2}+b_{i}$. The considered scheduling problem can be formulated as:

$$
\begin{equation*}
\min C_{\max } \tag{11}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \sum_{t=0}^{T-1} x_{i t}^{m}=1, \quad \text { for } 1 \leq i \leq n \text { and } m \in\{1,2\}  \tag{12}\\
& \sum_{i=1}^{n} \sum_{\tau=\max \left\{0, t-p_{i}^{m}+1\right\}}^{t} x_{i \tau}^{m} \leq 1, \quad \text { for } 0 \leq t<T \text { and } m \in\{1,2\}  \tag{13}\\
& \sum_{t=1}^{T-1} t x_{i t}^{2}-\sum_{t=1}^{T-1} t x_{i t}^{1} \geq a_{i}, \quad \text { for } 1 \leq i \leq n  \tag{14}\\
& \sum_{i=1}^{n} \omega(i)\left(\sum_{\tau=0}^{t} x_{i \tau}^{1}-\sum_{\tau=0}^{t-b_{i}} x_{i \tau}^{2}\right) \leq \Omega, \quad \text { for } 0 \leq t<T  \tag{15}\\
& \sum_{t=1}^{T-1} t x_{i t}^{2}+b_{i} \leq C_{m a x}, \quad \text { for } 1 \leq i \leq n  \tag{16}\\
& x_{i t}^{m} \in\{0,1\}, \quad \text { for } 1 \leq i \leq n, 0 \leq t<T, \text { and } m \in\{1,2\} ; \quad C_{\max } \geq 0 \tag{17}
\end{align*}
$$

## Lagrangian Relaxation and Decomposition

To obtain Lagrangian relaxation, for Lagrangian multipliers $v_{t m} \geq 0$ and $u_{t} \geq 0$ we dualize the constraints (13), (15). To dualize (16) we use technique described in [19]. For multipliers $\lambda_{i} \geq 0$ with at least one $\lambda_{j}>0$ we aggregate (16):

$$
\begin{align*}
& \sum_{i=1}^{n} \lambda_{i}\left(\sum_{t=1}^{T-1} t x_{i t}^{2}+b_{i}\right) \leq \sum_{i=1}^{n} \lambda_{i} C_{\max } \\
& \text { or } \\
& \sum_{i=1}^{n} \frac{\lambda_{i}}{\sum_{j=1}^{n} \lambda_{j}}\left(\sum_{t=1}^{T-1} t x_{i t}^{2}+b_{i}\right) \leq C_{\max } . \tag{18}
\end{align*}
$$

Denote by $q_{i}=\frac{\lambda_{i}}{\sum_{j=1}^{n} \lambda_{j}}, i \in N$; hence we obtain the Lagrangian relaxation:

$$
\begin{aligned}
& \min C_{\max }+\sum_{i=1}^{n} q_{i}\left(\sum_{t=1}^{T-1} t x_{i t}^{2}+b_{i}\right)-C_{\max }+\sum_{t=0}^{T-1} \sum_{m=1}^{2} v_{t m}\left(\sum_{i=1}^{n} \sum_{\tau=\max \left\{0, t-p_{i}^{m}+1\right\}}^{t} x_{i \tau}^{m}-1\right) \\
& +\sum_{t=0}^{T-1} u_{t}\left[\sum_{i=1}^{n} \omega(i)\left(\sum_{\tau=0}^{t} x_{i \tau}^{1}-\sum_{\tau=0}^{t-b_{i}} x_{i \tau}^{2}\right)-\Omega\right]
\end{aligned}
$$

subject to (12), (14) and (17).
Let $(v, u, q)$ be the sets of the all Lagrangian multipliers, and $L(v, u, q)$ be the optimal value of the Lagrangian relaxation above. For each $i \in N$ denote by $L_{i}(v, u, q)$ the optimal value of the following integer linear program:

$$
\begin{equation*}
\min q_{i} \sum_{t=1}^{T-1} t x_{i t}^{2}+\sum_{t=0}^{T-1} \sum_{m=1}^{2} v_{t m} \sum_{\tau=\max \left\{0, t-p_{i}^{m}+1\right\}}^{t} x_{i \tau}^{m}+\omega(i) \sum_{t=0}^{T-1} u_{t}\left(\sum_{\tau=0}^{t} x_{i \tau}^{1}-\sum_{\tau=0}^{t-b_{i}} x_{i \tau}^{2}\right) \tag{19}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \sum_{t=0}^{T-1} x_{i t}^{m}=1, \quad \text { for } m \in\{1,2\}  \tag{20}\\
& \sum_{t=1}^{T-1} t x_{i t}^{2}-\sum_{t=1}^{T-1} t x_{i t}^{1} \geq a_{i}  \tag{21}\\
& x_{i t}^{m} \in\{0,1\}, \text { for } 0 \leq t<T, \text { and } m \in\{1,2\} \tag{22}
\end{align*}
$$

Therefore, for the chosen set of Lagrangian multipliers $(v, u, q), L(v, u, q)$ could be computed as the sum of all $L_{i}(v, u, q)$ and a linear combination of parameters:

$$
\begin{equation*}
L(v, u, q)=\sum_{i=1}^{n} L_{i}(v, u, q)+\sum_{i=1}^{n} q_{i} b_{i}-\sum_{t=0}^{T-1} \sum_{m=1}^{2} v_{t m}-\Omega \sum_{t=0}^{T-1} u_{t} \tag{23}
\end{equation*}
$$

Consequently, for the given set $(v, u, q)$, the $L(v, u, q)$ can be found by solving $n$ separate integer problems (19)-(22). For each problem we will use the reclusive
procedure described in [8], with some minor current changes. For convenience of the reader we summarise the procedure below.

## Recursive Procedure

If job $i$ starts at time $s$ on $M_{1}$ and at time $r$ on $M_{2}$, then by virtue of (20), only $x_{i s}^{1}=1$ and $x_{i r}^{2}=1$, and the value of objective function (19) is

$$
q_{i} r+\sum_{t=s}^{s+a_{i}-1} v_{t 1}+\sum_{t=r}^{r+b_{i}-1} v_{t 2}+\omega(i) \sum_{t=s}^{r+b_{i}-1} u_{t} .
$$

Define the function $f(r)$ for $a_{i} \leq r \leq T-b_{i}$ as

$$
\begin{equation*}
f(r)=\min _{0 \leq s \leq r-a_{i}}\left(\sum_{t=s}^{s+a_{i}-1} v_{t 1}+\omega(i) \sum_{t=s}^{r+b_{i}-1} u_{t}\right) . \tag{24}
\end{equation*}
$$

Observe that the initial value of $f(r)=f\left(a_{i}\right)=\sum_{t=0}^{a_{i}-1} v_{t 1}+\omega(i) \sum_{t=0}^{b_{i}-1} u_{t}$, and hence for $r>a_{i}$ the following recursive relation holds:

$$
\begin{equation*}
f(r)=\min \left[f(r-1)+\omega(i) u_{r+b_{i}-1}, \sum_{t=r-a_{i}}^{r-1} v_{t 1}+\omega(i) \sum_{t=r-a_{i}}^{r+b_{i}-1} u_{t}\right] \tag{25}
\end{equation*}
$$

Hence the value of $L_{i}(v, u, q)$ can be found as

$$
L_{i}(v, u, q)=\min _{a_{i} \leq r \leq T-b_{i}}\left(f(r)+q_{i} r+\sum_{t=r}^{r+b_{i}-1} v_{t 2}\right)
$$

### 4.3 Bin-Packing Heuristic

As the name suggests, the bin-packing heuristic utilises the idea of bin-packing [3], and the heuristic can be summarised as follows:

```
Algorithm 3. Bin-packing heuristic
    Sort jobs from \(N\) in non-increasing order of \(\omega(i)\);
    2: Partition all jobs into "bins" of size \(\Omega\) by going through the list of jobs, and
    assigning the current job on the list to the first bin the job "fits in": that is if the
    total first operation requirement of all jobs in the bin does not exceed \(\Omega\) as well as
    the total second operation requirement of all jobs in the bin does not exceed \(\Omega\). If
    the job does not fit to any of the existing bins, create a new bin;
3: Create a permutation of jobs by sorting the bins in non-decreasing order of total buffer requirement of jobs in a bin and sorting the jobs in each bin according to Johnson's rule;
4: Use the permutation and "Wait" Algorithm to construct a schedule.
```


## 5 Lower Bound

The proposed lower bound method is taking into account the buffer capacity $\Omega$ and can be computed as follows. Assume that all jobs $i \in N$ are numbered in the non-increasing order of $a_{i}$. Let LargeJobs $=\{1,2, \ldots, k\}$ be the set of the jobs $i$ with buffer requirement $a_{i}>\frac{\Omega}{2}$. Obviously, that no two jobs from this set can be in the buffer together. Hence in any schedule the time, required to process a subset $B_{l}=\{1,2, \ldots, l\} \subseteq$ LargeJobs, $1 \leq l \leq k$, is at least $\sum_{i=1}^{l}\left(a_{i}+b_{i}\right)$. In addition, for the subset $B_{l}$ there might be a subset of smaller jobs $S_{l}=\{i>l$ : $\left.a_{i}+a_{l}>\Omega\right\}$ such that none of the smaller jobs from $S_{l}$ can occupy the buffer together with any job from $B_{l}$. Note that $N=S_{0}$ when LargeJobs $=\emptyset$. Let $C\left(S_{l}\right)^{J}$ be the maximum completion time in a permutation schedule where the jobs from $S_{l}$ are scheduled according to Johnson's rule and there is no buffer restriction. The minimum time required to process sets $B_{l}$ and $S_{l}$ is at least $\Sigma_{i=1}^{l}\left(a_{i}+b_{i}\right)+C\left(S_{l}\right)^{J}$. Hence the following lower bound denoted as LB $B^{b u f f e r}$ :

$$
\begin{equation*}
L B^{b u f f e r}=\max _{1 \leq l \leq k}\left\{\Sigma_{i=1}^{l}\left(a_{i}+b_{i}\right)+C\left(S_{l}\right)^{J}\right\} \tag{26}
\end{equation*}
$$

Denote by $L B^{J o h n s o n}=C(N)^{J}$. Hence the lower bound $L B$ can be found as

$$
\begin{equation*}
\max \left\{L B^{\text {buffer }}, L B^{\text {Johnson }}\right\} \tag{27}
\end{equation*}
$$

It is easy to see, that if there are no large jobs, then $L B^{\text {buffer }}=L B^{\text {Johnson }}$.

## 6 Computational Experiments

The computational experiments were run for the barrier, Lagrangian and binpacking heuristics and aimed to compare their performance against the lower bound (27). The computational experiments were conducted by the second author on a personal computer with Intel Core $i 5$ processor CPU@1.70 Ghz, with Ubuntu 14.04 LTS, and base memory 4096 MB . The algorithms were implemented in the C programming language.

The test instances were generated randomly with $a_{i}$ for a job $i$ chosen from the interval $[1,20]$, and $b_{i}$ chosen from the interval [ 1,50 ]. There were 50 instances in each tested set. In what follows, we will describe an instance as $n-\Omega k$, where $n$ is the number of jobs, and $\Omega k$ is the size of the buffer. The experiments were run for sets of instances with 25,50 and 100 jobs and for buffer sizes $\Omega 1=a_{\max }$, $\Omega 3=3 a_{\max }$ and $\Omega 5=5 a_{\max }$, where $a_{\max }$ is the maximum buffer requirement among all jobs of an instance. Subgradient algorithm in the Lagrangian heuristic was run for 300 iterations; the value of the barrier in the barrier heuristic was set to $H=2 a_{\max }$; there was a 30 min time limit per instance for all heuristics.

The results of the computational experiments are represented by the box-plot charts on Figs. 1, 2, 3, which were obtained as follows. For each instance, the duality gap $D G$ was calculated as $D G=\frac{U B-L B}{L B}$, where $U B$ is the makespan value provided by either barrier, Lagrangian or bin-packing heuristic, and $L B$
is calculated according to (27). For the instances with the small buffer $\Omega 1$ the Lagrangian heuristic provided solutions with smaller duality gap than both the barrier and bin-packing heuristic did. Remarkably, once the buffer size is larger (sizes $\Omega 3$ and $\Omega 5$ ), all three heuristics provide solutions with the duality gap within $0 \%-3 \%$ for the absolute majority of the instances. Moreover, the barrier heuristic solved to optimality all instances with the buffer $\Omega 5$ as it provided the same value of the objective function as the corresponding value of the lower bound. Here we note that the condition (1) does not hold for the $\Omega 5$ instances, as for all tested instances $a_{\max }<b_{\max }$, where $a_{\max }$ and $b_{\max }$ are the maximum processing time on the first and second stage, correspondingly, among all jobs of an instance.

Both barrier and bin-packing heuristics have spent within $0.00004-0.0008 \mathrm{~s}$ per 25-100 jobs instances, while the Lagrangian heuristic's CPU time per instance varied between $6-28$ s per 25 jobs instance, between $1-3.5$ min per 50 jobs instance and between $6-20$ min per 100 jobs instance. In comparison, when fifteen $25-\Omega 5$ instances were tested by running a straightforward integer program (CPLEX), it took 30 min per instance for to deliver optimal solutions for only a third of the instances, however CPLEX determined that the provided solution is optimal for less than a half of these instances. For another fifteen $25-\Omega 3$ instances, CPLEX found an optimal solution for only $20 \%$ of instances, however it did not recognised any of these values as optimal within the given time.


Fig. 1. Duality gap: buffer size $\Omega 1$


Fig. 2. Duality gap: buffer size $\Omega 3$


Fig. 3. Duality gap: buffer size $\Omega 5$

The box-plot chart on Fig. 4 compares the values of $L B^{\text {buffer }}$ and $L B^{\text {Johnson }}$ for instances with the smaller buffer $\Omega 1$ and for each instance shows by how much, in $\%, L B^{b u f f e r}$ is tighter (has larger value) than $L B^{J o h n s o n}$; for each


Fig. 4. Lower bound improvement, in \%
instance the improvement is calculated as $\frac{L B^{\text {buffer }}-L B^{\text {Johnson }}}{L B^{\text {Johnson }}}$. The $L B^{\text {buffer }}$ improves the lower bound by $1 \%-24 \%$ across all instances.

In summary, the computational experiments demonstrated that the barrier and bin-packing heuristics are fast algorithms which generate near opti$\mathrm{mal} /$ optimal schedules for the instances with larger buffer size. The Lagrangian heuristics provide tighter results for the instances with smaller buffer. The proposed method to calculate lower bound considerably tightens the duality gap for instances with smaller buffer.

## 7 Conclusion

In this paper we discussed the two-machine flow shop with a limited buffer and the objective function of the maximum completion time. The buffer requirement equals to the processing time of a job on the first stage and it varies from job to job; the job occupies the buffer for its entire processing, and the buffer capacity cannot be violated at any point of time. We established the borderline between the NP-hard and polynomial-time solvable cases of the considered problem by proving that there exists a polynomial-time algorithm which constructs an optimal schedule if the duration of each operation does not exceed one-fifth of the buffer capacity. We also introduced three heuristics: barrier, Lagrangian and bin-packing heuristics and an efficient method to calculate lower bound. The computational experiments demonstrated, that the barrier and bin-packing heuristics construct nearly optimal/optimal schedules for the instances with larger buffer capacity, and the Lagrangian heuristic produced tighter solutions for the instances with smaller buffer capacity. The proposed lower bound allowed
to tighten duality gap for instances with smaller buffer capacity. Further research will look into the heuristics' performance for the instances with more jobs and various combinations of processing times and buffer capacities, and seek answers to the open questions:

- What is the minimum value of $\alpha$ such that the class of instances with $\Omega \geq$ $\alpha \times \max _{i \in N}\left\{a_{i}, b_{i}\right\}$ is polynomially solvable?
- What is the minimum value of $\beta$ such that the optimal makespan of any instance with $\Omega \geq \beta \times \max _{i \in N}\left\{a_{i}, b_{i}\right\}$ coincides with $L B^{\text {Johnson? }}$ ?

The authors are grateful to the anonymous referees for the recommendations, which allowed to improve the paper, and the suggestions for the further research.
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#### Abstract

We consider the bicriteria asymmetric travelling salesman problem (bi-ATSP): Given a complete directed graph where each arc is associated to a couple of positive weights, the aim is to find the Pareto set, consisting of all non-dominated Hamiltonian circuits. We propose new hybrid algorithms for the bi-ATSP using the adjacency-based representation of solutions and the operators that use the Pareto relation. Our algorithms are based on local search and evolutionary methods. The local search combines principles of the well-known Pareto Local Search procedures and Variable Neighborhood Search approach, realizing the search in width and depth. A genetic algorithm with NSGA-II scheme is applied to improve and extend a set of Pareto local optima by means of evolutionary processes. The experimental evaluation shows applicability of the algorithms to various structures of the bi-ATSP instances generated randomly and constructed from benchmark asymmetric instances with single objective.
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## 1 Introduction

The travelling salesman problem (TSP) is one of the most popular problems in combinatorial optimization [3]. Given a complete graph where each arc (or edge) is associated with a positive weight, we search for a circuit (or cycle) visiting every vertex of the graph exactly once and minimizing the total weight. In this paper, we consider the bicriteria asymmetric TSP (bi-ATSP) which is a special case of the multicriteria asymmetric TSP [8], where an arc is associated to a couple of weights. Note that in the asymmetric problem (ATSP) weights of an arc depend on direction in contrast to the symmetric case (STSP), and we need to consider this feature when algorithms are developed.

Optimal solution to a multicriteria optimization problem (MOP) is usually supposed to be the Pareto set $[8,22]$. The bi-ATSP is NP-hard and intractable

[^22](see, e.g. [4]). Moreover, in [2], the non-approximability bounds were obtained for the multicriteria ATSP with weights 1 and 2. The results are based on the non-existence of a small size approximating set. Therefore, metaheuristics, in particular local search heuristics (LSs) and hybrid methods, are appropriate to approximate the Pareto set of the bi-ATSP.

Local search methods are successfully applied for solving a wide variety of NP-hard single-objective and multi-objective combinatorial optimization problems. There are two main approaches to construct a LS for multi-objective instances. The first one explores different aggregations of the objective functions, and uses a good local search algorithm to find a local optimum for singleobjective version of the problem [20]. The second approach is the Pareto local search (PLS), which explores neighborhoods of a set of non-dominated solutions and determines acceptance criterion for new solutions based on the Pareto relation [19]. Hybrid algorithms have been also developed (see e.g. [16]). For example, non-dominated solutions are generated by solving a number of aggregated subproblems in the first phase and PLS is then adopted for obtaining better approximation in the second phase. A variant of LS heuristics is Variable Neighborhood Search (VNS) [11], which systematically changes the neighborhood within a randomized local search algorithm. VNS demonstrated competitive results on a wide variety of intractable problems [11].

Moreover, LSs are often used as subroutines in metaheuristics (evolutionary algorithms, ant and bee colony optimization methods and others) in order to improve solutions obtained in searching operators. One of the effective algorithms of this class is Genetic Local Search (GLS) (see, e.g., [12,15,23]).

NSGA [28] is a generational multi-objective evolutionary algorithm (MOEA) based on Pareto-dominance. It sorts a population into different non-domination levels and uses the well-known sharing function approach, which has been found to maintain sustainable diversity in a population with appropriate setting of its associated parameters. In NSGA-II [7], the sharing function approach is replaced with a crowded-comparison approach, which does not require any user-defined parameter for maintaining diversity among population members. NSGA-II has one of the best results in the literature on MOEAs for the MOPs with two or three objectives. In [6], a fast implementation of a steady-state version of the NSGA-II is proposed for two dimensions.

Various meta-heuristics and heuristics have been developed for the multicriteria STSP, such as LSs, MOEAs, multi-objective ant colony optimization methods, memetic algorithms and others (see, e.g., $[1,10,13,15-17,19,20,23]$ ). Symmetry of weights plays an important role in the operators and processes of the abovementioned algorithms. At the same time, we have not found in the literature any multi-objective metaheuristic proposed specifically to the multicriteria ATSP and experimentally tested on instances with non-symmetric weights of arcs. So, in this paper we propose new VNS with PLS scheme and GLS with NSGA-II scheme for the bi-ATSP using adjacency-based representation of solutions. Computational experiment is carried out on instances, generated randomly or constructed from the well-known benchmark ATSP instances with
single objective. The results of the experiment indicate the viability and effectiveness of our algorithms. Performance of the algorithms is estimated by hypervolume, two set coverage metric, spread measure, and $\varepsilon$-indicator $[26,32]$.

In $[10,23]$, NSGA-II was adopted to the multicriteria symmetric travelling salesman problem, and the experimental evaluation was performed on symmetric instances from TSPLIB library [25]. Psychas et al. [23] developed and experimentally studied NSGA-II on the multicriteria symmetric travelling salesman problem, in which a solution is encoded as a floating point in interval $(0,1]$. In [17], NSGA-II was successfully integrated with SPEA2, MOEA/D and 2-opt improving for symmetric bi-objective TSP. Various LSs were proposed and demonstrated competitive results on bi-STSP instances (see, e.g., [16, 19, 20]).

Previously, in [30,31], we proposed the MOEA based on NSGA-II scheme, which applies a problem-specific heuristic to generate the initial population and uses reproduction operators based on the preservation of the adjacencies found in the parents taking into account the Pareto-dominance. In comparison to the MOEA from [30] the current GLS applies new local search heuristics to generate the initial population and improve offspring after crossover operations. In addition, the GLS realizes a more effective non-dominated sorting [14] and a new rule for adaptation of reproduction operators. Here, more careful experimental analysis and evaluation of our GLS are carried out.

## 2 Problem Statement

An instance of the bicriteria asymmetric travelling salesman problem [3] (biATSP) is given by a complete graph $G=(V, E)$, where $V=\left\{v_{1}, \ldots, v_{n}\right\}$ is the set of vertices and $E$ is the set of arcs. Each arc $e \in E$ is characterized by couple of weights $w(e)=\left(w_{1}(e), w_{2}(e)\right)$, which can represent travel distance, travel time, expenses, number of flight changes, etc. A feasible solution to an instance of the bi-ATSP is a Hamiltonian circuit (tour), i.e., a circuit through the entire set of vertices. We denote by $\mathcal{C}$ all possible $(n-1)$ ! tours of graph $G$. The weight of a tour $C$ is a two-dimensional vector $W(C)=\left(W_{1}(C), W_{2}(C)\right)$, where $W_{j}(C)=\sum_{e \in C} w_{j}(e)$ is the sum of arc weights in the tour, $j=1,2$.

We say that one solution (tour) $C^{*}$ dominates another solution $C$ if the inequality $W\left(C^{*}\right) \leq W(C)$ holds. The relation $W\left(C^{*}\right) \leq W(C)$ means that $W\left(C^{*}\right) \neq W(C)$ and $W_{i}\left(C^{*}\right) \leqslant W_{i}(C)$ for $i=1,2$. This relation $\leq$ is also called Pareto relation. A set of all non-dominated solutions is called the set of Pareto-optimal solutions $[8,22] P_{W}(\mathcal{C})=\left\{C \in \mathcal{C} \mid \nexists C^{*} \in \mathcal{C}: W\left(C^{*}\right) \leq W(C)\right\}$. If we denote $\mathcal{W}=W(\mathcal{C})$, then the Pareto set is defined as $P(\mathcal{W})=\{y \in \mathcal{W} \mid$ $\left.\nexists y^{*} \in \mathcal{W}: y^{*} \leq y\right\}$. We assume that the Pareto set is specified except for a collection of equivalence classes, generated by equivalence relation $C^{\prime} \sim C^{\prime \prime}$ iff $W\left(C^{\prime}\right)=W\left(C^{\prime \prime}\right)$.

The aim of solving the bi-ATSP is to find the set of Pareto-optimal tours, which gives the Pareto set.

## 3 Local Search Procedures

In the single objective case, a local search algorithm starts from an initial feasible solution. It moves iteratively from one solution to a better neighboring solution and terminates at a local optimum. In the multiobjective case, another approach is usually used. The non-dominated solutions that were previously produced are compared to a solution from the neighborhood during the local search. The number of steps of the algorithm and the time complexity of one step depend essentially on the neighborhood.

In general, $k$-opt neighborhood for the bi-ATSP is defined as the set of tours that can be obtained from a given tour by replacing $k$ arcs, where $k$ is not less than 3 and odd for the asymmetric setting. As shown previously, such neighborhood structure is more appropriate for TSP instances (see, e.g., $[11,16,19,20]$ ).

Let $C$ be a tour, $\mathcal{N}$ be a neighborhood structure, and $\mathcal{N}(C)$ denote the set of solutions in the neighborhood of $C$. We say that solution $C$ is a Pareto local optimum with respect to $\mathcal{N}$ if and only if there is no $C^{\prime}$ in $\mathcal{N}(C)$ such that $W\left(C^{\prime}\right) \leq W(C)$.

### 3.1 Improving One Solution

Here we propose an algorithm that allows to locally improve an arbitrary feasible tour. Our Local Search Heuristic named $L S_{o n e}$ is a typical local search heuristic that explores a subset of 3-opt neighborhood, and uses the well-known "first improving move" strategy.

We try to improve the current tour by changing three of its arcs (see Fig. 1). To this end, we consider arcs of the current tour as candidates for $\operatorname{arc}\left(v_{i_{1}}, v_{i_{2}}\right)$ to be deleted in the order defined by the Pareto relation. The last level consists of all non-dominated arcs. Arcs of the previous level are the non-dominated arcs, when arcs of the last level are discounted, and so on. Arcs of the same level are ordered at random. In addition, we test only the $\alpha \%$ first arcs as candidates for $\left(v_{i_{1}}, v_{i_{2}}\right)$.

Later, in our search, the possibilities of choosing $v_{i_{3}}$


Fig. 1. 3-change. (arc $\left(v_{i_{1}}, v_{i_{3}}\right)$ is added) is considered in the following sequence. For each vertex $v$ we store a list of the remaining vertices in the sequence defined by the Pareto relation such that the non-dominated arcs have the highest priority. Considering candidates for $v_{i_{3}}$, we start at the beginning of $v_{i_{1}}$ 's list and proceed down the list during the search. Moreover, only the $\beta \%$ first vertices are stored in the sorted list assigned to each vertex, this allows to reduce the running time and memory usage.

Finally, among all vertices belonging to the closed circuit $C$ created by $\left(v_{i_{1}}, v_{i_{3}}\right)$, we choose a vertex $v_{i_{5}}$ that would produce a favorable 3-change in terms of the Pareto dominance. Local Search Heuristic stops if no favorable

3-change is possible, otherwise it proceeds to the next step with a new tour obtained.

The presented algorithm attempts to greedy improve the given solution returning only one tour and can be considered as a search in depth.

### 3.2 Variable Neighborhood Search

One of the well-known approaches to solve different optimization problems is Variable Neighborhood Search (VNS) [11]. VNS is a metaheuristic, which systematically changes the neighborhood within a randomized local search algorithm.

Initially, VNS was proposed for single-objective optimization problems. To the best of our knowledge, there are two versions of VNS for single objective ATSP. In the first VNS the well-known HyperOpt (the problem is splitted into small subproblems, which are solved by an exact algorithm) and $k$-opt local search approaches are combined [5]. The second one uses insertion and swap neighborhood structures [21]. We extend the single-objective VNS to the multiobjective one for the considered problem.

We realize the following two schemes of VNS attempting to find a Pareto local optimum set for the bi-ATSP (the Pareto local optimum solutions) with respect to 3 -opt neighborhood structure, searching in width.

The first VNS algorithm called $V N S 1$ works such that only one solution is constructed at each iteration (see Algorithm 1).

Preliminary computational experiment showed that one run of VNS1 generates a Pareto set approximation of small size. Note that this property is natural for local search methods, where each time only one solution is selected from a neighborhood (see, e.g., [20]). So, we propose the following restarting rule. Algorithm $V N S 1$ is restarted every time as soon as during the given number $N_{r s t}$ of iterations the archive is not updated. In addition, an external elite archive is supported. This archive stores non-dominated solutions over all restarts.

```
Algorithm 1. Algorithm VNS1
    select the set of \(k\)-opt neighborhood structures \(\mathcal{N}_{k}, k=3,5, \ldots, \gamma \leq n\)
    generate an initial set of non-dominated tours named as archive (randomly con-
    struct \(N_{V N S}\) number of tours, apply local optimization by \(L S_{o n e}\) to each of them
    and choose the non-dominated ones)
    3: pick a random non-visited tour \(C\) from the archive and set \(k:=3\); if such solution
    does not exist then terminate
    Shaking: generate a tour \(C^{\prime}\) at random from \(\mathcal{N}_{k}(C)\)
    5: Local improving: apply local search procedure \(L S_{o n e}\) to \(C^{\prime}\) as initial solution; let
    \(C^{\prime \prime}\) be the obtained tour
    6: Moving: if \(C^{\prime \prime}\) is not dominated by any solution from the archive, then we add it
    to the archive, remove from the archive all solutions that are dominated by \(C^{\prime \prime}\),
    mark \(C\) as visited tour and go to step 3 ; otherwise set \(k:=k+2\) and go to step 4
    (if \(k>\gamma\), then mark \(C\) as visited tour and go to step 3)
```

The second VNS algorithm called $V N S 2$ is PLS with changes of the neighborhood. In PLS, a list of potentially efficient solutions is updated. A neighborhood of the chosen solution is explored, and if the neighbor is not dominated by a solution of the list, the neighbor is added to this list. The algorithm stops when there is no more possibility to find new non-dominated neighbors. In addition, our algorithm VNS2 changes the neighborhood during the search process and works in accordance with Algorithm 2.

```
Algorithm 2. Algorithm VNS2
    select the set of \(k\)-opt neighborhood structures \(\mathcal{N}_{k}, k=3,5, \ldots, \gamma \leq n\)
    2: generate an initial set of non-dominated tours named as archive (randomly con-
    struct \(N_{V N S}\) number of tours, apply local optimization by \(L S_{o n e}\) to each of them
    and choose the non-dominated ones)
3: pick a random non-visited tour \(C\) from the archive and set \(k:=3\); if all solutions
    in the archive are visited then terminate
    4: Shaking: generate a tour \(C^{\prime}\) at random from \(\mathcal{N}_{k}(C)\)
    5: Local descent: explore 3-opt neighborhood of \(C^{\prime}\); whenever a non-dominated solu-
    tion \(\bar{C}\) with respect to the archive is found in the 3 -opt neighborhood of \(C^{\prime}\), we
    add it to the archive and remove from the archive all solutions that are dominated
    by \(\bar{C}\)
6: Moving: if there is a neighbor of \(C^{\prime}\) that dominates a solution from the archive,
    then we mark \(C\) as visited tour and go to step 3 ; otherwise set \(k:=k+2\) and go
    to step 4 (if \(k>\gamma\), then mark \(C\) as visited tour and go to step 3)
```

Algorithm VNS2 performs the search in 3-opt neighborhood of a tour as in algorithm $L S_{\text {one }}$.

In [19], the structure of the Pareto local optimum sets was analyzed on randomly generated symmetric instances and problems constructed from symmetric series KRO of TSPLIB library [25]. It was experimentally shown that a Pareto local optimum set is partitioned into small number of clusters, where the minimum number of different edges between a solution of a cluster and at least one solution of the same cluster is at most 3 . So, we expect that analogous property may take place for asymmetric instances, and exploring 3-opt neighborhood will have success.

## 4 Genetic Local Search

The genetic algorithm (GA) is a random search method that models a process of evolution of a population of individuals [24], being sample solutions to the considered optimization problem. In genetic local search, local optimization is improved by means of evolutionary processes of GA.

### 4.1 NSGA-II Scheme

We develop a GLS based on Non-dominated Sorting Genetic Algorithm II (NSGA-II) [7]. Our algorithm $G L S$ is initiated by generating the initial population, where $N_{G L S}$ random solutions are locally optimized by $L S_{\text {one }}$. The population size $N_{G L S}$ remains constant during execution of $G L S$. Each population is sorted based on the non-domination relation (the Pareto relation), and ranks for solutions are assigned. All non-dominated solutions of the population are set rank 1 , solutions have rank $k+1$, if they are non-dominated when solutions of ranks $1, \ldots, k$ are discounted. Sorting is computed in $O\left(N_{G L S} \log \left(N_{G L S}\right)\right)$ time by means of the more effective algorithm [14] than the one proposed in the original version of NSGA-II [7]. To get an estimate of the density of solutions surrounding a solution $C$ in a non-dominated level of the population, two nearest solutions on each side of this solution are identified for each of the objectives. The estimation of solution $C$ is called crowding distance and it is computed as a normalized perimeter of the cuboid formed in the criterion space by the nearest neighbors. The crowding distances of individuals in all non-dominated levels are computed in $O\left(N_{G L S} \log \left(N_{G L S}\right)\right)$ time (see e.g. [7]).

At each iteration of $G L S$ we select pairs of parent solutions from the current population $P_{t-1}$ using s-tournament selection [24]. Then we mutate parents, and create offspring, applying a crossover (recombination) to each pair of parents. Offspring compose population $Q_{t-1}$.

The next population $P_{t}$ is composed from the best $N_{G L S}$ solutions of the current population $P_{t-1}$ and the offspring population $Q_{t-1}$. Population $Q_{t-1} \cup$ $P_{t-1}$ is sorted based on the non-domination relation, and the crowding distances of individuals are calculated. The best $N_{G L S}$ solutions are selected using the rank and the crowding distance as follows. Between two solutions with differing nondomination ranks, we prefer the solution with the lower rank. If both solutions belong to the same level, then we prefer the solution with the bigger crowding distance.

Algorithm GLS aims at constructing an approximation with size limit in contrast to the PLS. This may be important when the Pareto set is required to be approximated by a relatively small number of points of good quality.

### 4.2 Recombination and Mutation

The experimental results of $[9,29]$ for the TSP indicate that reproduction operators with the adjacency-based representation of solutions have an advantage over operators, which emphasize the order of the vertices in parent solutions. We suppose that a feasible solution to the bi-ATSP is encoded as a list of arcs.

Our recombination combines Directed Edge Crossover (DEC) operator and local search improving. DEC is transmitting and respectful, i.e. offspring is constructed only from arcs presented in parents, moreover, arcs shared by both parents are copied into the offspring. Our version of DEC operator tries to construct an offspring of good quality, taking into account the Pareto relation (see details in [30]).

The recombination is organized as follows. We select two parents, apply DEC operator, then obtain a tour, and explore its 3-opt neighborhood like in $L S_{\text {one }}$. All non-dominated solutions of the neighborhood, also compared to its parents, form offspring. The recombination is applied to parents pairs until the total number of offspring is less than $N_{G L S}$.

The presented approach allows us to avoid creating a clone of parents and to maintain a diverse set of good solutions in the population.

The mutation is applied to each parent with probability $p_{m u t}$, which is a tunable parameter of the GA. We use a mutation operator proposed in [9] for the one-criteria ATSP. It performs a random jump within 3-opt neighborhood, trying to improve a parent solution in terms of one of the criteria. Each time one of two objectives is used in mutation with equal probability.

## 5 Computational Experiment

This section presents the results of computational experiment on the bi-ATSP instances. Our algorithms (GLS, VNS1, VNS2) were programmed in C++ and tested on a computer with Intel Xeon E5420 2.5 GHz processor, 16 Gb RAM. On the basis of preliminary computational experiment we set the tournament size $s=10$, the mutation probability $p_{m u t}=0.1$. All vertices are taken into account when 3 -opt neighborhood is explored in $L S_{\text {one }}$ for constructing initial population in $G L S$ and initial archive in $V N S 1$ and $V N S 2$, i.e. $\alpha=\beta=100 \%$. However, the percentages of tested vertices $\alpha=\beta=50 \%$ in searching process of the proposed algorithms. Also in algorithm VNS1 we set $N_{r s t}$ to the number of elements of the archive at step 2 in Algorithm 1.

We estimate the performance of our algorithms and compare them. The experiment is arranged in the following form. Algorithm VNS2 is terminated when all tours from the archive are visited, but it continues no more than 5000 iterations. Another two algorithms are given CPU resource $T$ approximately equal to the average run time of $V N S 2$ over 30 trials. Thus, all compared algorithms have similar average run time. Note that there exists MOOLIBRARY library [18], which contains test instances of some discrete multicriteria problems. However the multicriteria TSP is not presented in this library, so we generate the bi-ATSP test instances randomly and construct them from benchmark ATSP instances with one objective, as well.

The most popular metrics hypervolume $(H V)$, two set coverage metric $(C)$, $\varepsilon$-indicator $\left(I_{\varepsilon}\right)$, and spread measure $(\Delta)$ are used to compare the performance of algorithms on medium-size instances [26,32]. These metrics provide the analysis of experimental results from different sides: accuracy, diversity, cardinality, giving many aspect estimates. Later on, we say that vector $a \in \mathcal{W}$ weakly dominates vector $b \in \mathcal{W}$ iff $a_{1} \leqslant b_{1}$ and $a_{2} \leqslant b_{2}$ [22]. As for approximation sets, weak dominance means that any vector from "worse" set is weakly dominated by a vector from "better" set [32]. Obviously, any set weakly dominates itself.

We construct the following three series with $n=50$ : S10, S20, S10,20. Each series consists of five problems with integer weights $w_{1}(\cdot)$ and $w_{2}(\cdot)$ of arcs randomly generated from intervals $[1,10]$ and $[1,10]$ for S10, $[1,20]$ and $[1,20]$ for S20, $[1,10]$ and $[1,20]$ for $\mathrm{S} 10,20$.

We also tested two series composed from benchmark single-criterion instances. Series SftvRand consists of seven ATSP instances from TSPLIB library [25]: ftv33, ftv35, ftv38, ftv44, ftv47, ftv55, ftv64 are used for the first criterion. Arc weights for the second criterion are generated randomly from interval $\left[1, w_{1}^{\max }\right]$, where $w_{1}^{\max }$ is the maximum arc weight on the first criterion. Here each instance is named by adding the letter R after the original name. Series SND contains five paired combinations of instances ND4944 and ND61442 (ND120, $\mathrm{n}=120$ ); ND82040 and ND82041m (ND122, $\mathrm{n}=122$ ), ND61443 and ND82042 (ND128, $\mathrm{n}=128$ ), ND102641m and ND122641a (ND152, $\mathrm{n}=152$ ), ND81744 and ND82043m (ND154, $\mathrm{n}=154$ ) presented in [27]. These asymmetric instances are constructed from one single-vehicle routing problem.

The size $N_{V N S}$ in $V N S 1$ and $V N S 2$ was set to 100 for series S10, S20, S10,20 and SftvRand, and was set to 200 for series SND. For algorithm $G L S$ the size $N_{G L S}$ of initial population is equaled to the doubled average size of approximations obtained by $V N S 2$ for series S10, S20, S10,20 and SftvRand, and $N_{G L S}$ equals the average size of approximations obtained by $V N S 2$ for series SND.

Tables 1, 2, 3, 4, 5 and Figs. 2, 3, 4 show the obtained results. In Table 1 we denote the following average data obtained by the corresponding algorithm over 30 runs: the number of elements in the Pareto set approximation as $K$, standard deviation of elements number as $\sigma_{K}$, Euclidean distance between consecutive points in approximation set as $\delta$, and its standard deviation as $\sigma_{\delta}$. In Tables 2, 3,4 and 5 , the coverage metric and $\varepsilon$-indicator are presented, and each entry is averaged over all pairwise comparisons of runs of corresponding two algorithms. We denote approximation sets obtained by algorithms by the name of algorithms itself in notation of binary metrics. Also we note that standard deviation $\sigma_{\delta}$ is known as spread measure.

Initially, we compare $V N S 2$ and $G L S$ on series S10, S20, S10,20 and SftvRand. Average hypervolume for $G L S$ is at most $1 \%$ less than average hypervolume for $V N S 2$. Algorithm $V N S 2$ generates the number of points only in 1.1 times greater than $G L S$ on average. Both algorithms demonstrate similar spread of solutions in approximations (see values of metrics $\delta$ and $\sigma_{\delta}$ ). According to [32] since values of $\varepsilon$-indicator between approximations constructed by $V N S 2$ and $G L S$ tend to 1 and also differ by at most $3.75 \%$ (for series S10, S20, S10,20) and at most $0.63 \%$ (for series SftvRand), approximation sets are close to each other. Moreover, all values are greater than 1, and we could not claim that one approximation weakly dominates another (see Table 4). So, the algorithms generate close to each other sets with identical "distribution" along some function.

However, an approximation of VNS2 covers at least $55 \%$ points found by $G L S$, but an approximation of $G L S$ covers at most $50 \%$ points found by $V N S 2$ as shown by coverage metric (for two non-dominated sets we calculate the fraction of points in each set that are weakly dominated by at least one solution in the

Table 1. Number of points in approximation and spread measure

| Instance | $V N S 2$ |  | $G L S$ | $V N S 1$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $K\left(\sigma_{K}\right)$ | $\delta\left(\sigma_{\delta}\right)$ | $K\left(\sigma_{K}\right)$ | $\delta\left(\sigma_{\delta}\right)$ | $K\left(\sigma_{K}\right)$ | $\delta\left(\sigma_{\delta}\right)$ |
| S10 | $60(2.8)$ | $5.2(6.2)$ | $58(3.1)$ | $5.2(6)$ | $45(3.2)$ | $7.2(7.2)$ |
| S10,20 | $84(3.5)$ | $6.1(8.4)$ | $79(3.6)$ | $6.3(8.4)$ | $58(3.9)$ | $9.4(10.8)$ |
| S20 | $110(5.3)$ | $7.2(8.3)$ | $100(5.6)$ | $7.8(8.8)$ | $68(4.7)$ | $11.8(12.4)$ |
| ftv33R | $141(8.4)$ | $44.6(64.3)$ | $136(9.5)$ | $43.7(54)$ | $88(6.4)$ | $72.1(105.7)$ |
| ftv35R | $189(8.3)$ | $42(37.3)$ | $176(6.5)$ | $45.2(36.9)$ | $102(8.5)$ | $77.8(64.9)$ |
| ftv38R | $175(11.6)$ | $41.6(39.1)$ | $161(9.8)$ | $45.1(37.9)$ | $100(6.9)$ | $72.1(67.6)$ |
| ftv44R | $201(14.4)$ | $44.6(45.6)$ | $185(9.7)$ | $47.2(44)$ | $97(8)$ | $101.2(119.7)$ |
| ftv47R | $253(20.6)$ | $41.3(44.3)$ | $219(14.4)$ | $48(48.7)$ | $114(8.4)$ | $93.4(97.4)$ |
| ftv55R | $341(21.5)$ | $36.2(43.7)$ | $307(20.1)$ | $39(42.8)$ | $135(7.4)$ | $89(87.2)$ |
| ftv64R | $389(22.1)$ | $37.5(41.2)$ | $323(16.1)$ | $44.5(44.8)$ | $150(11.3)$ | $98.9(95.8)$ |
| ND120 | $618(53.3)$ | $78.9(313.1)$ | $464(11.1)$ | $79.8(273.9)$ | $121(7.3)$ | $479(1070.6)$ |
| ND122 | $551(36.5)$ | $154.6(757)$ | $415(12.6)$ | $147.4(684.5)$ | $138(8.5)$ | $670(1528.9)$ |
| ND128 | $784(69.4)$ | $70.8(254.8)$ | $539(27.9)$ | $84.9(304.4)$ | $151(5.8)$ | $375(783)$ |
| ND152 | $774(43.3)$ | $70(252)$ | $584(7.9)$ | $81(295.2)$ | $136(12.3)$ | $424.6(705.5)$ |
| ND154 | $686(65.9)$ | $55.13(119.1)$ | $510(13)$ | $59.45(191.8)$ | $142(19)$ | $287.80(565.8)$ |

other set). Note that different nature of algorithms $V N S 2$ and $G L S$ (shaking in $V N S 2$ and evolutionary processes in $G L S$ ) allows us to construct different non-dominated solutions.

Algorithms $V N S 2$ and $G L S$ demonstrate more successful results than algorithm VNS1 on all considered instances in terms of all presented performance metrics. We believe that this is due to the fact, that only one solution is generated on each iteration of VNS1. Outperformance becomes more significant on series SND, where data are not random. Moreover, the results for series SND clearly indicate the superior performance of $G L S$, which approximation covers at least $65 \%$ points found by $V N S 2$ and at least $98 \%$ points found by $V N S 1$. While the fraction of a set obtained by $G L S$ which is covered by a set of $V N S 1$ or VNS2 composes no more than $26 \%$. The comparisons based on hypervolume lead to the same conclusions (see Fig. 4).

Also values of $\varepsilon$-indicator on series SND show that approximation sets obtained by $G L S$ weakly dominate and do not equal approximations obtained by $V N S 1$ in four out of five instances due to conditions $I_{\varepsilon}(G L S, V N S 1) \leqslant 1$ and $I_{\varepsilon}(V N S 1, G L S)>1$ are valid (see Table 5) [32].

The statistical analysis of experimental data was carried out using the Wilcoxon signed-rank test at a 0.05 significance level. We test for each instance the difference between values of hypervolume reached in 30 runs of algorithms $V N S 2$ and $G L S$. As a result, we obtain that

1. on series S10, S20, S10,20 algorithm $V N S 2$ demonstrates better values of hypervolume than algorithm $G L S$ (in all 15 cases the difference between hypervolumes is statistically significant);
2. on series SftvRand the difference between hypervolumes is statistically significant only on instance ftv44R, where $V N S 2$ outperforms $G L S$;
3. on series SND algorithm $G L S$ shows significantly better values of hypervolume than $V N S 2$.

Table 2. Two set coverage metric (series S10, S20, S10,20, SftvRand), \%

| C-metric | S10 | S20 | S10,20 | ftv33R | ftv35R | ftv38R | ftv44R | ftv47R | ftv55R |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| ftv64R |  |  |  |  |  |  |  |  |  |
| $C(V N S 2, G L S)$ | 74.9 | 79.5 | 72.1 | 63.2 | 60.7 | 55.9 | 73.1 | 63.4 | 59.2 |
| $C(V N S 2, V N S 1)$ | 78.2 | 88.2 | 83.3 | 70.8 | 90.6 | 80.7 | 89.7 | 87.4 | 91.7 |
| $C(G L S, V N S 2)$ | 29.5 | 24.1 | 31.3 | 50.1 | 58.2 | 44.5 | 33.2 | 38.7 | 43.1 |
| $C(G L S, V N S 1)$ | 53.9 | 56.2 | 59.6 | 65.7 | 86.1 | 72.9 | 76.1 | 76.1 | 86.3 |
| $C(V N S 1, V N S 2)$ | 25.6 | 11.8 | 17.5 | 23.6 | 8.2 | 14.7 | 5.5 | 8.4 | 4.9 |
| $C(V N S 1, G L S)$ | 47.7 | 40.1 | 38.9 | 27.1 | 10.3 | 19.3 | 14.4 | 14.5 | 8.8 |

Table 3. Two set coverage metric (series SND), \%

| C-metric | ND120 | ND 122 | ND 128 | ND 152 | ND 154 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $C(V N S 2, G L S)$ | 0.39 | 25.58 | 0.98 | 5.76 | 0.05 |
| $C(V N S 2, V N S 1)$ | 86.26 | 98.71 | 76.14 | 85.72 | 84.14 |
| $C(G L S, V N S 2)$ | 98.78 | 65.06 | 97 | 91.28 | 99.87 |
| $C(G L S, V N S 1)$ | 100 | 98.47 | 100 | 100 | 100 |
| $C(V N S 1, V N S 2)$ | 7.42 | 0.47 | 15.16 | 6.92 | 10.01 |
| $C(V N S 1, G L S)$ | 0 | 0.54 | 0 | 0 | 0 |

Table 4. $\varepsilon$-Indicator (series S10, S20, S10,20, SftvRand)

| $I_{\varepsilon}$ | S 10 | S 20 | $\mathrm{~S} 10,20$ | ftv 33 R | ftv 35 R | ftv 38 R | ftv44R | ftv47R | ftv55R | ftv64R |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $I_{\varepsilon}(V N S 2, G L S)$ | 1.03 | 1.03 | 1.038 | 1.033 | 1.022 | 1.031 | 1.045 | 1.033 | 1.032 | 1.034 |
| $I_{\varepsilon}(V N S 2, V N S 1)$ | 1.02 | 1.02 | 1.025 | 1.019 | 1.012 | 1.017 | 1.013 | 1.013 | 1.013 | 1.011 |
| $I_{\varepsilon}(G L S, V N S 2)$ | 1.05 | 1.07 | 1.059 | 1.04 | 1.022 | 1.03 | 1.044 | 1.036 | 1.031 | 1.039 |
| $I_{\varepsilon}(G L S, V N S 1)$ | 1.05 | 1.06 | 1.05 | 1.02 | 1.016 | 1.021 | 1.021 | 1.019 | 1.018 | 1.018 |
| $I_{\varepsilon}(V N S 1, V N S 2)$ | 1.06 | 1.09 | 1.078 | 1.079 | 1.052 | 1.066 | 1.101 | 1.083 | 1.073 | 1.106 |
| $I_{\varepsilon}(V N S 1, G L S)$ | 1.05 | 1.08 | 1.075 | 1.078 | 1.054 | 1.068 | 1.105 | 1.084 | 1.071 | 1.099 |

Table 5. $\varepsilon$-Indicator (series SND)

| $I_{\varepsilon}$ | ND 120 | ND 122 | ND 128 | ND 152 | ND 154 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $I_{\varepsilon}(V N S 2, G L S)$ | 1.00043 | 1.00012 | 1.00046 | 1.00034 | 1.00043 |
| $I_{\varepsilon}(V N S 2, V N S 1)$ | 1.00011 | 1.00002 | 1.00017 | 1.00010 | 1.00009 |
| $I_{\varepsilon}(G L S, V N S 2)$ | 1.00002 | 1.00011 | 1.00005 | 1.00009 | 0.99996 |
| $I_{\varepsilon}(G L S, V N S 1)$ | 0.99988 | 1.00002 | 0.99983 | 0.99995 | 0.99979 |
| $I_{\varepsilon}(V N S 1, V N S 2)$ | 1.00117 | 1.00142 | 1.00093 | 1.00156 | 1.00098 |
| $I_{\varepsilon}(V N S 1, G L S)$ | 1.00145 | 1.00144 | 1.00117 | 1.00169 | 1.00122 |

We also tested a version of GLS named $G L S 1$, where an offspring is locally improved by $L S_{\text {one }}$, and, therefore, only one tour is created in recombination. The experiment clearly showed an advantage of $G L S$ over $G L S 1$. The algorithm $G L S 1$ on average gave only $60 \%$ points of Pareto set approximation obtained by $G L S$ within the same CPU time limit.

Generally speaking, genetic local search and variable neighborhood search are based on the same basic principles "search locally" and "explore variety", meaning searching non-dominated solutions in a neighborhood and exploration of various regions. In our algorithms, in each pair of $G L S 1, V N S 1$ and $G L S$, $V N S 2$ principle "search locally" is the same, and difference occurs in "explore variety" principle. GLSs use evolutionary process, and VNSs apply shaking procedure. This leads to different subsets of non-dominated solutions, which do not completely cover each other.

Aforementioned procedures of "explore variety" work in different ways, and this gives different behavior of the proposed algorithms on various problem structures, as we have seen changes in performance on random and non-random generated series. So, we could not establish the leader, which certainly outperforms other algorithms. Summing up the obtained experimental results we conclude that $V N S 2$ and $G L S$ may be used successfully in combination, for example:

- alternative using of algorithms by means of some learning technics;
- apply shaking on $G L S$ iterations;
- partition points obtained in $V N S 2$ into pairs and apply the recombination to extend the approximation set.

Let us notice that PLSs showed comparable or better results than GLSs in terms of coverage metric and R measure [26] on symmetric instances constructed from series KRO of TSPLIB library (see details in $[19,20]$ ). However, running times reported for PLSs appear to be higher than for GLSs. Both approaches are based on exploring $k$-opt neighborhood.


Fig. 2. Relative hypervolume on series S10, S20, S10,20


Fig. 3. Relative hypervolume on series SftvRand


Fig. 4. Relative hypervolume on series SND

## 6 Conclusion

New hybrid algorithms aimed at finding the approximation of the Pareto set are proposed for the bi-ATSP. Starting from Pareto local optima, our algorithms realize shaking procedures or reproduction operations with subsequent heuristic local search.

An experimental evaluation on randomly generated and benchmark instances shows that the behavior and outcome of an algorithm depend on problem structure. Variable neighborhood search based on PLS approach and genetic local search with NSGA-II scheme are competitive with each other.

Results of the experiment also indicate that at local search improving stage, the strategy of exploring a neighborhood of the given tour and returning all nondominated neighbors outperforms the iterative scheme of moving from a tour to a better neighboring tour and returning only one greedy solution as the result. Superiority takes place on all test instances.

Our study can be extended in several ways. The first possibility is to consider more objectives with various nature. The second one could be devoted to investigation of combining the proposed approaches using various neighborhoods and machine learning technics. Furthermore, it would be interesting to investigate the bi-ATSP instances with specific structure.
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#### Abstract

We consider 1-skeletons of the symmetric and asymmetric traveling salesperson polytopes whose vertices are all possible Hamiltonian tours in the complete directed or undirected graph, and the edges are geometric edges or one-dimensional faces of the polytope. It is known that the question whether two vertices of the symmetric or asymmetric traveling salesperson polytopes are nonadjacent is NP-complete. A sufficient condition for nonadjacency can be formulated as a combinatorial problem: if from the edges of two Hamiltonian tours we can construct two complementary Hamiltonian tours, then the corresponding vertices of the traveling salesperson polytope are not adjacent. We consider a heuristic simulated annealing approach to solve this problem. It is based on finding a vertex-disjoint cycle cover and a perfect matching. The algorithm has a one-sided error: the answer "not adjacent" is always correct, and was tested on random and pyramidal Hamiltonian tours.
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## 1 Introduction

We consider a classical traveling salesperson problem on a complete directed or undirected graph.

Symmetric traveling salesperson problem. Given a complete weighted graph $K_{n}=(V, E)$, it is required to find a Hamiltonian cycle of minimum weight.

Asymmetric traveling salesperson problem. Given a complete weighted digraph $D_{n}=(V, A)$, it is required to find a Hamiltonian tour of minimum weight.

We denote by $H C_{n}$ the set of all Hamiltonian cycles in $K_{n}$ and by $H T_{n}$ the set of all Hamiltonian tours in $D_{n}$. With each Hamiltonian cycle $x \in H C_{n}$ we associate a characteristic vector $x^{v} \in \mathbb{R}^{E}$ by the following rule:

$$
x_{e}^{v}= \begin{cases}1, & \text { if the cycle } x \text { contains an edge } e \in E, \\ 0, & \text { otherwise }\end{cases}
$$

With each Hamiltonian tour $y \in H T_{n}$ we associate a characteristic vector $y^{v} \in$ $\mathbb{R}^{A}$ by the following rule:

$$
y_{a}^{v}= \begin{cases}1, & \text { if the tour } y \text { contains an edge } a \in A \\ 0, & \text { otherwise }\end{cases}
$$

The polytope

$$
\operatorname{TSP}(n)=\operatorname{conv}\left\{x^{v} \mid x \in H C_{n}\right\}
$$

is called the symmetric traveling salesperson polytope, and the polytope

$$
\operatorname{ATSP}(n)=\operatorname{conv}\left\{y^{v} \mid y \in H T_{n}\right\}
$$

is called the asymmetric traveling salesperson polytope.
The 1 -skeleton of a polytope $P$ is the graph whose vertex set is the vertex set of $P$ (characteristic vectors $x^{v}$ for the traveling salesperson problem) and edge set is the set of geometric edges or one-dimensional faces of $P$. Many papers are devoted to the study of 1 -skeletons associated with combinatorial problems. On the one hand, the vertex adjacency in 1-skeleton is of great interest for the development of algorithms to solve problems based on local search technique (when we choose the next solution as the best one among adjacent solutions). For example, various algorithms for perfect matching, set covering, independent set, a ranking of objects, problems with fuzzy measures, and many others are based on this idea $[2,4,11,13,17]$. On the other hand, some characteristics of 1 -skeletons, such as the diameter and the clique number, estimate the time complexity for different computation models and classes of algorithms $[6-8,19]$.

Unfortunately, the classical result by Papadimitriou states that the construction of 1-skeleton of the traveling salesperson polytope is NP-complete for both directed and undirected graphs.

Theorem 1 (Papadimitriou, [26]). The question whether two vertices of the polytopes $\operatorname{TSP}(n)$ or $\operatorname{ATSP}(n)$ are nonadjacent is NP-complete.

As a result, there are a large number of papers on the diameter and the clique number of 1-skeleton of $\operatorname{TSP}(n)$ and $\operatorname{ATSP}(n)[6,28,29]$, but little progress with adjacency relation. We can only note the polynomial time algorithms to test vertex adjacencies in the pedigree polytope [3] and the polytope of pyramidal tours $[9,10]$ which are directly related to the traveling salesperson problem.

However, the vertex adjacency test for $\operatorname{TSP}(n)$ and $\operatorname{ATSP}(n)$ is an interesting problem itself. It can be solved with a geometric approach by constructing and analyzing the facet description of the polytope using convex hull algorithms. Although, this seems not very promising because both polytopes have a superexponential number of vertices and facets [16,19]. In particular, the largest known symmetric traveling salesperson polytope for a problem with 10 cities has a conjectured complete description with 51043900866 facets [12].

Another approach is combinatorial. In [27] the sufficient condition for vertex adjacency in the traveling salesperson polytope was reformulated in a combinatorial form.


Fig. 1. Two complementary tours $z$ and $w$ are constructed from the edges of $x$ and $y$

Lemma 1 (Sufficient condition for nonadjacency). If from the edges of two Hamiltonian tours $x$ and $y$ it is possible to construct two complementary Hamiltonian tours $z$ and $w$, then the corresponding vertices $x^{v}$ and $y^{v}$ of the polytope $\operatorname{TSP}(n)$ (or $\operatorname{ATSP}(n)$ ) are not adjacent.

From the geometric point of view, the Lemma 1 means that the segment connecting two vertices $x^{v}$ and $y^{v}$ intersects with the segment connecting two other vertices $z^{v}$ and $w^{v}$ of the polytope $\operatorname{TSP}(n)$ (or $\operatorname{ATSP}(n)$ correspondingly), thus it cannot be an edge in 1-skeleton. An example of a satisfied sufficient condition is shown in Fig. 1.

Let us formulate the sufficient condition for vertex nonadjacency of the traveling salesperson polytope in the form of a combinatorial problem.

Instance. Let $x$ and $y$ be two Hamiltonian tours.
Question. Does the multigraph $x \cup y$ include a pair of Hamiltonian tours $z$ and $w$ different from $x$ and $y$ such that

$$
z \cup w=x \cup y \text { and } z \cap w=\emptyset ?
$$

We denote by $x \cup y$ a multigraph that contains all edges of both tours $x$ and $y$ (Fig. 2).

In this formulation, the problem is close to the 2-peripatetic salesperson problem in which it is required to find two Hamiltonian tours of minimum weight without common edges. The 2-peripatetic salesperson is NP-complete even for 4 -regular graphs [14]. Much attention was paid to the development of approximation algorithms for this problem (see, for example, $[1,5,18]$ ).

However, the combinatorial form of the sufficient condition for nonadjacency has a number of differences from the 2-peripatetic salesperson problem:

- this is a decision problem, not an optimization one;
- the graph is a 4-regular graph (or digraph) of a special form constructed as a union of two Hamiltonian tours;
- it is required to find two Hamiltonian tours different from $x$ and $y$.


z

$w$

Fig. 2. An example of $w=(z \cup y) \backslash z$ that is not a Hamiltonian tour

Note also that if from the edges of two Hamiltonian tours $x$ and $y$ it is possible to construct another Hamiltonian tour $z$, then all the remaining edges $(x \cup y) \backslash z$ almost certainly does not form a Hamiltonian tour (Fig. 2). Thus, instead of algorithms for a single Hamiltonian tour in the multigraph $x \cup y$, in this paper we consider a heuristic simulated annealing approach to test vertex adjacency in the symmetric and asymmetric traveling salesperson polytopes based on finding a vertex-disjoint cycle cover and a perfect matching. We have chosen the simulated annealing heuristic, since it is easy to implement, and traditionally it shows good results for the traveling salesperson problem [21].

## 2 Simulated Annealing

The simulated annealing borrows the concept from annealing in metallurgy where a metal material is repeatedly heated, kneaded, and cooled to enlarge the size of its crystals to eliminate defects [21].

We consider a general scheme of the Algorithm 1. It is required to minimize the energy function specified for the current system state. The algorithm starts from a certain initial state: at each step, a neighbor candidate state is generated

```
Algorithm 1. Simulated Annealing Algorithm
    Input : Hamiltonian tours \(x\) and \(y\) (or 2/4-regular graph comb \(G\) ),
                initial temperature \(\operatorname{init} T\), number of iterations iter \(N\), size of a queue
                of fixed edges fixEdges \(N\)
    Output: adjacency of vertices \(x^{v}\) and \(y^{v}\), complementary Hamiltonian tours \(z\)
                and \(w\), if exist
    Procedure SimulatedAnnealing ( \(x, y\), comb \(G\), initT, fixEdgesN)
        \(T \leftarrow i n i t T\)
        \(z, w \leftarrow \operatorname{GetInitialState}(x, y, \operatorname{comb} G)\)
        For \(k \leftarrow 1\) to iter \(N\)
            If \(z\) and \(w\) are Hamiltonian tours different from \(x\) and \(y\) Then
            Return \(z\) and \(w\)
            End
            \(z C a n d, w C a n d \leftarrow G e n e r a t e N e i g h b o u r C a n d i d a t e(z, w\), fixEdgesN)
            candE \(\leftarrow\) CalculateEnergy (zCand, wCand)
            If candE <currE or ShouldAcceptCandidate() Then
            \(z \leftarrow z C a n d, w \leftarrow w\) Cand
            End
            \(T \leftarrow\) CoolingSchedule ( \(k\) )
        End
        Return no complementary tours found;
    End
    Procedure TestVertexAdjacency( \(x, y\), combG, initT, fixEdgesN)
        \(z, w \leftarrow\) SimulatedAnnealing \((x, y, \operatorname{combG}\), initT, fixEdgesN)
        If \(z\) and \(w\) are not empty Then
            Return vertices \(x^{v}\) and \(y^{v}\) are not adjacent
        Else
            Return vertices \(x^{v}\) and \(y^{v}\) are probably adjacent
        End
    End
```

which energy is compared to the energy of the previous state. If the energy decreases, the system transits to the new state, otherwise, it may transit with a certain probability (to prevent falling into the local minimum).

The algorithm receives input data in one of the following formats:

1. Two Hamiltonian tours $x=\left[a_{1}, \ldots, a_{N}\right]$ and $y=\left[b_{1}, \ldots, b_{N}\right]$, given as the permutations of vertices in a complete graph (or digraph) $K_{N}$;
2. 2/4-regular graph ( 2 -for directed and 4 -for undirected graphs) of size $N$, i.e. the union of two Hamiltonian tours, given as the adjacency list.

Other input parameters: the initial value of temperature initT, the maximum number of iterations iter $N$, and the size of a queue of fixed edges fixEdges $N$. The algorithm stops when the solution is found or when the number of iterations exceeds the value of the parameter iter $N$. As an output, the algorithm returns two complementary Hamiltonian tours $z$ and $w$ constructed from the edges of $x$ and $y$. By the sufficient condition (Lemma 1), the corresponding vertices $x^{v}$
and $y^{v}$ of the traveling salesperson polytope are not adjacent. If the algorithm cannot find the complementary tours, then it returns that the corresponding vertices are probably adjacent. Thus, the algorithm has a one-sided error: the answer "not adjacent" is always correct, while the answer "probably adjacent" leaves the possibility that the vertices actually are not adjacent.

## 3 Generation of the Initial State

To generate the initial system state and neighbor candidate states, we construct a vertex-disjoint cycle cover of the multigraph $x \cup y$. A vertex-disjoint cycle cover of a graph $G$ is a set of cycles with no vertices in common which are subgraphs of $G$ and contain all vertices of $G$.

If $x$ and $y$ are undirected Hamiltonian cycles, then all vertices in the multigraph $x \cup y$ have degrees equal to 4 . Let $z$ be a vertex-disjoint cycle cover of $x \cup y$, then all the remaining edges form a graph $w=(x \cup y) \backslash z$ with all vertex degrees being equal to 2 . Thus, $w$ is also a vertex-disjoint cycle cover of $x \cup y$.

If $x$ and $y$ are directed Hamiltonian tours, then all vertices in the multigraph $x \cup y$ have both indegrees and outdegrees equal to 2 . Let $z$ be a vertex-disjoint cycle cover of $x \cup y$, then in the digraph $w=(x \cup y) \backslash z$ all vertices have both indegrees and outdegrees equal to 1 . Thus, $w$ is also a vertex-disjoint cycle cover of $x \cup y$.

Finding a vertex-disjoint cycle cover of both the directed and undirected graph can be performed in polynomial time by a reduction to perfect matching [30]. Let us recall that a perfect matching is a set of pairwise nonadjacent edges which matches all vertices of the graph. The procedures for directed and undirected graphs are somewhat different. We consider them separately.

Let $x$ and $y$ be undirected Hamiltonian cycles.
Step 1. From the multigraph $x \cup y=G=(V, E)$, we construct a new graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. With each vertex $v \in V$ we associate a gadget $G_{v}$ that is a complete bipartite subgraph $K_{4,2}$ (note that the degree of $v$ equals 4) as it is shown in Fig. 3:

- there are 4 vertices in the outer part $\left(v_{a}, v_{b}, v_{c}\right.$ and $\left.v_{d}\right)$ that correspond to 4 edges incident to $v$ in $G$ (edges $A, B, C, D$ ); these vertices are connected with other gadgets;
- there are 2 vertices in the inner part $\left(v_{1}\right.$ and $\left.v_{2}\right)$ that are connected only with the vertices of the outer part.
Step 2. A perfect matching in $G^{\prime}$ corresponds to a vertex-disjoint cycle cover in the original graph $G$. Indeed, a perfect matching has to cover both inner vertices $v_{1}$ and $v_{2}$. Therefore, it includes exactly one edge of $\left\{\left(v_{1}, v_{a}\right),\left(v_{1}, v_{b}\right),\left(v_{1}, v_{c}\right),\left(v_{1}, v_{d}\right)\right\}$ and exactly one edge of $\left\{\left(v_{2}, v_{a}\right),\left(v_{2}, v_{b}\right),\left(v_{2}, v_{c}\right),\left(v_{2}, v_{d}\right)\right\}$. Both of these edges cover exactly two vertices of $\left\{v_{a}, v_{b}, v_{c}, v_{d}\right\}$. The other two vertices have to be covered by the edges that correspond to the edges of $G$ (Fig. 4). We include these edges into $z$, then the degree of each vertex $v$ in the graph $z$ equals 2 , and thus, $z$ is a vertex-disjoint cycle cover of the multigraph $x \cup y$.


Fig. 3. Construction of the graph $G^{\prime}$ for the symmetric problem


Fig. 4. A perfect matching in $G^{\prime}$ and a vertex-disjoint cycle cover in $G$

A perfect matching in a general undirected graph can be found by Edmond's algorithm [15] in $O\left(V^{2} E\right)$ time or using Micali-Vazirani matching algorithm [24] in $O(\sqrt{V} E)$ time. We have chosen Edmond's algorithm as a more simple one to implement. Note that replacing it with a more efficient Micali-Vazirani algorithm does not require changing the rest of the algorithm.

Let $x$ and $y$ be directed Hamiltonian tours.
Step 1. From the directed multigraph $x \cup y=D=(V, A)$, we construct a bipartite graph $D^{\prime}=(L, R, E)$. With each vertex $v \in V$ we associate a pair of vertices $v_{L} \in L$ and $v_{R} \in R$, and with each edge $(u, v) \in A$ we associate a new edge $\left(u_{L}, v_{R}\right)$ in the bipartite graph $D^{\prime}$ (Fig. 5).
Step 2. A perfect matching in the bipartite graph $D^{\prime}$ corresponds to a vertexdisjoint directed cycle cover in the original graph $D$. Indeed, every vertex of $D$ is a head of exactly one edge and a tail of exactly one edge of a perfect matching in $D^{\prime}$ (Fig. 6).


Fig. 5. Construction of the bipartite graph $D^{\prime}$ for the asymmetric problem


Fig. 6. A perfect matching in $D^{\prime}$ corresponds to a vertex-disjoint cycle cover of $D$

A perfect matching in a bipartite graph can be found by Hopcroft-Karp algorithm [20] in $O(\sqrt{V} E)$ time.

## 4 Generation of a Neighbor Candidate State

A process of constructing a neighbor candidate state is shown in Procedure 2.
The algorithm receives as input the current state as the vertex-disjoint cycle covers $z$ and $w$, and the parameter fixEdges $N$ that set the size of a queue of edges that are fixed in the graph $z$ and the corresponding perfect matching. When this limit is exceeded, the first edge of the queue is deleted.

In order to find a neighbor candidate state we chose an edge of $w$ with endpoints in two different connected components of $z$ and add it to the queue of fixed edges (Fig. 7, fixed edges of $z$ are dashed, an edge of $w$ that is added to the queue is dashed-dotted). Such edge always exists due to the connectivity of the multigraph $x \cup y$. If $z$ contains exactly one connected component, then

```
Algorithm 2. Constructing a neighbor candidate state
    Procedure GenerateNeighbourCandidate( \(z, w\), fixEdgesN)
        UpdateFixedEdgesQueue ( \(z, w\), fixEdges \(N\) )
        If tours \(z\) and \(w\) are directed Then
            RunHopcroftKarpAlgorithm()
        Else
            RunEdmondsAlgorithm()
        End
        Return \(z, w\)
    End
```



Fig. 7. Generation of a neighbor candidate state
the graphs $z$ and $w$ can be swapped. The idea of this procedure is to reduce the number of connected components in $z$ and $w$. The neighbor candidate state is constructed by the perfect matching algorithms with fixed edges forming the initial matching.

## 5 Cooling Schedule

If a neighbor candidate state has two complementary Hamiltonian tours different from $x$ and $y$ (or any two complementary Hamiltonian tours, if the input is a $2 / 4$-regular graph), then the algorithm successfully stops and returns a solution.

Otherwise, the energy function is calculated for a neighbor candidate state. We have chosen the following function (Procedure 3): (number of connected components in $z)+($ number of connected components in $w)$.

At each step of the algorithm, the candidate states correspond to two vertexdisjoint cycle covers $z$ and $w$. Therefore, if the total number of connected components in $z$ and $w$ equals 2 , then $z$ and $w$ are Hamiltonian tours.

```
Algorithm 3. Energy function and cooling schedule
    Procedure CalculateEnergy (z, w)
        Return CountComponents(z) + CountComponents \((w)\)
    End
    Procedure CoolingSchedule( \(k\) )
        Return initT/k
    End
```

If the energy function has decreased compared to the previous state, then we accept a transition to the neighbor candidate state.

If the energy function has not decreased, then we make a transition with probability

$$
P=e^{-\frac{\operatorname{candE} E-\operatorname{curr} E}{T}},
$$

where $T$ is the current temperature, $\operatorname{curr} E$ is the current energy value, and $c a n d E$ is the energy of the considered neighbor candidate state. Such a transition is necessary to avoid the problem of falling into the local minimum.

The current temperature gradually decreases from initT to 0 , and its function depends on the initial temperature init $T$ and the index of the current iteration $k$ (Procedure 3).

Note that after a small modification the algorithm can be used to solve the Hamiltonian decomposition problem [23].

Hamiltonian decomposition problem. Given a $2 k$-regular graph $G$, is it possible to find $k$ edge-disjoint Hamiltonian cycles in $G$ ?

Every candidate state will correspond to $k$ vertex-disjoint cycle covers of $G$, and the energy function will be equal to the total number of connected components.

## 6 Experiments

The algorithm to verify vertex adjacencies in the polytopes $\operatorname{TSP}(n)$ and $\operatorname{ATSP}(n)$ was implemented as a console application with different input parameters. Some of them are described below:
-- $\mathbf{N}$-number of vertices in the input graph/tour;
--times - number of times to run the algorithm;
--iter $\mathbf{N}$-number of iterations in the simulated annealing algorithm;
--stateCandidate=random/match-how to generate a neighbor candidate state:
random: random exchange of edges between tours
match: constructing a vertex-disjoint cycle cover and a perfect matching;
--exEdgesN-number of edges to randomly exchange between tours (used only for --stateCandidate=random);
--ansN—multistart: number of repeatedly runs of the algorithm (used only for --stateCandidate=random);
--fixEdgesN-the size of a queue of edges that can be fixed in the initial matching (used only for --stateCandidate=match).

We tested the algorithm on random directed and undirected Hamiltonian tours, and also on directed and undirected pyramidal tours.

A Hamiltonian tour

$$
\tau=\left(1, i_{1}, i_{2}, \ldots, i_{r}, n, j_{1}, j_{2}, \ldots, j_{n-r-2}\right)
$$

is called pyramidal if

$$
i_{1}<i_{2}<\ldots<i_{r} \text { and } j_{1}>j_{2}>\ldots>j_{n-r-2}
$$

We have chosen the pyramidal tours for experiments since for them the vertex adjacencies in the corresponding polytopes can be easily verified. In particular, the following problem: given two pyramidal tours $x$ and $y$, is it possible to construct two complementary pyramidal tours $z$ and $w$ from the edges of $x$ and $y$, can be solved in linear time $[9,10]$. Thus, we run the algorithm on pyramidal tours, for which it is known that the sufficient condition of Lemma 1 is satisfied. This allows us to estimate the error percentage when the algorithm could not find complementary tours that are guaranteed to exist.

The results of the tests for undirected pyramidal tours are presented in Table 1 (Edmond's algorithm is used). The algorithm was run with the number of iterations iter $N=8000$, the initial temperature $\operatorname{init} T=1000$ and the number of fixed edges fixEdges $N=\lfloor N / 3\rfloor$. In the previous version of the program [22] a different method to generate neighbor candidate state was implemented-the exchange of random edges between two subgraphs $z$ and $w$. Its results are also shown in the table for comparison. For the exchange of random edges the following input parameters were used: the number of iterations iter $N=50000$, the initial temperature $\operatorname{init} T=1000$, the number of multistart attempts ans $N=5$ and the number of edges to exchange exEdges $N=3$.

The following parameters were calculated for both algorithms:

- TNF $F_{\text {avg }}$ is the average executing time in milliseconds when the complimentary Hamiltonian tours were not found;
- $T F_{\text {avg }}$ is the average time in milliseconds when the algorithm managed to find complimentary tours;
- $T_{\text {avg }}$ is the total average time in milliseconds for all tests;
- Acc is the accuracy parameter that indicates how often the algorithm could find the right solution (since the complementary tours are guaranteed to exist).

A dash in the table means that for all conducted experiments the case specified in the column never happened. For instance, for the size $N=8$ the algorithm was able to find complimentary tours for all input tours, that is why $T F_{\text {avg }}$ and $T_{\text {avg }}$ columns have the same values.

Table 1. Results for undirected pyramidal tours with number of tests times $=50$

| N | Exchange of random edges |  |  |  | Cycle cover and perfect matching |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Tours are not found, TNFavg | Tours are <br> found, <br> $T F_{\text {avg }}$ | Average time, $T_{\text {avg }}$ | Accuracy, <br> $\%$, Acc, | Tours are not found, $T N F_{a v g}$ | Tours are found, $T F_{\text {avg }}$ | Average time, $T_{a v g}$ | Accuracy, <br> $\%, A c c$ |
| 8 | - | 9,84 | 9,84 | 100 | - | 5,57 | 5,57 | 100 |
| 16 | 5066,57 | 382,79 | 851,17 | 90 | - | 22,08 | 22,08 | 100 |
| 24 | 6549,75 | 1403,32 | 5005,82 | 30 | 9096,65 | 33,34 | 214,61 | 98 |
| 32 | 7832,24 | 1330,37 | 7312,09 | 8 | - | 224,93 | 224,93 | 100 |
| 40 | 10035,64 | 2351,53 | 9728,28 | 4 | 18656,05 | 610,26 | 971,18 | 98 |
| 48 | 13455,39 | - | 13455,39 | 0 | 27695,76 | 978,18 | 3649,94 | 90 |
| 64 | 16243,99 | 108,64 | 15921,28 | 2 | 48377,16 | 988,05 | 12361,43 | 76 |
| 96 | - |  |  |  | 98409,50 | 12293,68 | 53629,27 | 52 |
| 128 |  |  |  |  | 158485,17 | 21982,49 | 120264,40 | 28 |
| 192 |  |  |  |  | 334841,38 | 26165,54 | 297800,28 | 12 |
| 256 |  |  |  |  | 569912,07 | 10740,39 | 513994,91 | 10 |

Note that compared to the exchange of random edges, both the accuracy of the algorithm and the size of solved problems have increased. The accuracy can also be adjusted by increasing the number of iterations or changing the maximum number of fixed edges in the queue.

The results of the tests for directed pyramidal tours and the Hopcroft-Karp algorithm are presented in Table 2. The given computed parameters are the same as in Table 1. The input parameters are similar to the case with undirected tours. Here, for all test graphs with the number of vertices less than 100, the algorithm works with the accuracy of $100 \%$.

We analyzed the cases where the algorithm could not find complementary cycles, although they exist. The algorithm works best if the multigraph $x \cup y$ has a lot of Hamiltonian cycles, and it faces difficulties if $x \cup y$ has a unique pair of complementary cycles $z$ and $w$.

Finally, Table 3 shows the test results for random directed and undirected Hamiltonian tours. Since we can not estimate the accuracy of the algorithm in this case, the different parameter is presented - the percentage of experiments where complimentary tours were found and the vertices are not adjacent.

From the table, it can be concluded that for random tours the algorithm works even faster than for pyramidal tours. Note that for undirected graphs the algorithm finds complementary tours more often than for directed graphs. This is due to the fact that the 1 -skeleton of the asymmetric traveling salesperson polytope is generally much denser than the 1 -skeleton of the symmetric polytope. For example, the diameter of the 1 -skeleton of $\operatorname{ATSP}(n)$ is 2 [25], while the best known upper bound for the diameter of the 1 -skeleton of $\operatorname{TSP}(n)$ is 4 [28]. Besides, for undirected cycles, the algorithm was able to find a solution for almost all cases. We can conclude that for the symmetric traveling salesperson polytope $\operatorname{TSP}(n)$ two random vertices are not adjacent with a very high probability.

Table 2. Results for directed pyramidal tours (Hopcroft-Karp algorithm), with the number of tests times $=50$ and number of fixed edges fixEdges $N=[N / 3]$

| N | Tours <br> are not <br> found, <br> TNF |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| 8 | - | Tours <br> are <br> found, <br> TF $F_{\text {avg }}$ | Average <br> time, <br> $T_{\text {avg }}$ | Accuracy, <br> $\%, A c c$ |
| 16 | - | 2,27 | 2,27 | 100 |
| 24 | - | 19,03 | 5,03 | 100 |
| 32 | - | 19,14 | 19,75 | 100 |
| 40 | - | 40,89 | 40,89 | 100 |
| 48 | - | 95,38 | 95,38 | 100 |
| 64 | - | 689,20 | 689,20 | 100 |
| 96 | - | 330,21 | 330,21 | 100 |
| 128 | 129532,21 | 4514,36 | 9515,07 | 96 |
| 192 | 242480,51 | 15783,70 | 70190,93 | 76 |
| 256 | 407471,21 | 13373,64 | 178894,62 | 58 |

Table 3. Results for random Hamiltonian tours with the number of tests times $=50$

| N | Undirected tours |  |  |  | Directed tours |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Tours are not found, $T N F_{\text {avg }}$ | Tours are found, $T F_{\text {avg }}$ | Average <br> time, <br> $T_{a v g}$ | Percentage not adjacent, \% | Tours are not found, $T N F_{a v g}$ | Tours are found, $T F_{\text {avg }}$ | Average time, $T_{a v g}$ | Percentage not adjacent, \% |
| 8 | 1604,66 | 15,02 | 491,91 | 30 | 3118,99 | 4,05 | 2682,90 | 14 |
| 16 | - | 13,75 | 13,756 | 100 | 6799,17 | 4,71 | 4624,95 | 32 |
| 24 | - | 28,52 | 28,52 | 100 | 10594,29 | 9,38 | 8265,61 | 22 |
| 32 | - | 46,64 | 46,64 | 100 | 14764,29 | 39,19 | 10052,26 | 32 |
| 40 | - | 75,27 | 75,27 | 100 | 19184,31 | 19,33 | 15734,62 | 18 |
| 48 | - | 87,86 | 87,86 | 100 | 25214,48 | 142,08 | 19197,11 | 24 |
| 64 | - | 235,37 | 235,37 | 100 | 38886,56 | 238,95 | 29611,13 | 24 |
| 96 | - | 481,37 | 481,37 | 100 | 74654,25 | 1150,20 | 61423,52 | 18 |
| 128 | - | 827,42 | 827,42 | 100 | 121790,32 | 1851,29 | 95403,73 | 22 |
| 192 | - | 4064,84 | 4064,84 | 100 | 252321,67 | 8979,84 | 213386,98 | 16 |
| 256 | - | 8875,01 | 8875,01 | 100 | 442527,79 | 62699,56 | 389351,84 | 14 |

The largest instance that was solved by the algorithm had random Hamiltonian tours on 5000 vertices and required 2797275 ms . However, due to the long waiting time for several tests, we limited the presented experiments to tours of size under 256 vertices.

## 7 Conclusion

The construction and study of 1-skeletons of the polytopes associated with intractable problems is of interest for the development and analysis of combinatorial algorithms. However, for such problems as the traveling salesperson even determining whether two vertices are adjacent or not is an NP-complete problem. This paper proposes an original heuristic approach based on simulated annealing to verify vertex adjacencies in 1-skeleton of the traveling salesperson polytope. The algorithm has a one-sided error: the answer "not adjacent" is always correct, while the answer "probably adjacent" leaves the possibility that the vertices actually are not adjacent. The algorithm showed good practical results during the experiments.
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#### Abstract

Having defined a complete bipartite graph $G$, with weights associated with both vertices and edges, the Bipartite Quadratic Programming problem (BQP) consists in selecting a subgraph that maximizes the sum of the weights associated with the chosen vertices and the edges that connect them. Applications of the BQP arise in mining discrete patterns from binary data, approximation of matrices by rankone binary matrices, computation of the cut-norm of a matrix, etc. In addition, BQP is also known in the literature under different names such as maximum weighted induced subgraph, maximum weight bi-clique and maximum cut on bipartite graphs. Since the problem is NP-hard, many heuristic methods have been proposed in the literature to solve it. In this paper, we apply the recent Less is more approach, whose basic idea is to design a heuristic as simple as possible, i.e., a method that uses a minimum number of ingredients but provides solutions of better quality than the current state-of-the-art. To reach that goal, we propose a simple hybrid heuristic based on Tabu search, that uses two neighborhood structures and relatively simple rule for implementation of short-term memory operation. In addition, a simple rule for calculation of tabu list length is introduced. Computational results were compared favorably with the current state-of-the-art heuristics. Despite its simplicity, our heuristic was able to find 6 new best known solutions on very well studied test instances.
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## 1 Introduction

### 1.1 BPQ Problem

The bipartite unconstrained $0-1$ quadratic programming problem (BQP) is defined on a complete bipartite graph $G=(V, E)$. Set of vertices $V$ consists of two subsets. The first subset represents the vertices in the left-hand side and it is denoted by $I$, while the second subset represents the vertices in the righthand side and it is denoted by $J$. The set of edges connecting these two subsets is denoted by $E$. The weight is associated with each vertex, as well as with each edge. The weight of a vertex $i \in I$ is denoted by $a_{i}$, the weight of vertex $j \in J$ is denoted by $b_{j}$, while the weight of an edge $(i, j)$ with $i \in I$ and $j \in J$ is denoted by $c_{i j}$. Having such a defined complete bipartite graph $G$, the BQP consists of selecting a subgraph that maximizes the sum of the weights associated with the chosen vertices and the edges that connect them. More formally, the problem may be defined as the following $0-1$ quadratic programming problem:

$$
\begin{gather*}
\max \sum_{i \in I} a_{i} x_{i}+\sum_{j \in J} b_{j} y_{j}+\sum_{i \in I, j \in J} c_{i j} x_{i} y_{j}  \tag{1}\\
x_{i}, y_{j} \in\{0,1\} i \in I, j \in J, \tag{2}
\end{gather*}
$$

where binary variables $x_{i}$ and $y_{j}$ are used to indicate if a certain node is selected or not. More precisely, a variable $x_{i}$ takes value 1 if and only if a node $i \in I$ is selected. Analogously, a variable $y_{j}$ takes value 1 if and only if a node $j \in J$ is selected.

### 1.2 Applications and Previous Work

Applications of the BQP arise in mining discrete patterns from binary data, approximation of matrices by rank-one binary matrices, computation of the cutnorm of a matrix, etc. In addition, BQP is also known in the literature under different names such as maximum weight induced subgraph [12], maximum weight biclique [2] and maximum cut on bipartite graphs [1]. Also, matrix factorization [6] is a similar problem that can be reduced to BQP.

Mainly, the BQP has been studied from the theoretical perspective of evaluation of the complexity of the problem and proposition of exact methods for some cases. Recently, the BQP attracted researchers' attention to develop heuristic approaches that enable them to tackle large scale instances that turned out to be elusive for exact methods. Among them, the first work from the heuristic perspective is by Karapetyan and Punnen [9]. In this work, the authors propose 24 heuristics that may be classified as fast-heuristics, slow-heuristics and row-merge heuristics. After that Duarte et al. [4] proposed two solution construction procedures, two mechanisms to perform neighborhood exploration, which are together with a perturbation procedure exploited within ILS framework. Glover et al. [7] proposed heuristic algorithms based on tabu search and Very Large Scale Neighborhood search, as well as a hybrid algorithm combining them.

Recently, Karapetyan et al. [10] proposed new metaheuristic scheme that they named Conditional Markov Chain Search (CMCS). This scheme is conceived for automated generation of a multi-component metaheuristic and was successfully applied to the BQP. The components that Karapetyan et al. [10] considered may be split into two categories: hill climbers, components used to possibly improve a solution, and mutations, components used to diversify search. In total, the authors designed and compared 5 heuristics stemming from this scheme. One of those heuristics turned out to belong to the family of variable neighborhood search (VNS) heuristics. This heuristic uses three neighborhood structures in the hill climbing phase and a shaking procedure based on flipping values of 16 randomly chosen variables that correspond to the nodes in the set $I$. According to the computational results, designed in such way VNS heuristic turn out to be dominated by the best one stemming from CMCS scheme, which also showed superiority in comparison with previously proposed heuristics.

### 1.3 Contribution and Outline

Analyzing numerous previous heuristic approaches, we found that they are becoming more and more complex. We decided to apply the recent Less is more approach [3,11,13], whose basic idea is to design a heuristic as simple as possible, i.e., a heuristic that uses a minimum number of components but provides solutions of better quality than the current state-of-the-art. In this paper, we propose Tabu Search based heuristics with only two neighborhoods and a relatively simple rule for tabu list implementation (especially, a relatively simple rule for calculation of a tabu list length).

This paper is organized as follows. In Sect. 2, a description of the proposed Tabu Search is given. In Sect. 3 results of detailed experiments are reported. Concluding remarks are given in Sect. 4 .

## 2 Tabu Search Based Heuristic for the BQP

In this section, we give a detailed description of the main ingredients of our heuristic (solution representation and neighborhood structures explored) as well as how these elements are integrated into our heuristic.

### 2.1 Solution Representation

The solution of the BQP in our heuristic is presented as $\left(m^{\prime}, n^{\prime}, x, y\right)$ where $m^{\prime}$ and $n^{\prime}$ denote number of elements selected from the sets $I$ and $J$, respectively, while $x$ and $y$ are two arrays used to store elements chosen from the sets $I$ and $J$, respectively. More precisely, let us denote by $m$ and $n$ the cardinalities of the sets $I$ and $J$, then the array $x$ has the form $x_{1}, x_{2}, \ldots, x_{m^{\prime}-1}, x_{m^{\prime}}, x_{m^{\prime}+1}, \ldots, x_{m}$ meaning that elements $x_{1}, x_{2}, \ldots, x_{m^{\prime}}$ are included into a solution (i.e., subset $I^{\prime} \subset I$ ) while elements $x_{m^{\prime}+1}, x_{m^{\prime}+2}, \ldots, x_{m}$ are not included into a solution. Analogously, we have the array $y$ of the length $n$ (i.e, $y_{1}, y_{2}, \ldots, y_{n^{\prime}-1}, y_{n^{\prime}}, y_{n^{\prime}+1}, \ldots, y_{n}$ )
meaning that elements $y_{1}, y_{2}, \ldots, y_{n^{\prime}}$ are included into a solution (i.e., subset $J^{\prime} \subset J$ ) while elements $y_{n^{\prime}+1}, y_{n^{\prime}+2}, \ldots, y_{n}$ are not included into a solution.

For such represented solution we also maintain two auxiliary arrays $s x c$ and syc with the lengths $m$ and $n$, respectively. The elements of these arrays are defined as

$$
\begin{aligned}
& s x c_{i}=\sum_{j \in J^{\prime}} c_{i j}=\sum_{j=1}^{n^{\prime}} c_{i y_{j}}, \\
& s y c_{j}=\sum_{i \in I^{\prime}} c_{i j}=\sum_{i=1}^{m^{\prime}} c_{x_{i} j} .
\end{aligned}
$$

In other words, each element $s x c_{i}$ (resp. $s y c_{j}$ ) represents the total weight of the edges connecting vertex $i$ (resp. $j$ ) with vertices in the subset $J^{\prime}$ (resp. $I^{\prime}$ ). Using these two arrays the objective function value for the current solution $\left(m^{\prime}, n^{\prime}, x, y\right)$ can be calculated (expressed) in the following way:

$$
f(x, y)=\sum_{i=1}^{m^{\prime}} a_{x_{i}}+\sum_{j=1}^{n^{\prime}} b_{y_{j}}+\sum_{i=1}^{m^{\prime}} s x c_{x_{i}}=\sum_{i=1}^{m^{\prime}} a_{x_{i}}+\sum_{j=1}^{n^{\prime}} b_{y_{j}}+\sum_{j=1}^{n^{\prime}} s y c_{y_{j}}
$$

As it will be shown in the subsequent sections, the arrays sxc (syc) enable us to speed-up local search procedures. Note that the complexity of calculating arrays $s x c$ and syc is $O(m n)$.

Note also that for the fixed subset $I^{\prime} \subset I$, optimal subset $J^{\prime} \subset J$ giving the maximum value of the objective function (not absolutely maximal, but maximal for fixed subset $\left.I^{\prime} \subset I\right)$ in linear time. In other words, the complexity of computing optimal subset $J^{\prime}$ is $O(n)$. Namely, it can be shown that for the fixed subset $I^{\prime} \subset I$, the subset $J^{\prime} \subset J$ that gives the maximal value of the objective function is equal to:

$$
J^{\prime}\left(I^{\prime}\right)=\left\{j \in J \mid b_{j}+s y c_{j}>0\right\}
$$

Obviously, the objective function can be rewritten in the following form:

$$
f\left(I^{\prime}, J^{\prime}\right)=f(x, y)=\sum_{i=1}^{m^{\prime}} a_{x_{i}}+\sum_{j=1}^{n^{\prime}}\left(b_{y_{j}}+s y c_{y_{j}}\right)
$$

so, by inserting an element $j$ having property that $b_{j}+s y c_{j}<0$, the objective value decreases.

Similarly, for a fixed subset $J^{\prime} \subset J$, an optimal subset $J^{\prime} \subset I$ giving maximum value of the objective function value can be calculated in linear time in the following way:

$$
I^{\prime}\left(J^{\prime}\right)=\left\{i \in I \mid a_{i}+s x c_{i}>0\right\} .
$$

So, a solution can be represented by a pair $\left(m^{\prime}, x\right)$, where $m^{\prime}$ is the number of elements selected into the subset $I^{\prime} \subset I$, while $x$ is an array (permutation of set $\{1,2, \ldots, m\}$ ) having property that its first $m^{\prime}$ elements are included into the
subset $I^{\prime}$, while the rest of the array $x$ are labels of elements not included in the subset $I^{\prime}$.

Similarly, a solution can be represented by a pair $\left(n^{\prime}, y\right)$, where $n^{\prime}$ is the number of elements selected into the subset $J^{\prime} \subset J$, while $y$ is an array (permutation of set $\{1,2, \ldots, n\}$ ) having property that the first $n^{\prime}$ elements are included into the subset $J^{\prime}$ while the rest of the array $y$ are labels of elements not included into the subset $J^{\prime}$.

In the rest of the text, we suppose that the solution is represented by a pair $\left(m^{\prime}, x\right)$. i.e. by representation of the subset $I^{\prime} \subset I$.

### 2.2 Neighborhoods

Drop Neighborhood. Drop (remove) neighborhood $N_{\text {remI }}$ consists of all solutions obtained by removing one element from the current subset (solution) $I^{\prime} \subset I$.

In order to explore this neighborhood, for each $k \in I^{\prime}$, we calculate the subset $J^{\prime}(I \backslash\{k\})$ optimal for the subset $I^{\prime} \backslash\{k\}$, and also calculate the objective function value for the pair of subsets $I^{\prime} \backslash\{k\}$ and $J^{\prime}\left(I^{\prime} \backslash\{k\}\right)$. The calculated change of the objective function value (i.e. new value of objective function) has the complexity $O(n)$. Namely, the objective function value for a solution obtained after removing element $k$ from $I^{\prime}$ is equal to

$$
f_{n}\left(I^{\prime} \backslash\{k\}\right)=\sum\left\{a_{i} \mid i \in I^{\prime} \backslash\{k\}\right\}+\sum\left\{b_{j}+s y c_{j}-c_{k j} \mid b_{j}+s y c_{j}-c_{k j}>0\right\},
$$

or

$$
\begin{aligned}
f_{n}\left(I^{\prime} \backslash\{k\}\right)= & \sum\left\{a_{i} \mid i \in I^{\prime}\right\}-a_{k}+ \\
& \sum\left\{b_{j}+s y c_{j}-c_{k j} \mid b_{j}+s y c_{j}-c_{k j}>0, j=1,2, \ldots, n\right\} .
\end{aligned}
$$

Calculation of objective function value after removing one vertex from subset $I^{\prime} \subset I$ is presented in Algorithm 1. So, exploration of complete Remove neighborhood has complexity $O(m n)$ (of course, by using an auxiliary data structure syc).

```
Algorithm 1. Calculation of the objective function value after removing \(x_{k}\)
\(\left(1 \leq k \leq m^{\prime}\right)\) from the current solution \(x\). Value \(s a\) denotes the sum of weights
of nodes from the subset \(I^{\prime} \subset I\).
    Function remIov( \(\left.m^{\prime}, x, s y c, s a, k\right)\);
    \(o v \leftarrow s a-a_{x_{k}}\);
    for \(j \leftarrow 1\) to \(n\) do
        if \(b_{j}+s y c_{j}-c_{x_{k} j}>0\) then
            \(o v \leftarrow o v+b_{j}+s y c_{j}-c_{x_{k} j}\)
        end
    end
    return ov;
```

Add Neighborhood. Add (Insert) neighborhood $N_{\text {insI }}$ consists of all solutions obtained by inserting into the solution one element that is currently not in the subset (solution) $I^{\prime} \subset I$.

In order to explore this neighborhood, for each $k \notin I^{\prime}$ we calculate a subset $J^{\prime}\left(I^{\prime} \cup\{k\}\right)$ optimal for the subset $I^{\prime} \cup\{k\}$, and also calculate the objective function value for the pair of subsets $I^{\prime} \cup\{k\}$ and $J^{\prime}\left(I^{\prime} \cup\{k\}\right)$. The calculated change of the objective function value (i.e. new value of objective function) has the complexity $O(n)$. Namely, objective function value for solution obtained after inserting an element $k$ into the subset $I^{\prime}$ is equal to

$$
\begin{aligned}
f_{n}\left(I^{\prime} \cup\{k\}\right)= & \sum\left\{a_{i} \mid i \in I^{\prime} \cup\{k\}\right\}+ \\
& \sum\left\{b_{j}+s y c_{j}+c_{k j} \mid b_{j}+s y c_{j}+c_{k j}>0, j=1,2, \ldots, n\right\},
\end{aligned}
$$

or

$$
\begin{aligned}
f_{n}\left(I^{\prime} \cup\{k\}\right)= & \sum\left\{a_{i} \mid i \in I^{\prime}\right\}-a_{k}+ \\
& \sum\left\{b_{j}+s y c_{j}-c_{k j} \mid b_{j}+s y c_{j}-c_{k j}>0, j=1,2, \ldots, n\right\} .
\end{aligned}
$$

Calculation of an objective function value after inserting one vertex into the subset $I^{\prime} \subset I$ is presented in Algorithm 2. So, exploration of complete Insert neighborhood has complexity $O(m n)$ (of course, by using an auxiliary data structure syc).

```
Algorithm 2. Calculation of the objective function value after inserting \(x_{k}\left(m^{\prime}+\right.\)
\(1 \leq k \leq m\) ) into the current solution \(x\). With \(s a\) is denoted as the sum of weights
of nodes from subset \(I^{\prime} \subset I\).
    Function insIov( \(\left.m^{\prime}, x, s y c, s a, k\right)\);
    \(o v \leftarrow s a+a_{x_{k}} ;\)
    for \(j \leftarrow 1\) to \(n\) do
        if \(b_{j}+s y c_{j}+c_{x_{k} j}>0\) then
            \(o v \leftarrow o v+b_{j}+s y c_{j}+c_{x_{k} j}\)
        end
    end
    return ov;
```


### 2.3 Tabu Search for the BQP

Algorithm 3 represents Tabu search for BQP. Tabu list contains vertices which change status in recent iterations and because of that are "forbidden" for using (removing from solution or inserting into solution) in a current iteration. Length of tabu list (i.e. number of recent iterations) is not fixed. Length of tabu list changes according to the procedure previously proposed by Galinier et al. [5]. Complete Tabu search algorithm consists of sequence of iterations. Iterations are numbered by positive integer numbers starting from 1. Length of a tabu list changes in iterations $b_{i}(i=0,1,2, \ldots)$, in the following way: length of a tabu list in iterations from interval $\left[b_{i}, b_{i+1}\right]$ is equal $a_{i}+\operatorname{rand}(2)$, where

$$
a_{i}=\left\lfloor\frac{c_{i \bmod 15}}{8} T_{\max }\right\rfloor .
$$

In this formula:

- $c$ is an array with 15 elements as follows: $1,2,1,4,1,2,8,1,2,1,4,1,2,1$;
- $T_{\text {max }}$ is a maximal allowed length of tabu list; and
$-\operatorname{rand}(n)$ represents a random number between 0 and $n$.
Sequence $b_{i}$ is defined as following:

$$
b_{0}=1 \quad b_{i+1}=b_{i}+5 \times a_{i} .
$$

In other words, a length of tabu list changes periodically (shortest period is $15)$ and can take one of the following four values (with "small noise" not greater than 2):

$$
\left\lfloor 1 \times \frac{T_{\mathrm{max}}}{8}\right\rfloor,\left\lfloor 2 \times \frac{T_{\mathrm{max}}}{8}\right\rfloor,\left\lfloor 4 \times \frac{T_{\mathrm{max}}}{8}\right\rfloor,\left\lfloor 8 \times \frac{T_{\mathrm{max}}}{8}\right\rfloor .
$$

Number 5 in the formula for calculating $b_{i+1}$ is also proposed by [5]. Value $T_{\text {max }}$ is selected after detailed experimentation and set by the following equation:

$$
T_{\max }=\min \left(m_{\text {best }}^{\prime}, m-m_{\text {best }}^{\prime}\right) / 2
$$

where $m_{b e s t}^{\prime}$ is number of elements in subset $I_{\text {best }}^{\prime}$ representing the best solution obtained during the execution of tabu search.

## 3 Computational Results

For comparison, we use test instances generated by [9]. All the details on how the test instances are generated can be found in Sect. 4 of [9]. Test instances can be classified into five types: random graphs, max biclique graphs, max induced subgraph, maxcut, and matrix factorization. For each graph type, 17 test instances of different sizes are generated giving in total 85 test instances.

Test instances are divided into three groups according to their sizes:

- 7 small instances $(m \in\{20,25,30,35,40,45,50\}$ and $n=50)$,
- medium instances ( $m \in\{200,400,600,800,1000\}$ and $n=1000$ ),
- large instances $(m \in\{1000,2000,3000,4000,5000\}$ and $n=5000)$.

Our method is implemented on programming language C++. All experiments are performed on a machine with an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i5-3470 with CPU 3.20 GHz and 16GB RAM. We decided to perform experiments only on medium and large instances (small instances are relatively "easy" for solving). All instances from medium size and large size are executed ten times. Stopping condition was execution time in seconds. For medium size instances, execution time was set to 1000 second, while execution time for large size instances was set to 10000 s .

```
Algorithm 3. Tabu search for BQP
    Function BQPTS();
    \(\left(m^{\prime}, x, s y c\right) \leftarrow\) InitialSolution;
    \(f_{\text {curr }} \leftarrow \operatorname{ObjValue}\left(m^{\prime}, x\right.\), syc \()\);
    \(f_{\text {best }} \leftarrow f_{\text {curr }}\);
    \(s a \leftarrow \operatorname{SumA}\left(m^{\prime}, x\right)\);
    while stopping condition is not met do
        \(f_{\max R N T} \leftarrow-\infty ; f_{\operatorname{maxINT}} \leftarrow-\infty\);
        \(f_{\max R T} \leftarrow-\infty ; f_{\max I T} \leftarrow-\infty\);
        for \(i \leftarrow 1\) to \(m^{\prime}\) do
            \(f_{t m p} \leftarrow \operatorname{remIov}\left(\mathrm{~m}^{\prime}, \mathrm{x}, \mathrm{syc}, \mathbf{s a}, \mathbf{i}\right) ;\)
            if \(x_{i} \in T a b u\) then
                if \(f_{t m p}>f_{\max R T}\) then
                        \(f_{\max R T} \leftarrow f_{t m p} ; i_{\max R T} \leftarrow i ;\)
                    end
            else
                    if \(f_{t m p}>f_{\max R N T}\) then
                \(f_{\max R N T} \leftarrow f_{t m p} ; i_{\max R N T} \leftarrow i ;\)
                    end
            end
        end
        for \(i \leftarrow m^{\prime}+1\) to \(m\) do
            \(f_{t m p} \leftarrow \operatorname{insIov}\left(\mathrm{~m}^{\prime}, \mathbf{x}, \mathrm{syc}, \mathbf{s a}, \mathbf{i}\right) ;\)
            if \(x_{i} \in T a b u\) then
                if \(f_{t m p}>f_{\text {max }}\) then
                \(f_{\max I T} \leftarrow f_{t m p} ; i_{\max I T} \leftarrow i ;\)
            end
            else
                if \(f_{t m p}>f_{\text {maxINT }}\) then
                \(f_{\operatorname{maxINT}} \leftarrow f_{\text {tmp }} ; i_{\max I N T} \leftarrow i ;\)
                    end
            end
        end
        if \(\max \left(f_{\text {maxIT }}, f_{\max R T}\right)>\max \left(f_{\text {maxINT }}, f_{\text {max } R N T}\right)\) and
            \(f_{\text {curr }}+\max \left(f_{\text {maxIT }}, f_{\text {max }} T\right)>f_{\text {best }}\) then
            if \(f_{\text {maxIT }}>f_{\text {max }}\) then
                \(\operatorname{insI}\left(m^{\prime}, x, s y c, s a, i_{\operatorname{maxI} I T}\right) ; f_{c u r r} \leftarrow f_{\operatorname{maxIT}} ;\)
            else
                \(\operatorname{remI}\left(m^{\prime}, x, s y c, s a, i_{\max R T}\right) ; f_{c u r r} \leftarrow f_{\max R T} ;\)
            end
        else
            if \(f_{\text {maxINT }}>f_{\max R N T}\) then
                    \(\operatorname{insI}\left(m^{\prime}, x, s y c, s a, i_{\operatorname{maxINT}}\right) ; f_{\text {curr }} \leftarrow f_{\operatorname{maxINT}} ;\)
            else
                \(\operatorname{remI}\left(m^{\prime}, x, s y c, s a, i_{\max R N T}\right) ; f_{\text {curr }} \leftarrow f_{\text {max } R N T} ;\)
            end
        end
        if \(f_{\text {curr }}>f_{\text {best }}\) then
            \(f_{\text {best }} \leftarrow f_{\text {curr }} ;\)
        end
    end
```

In Table 1 results obtained on medium size instances are presented. In the first column of Table 1 the names of instances are given. Column 2 contains the best known values for the corresponding instances. Columns $3,4,5$ and 6 contain percentage deviation of results obtained by executing CMCS [10] from the best known results with time limit $1 \mathrm{~s}, 10 \mathrm{~s}, 100 \mathrm{~s}$ and 1000 s , respectively. Column 7 contains a percentage deviation of results obtained by TS [4] with time limit 1000 s . Columns 8, 9 and 10 contain best, average and worst results obtained by ten times execution of our Tabu Search (as already said in the previous paragraph, a time limit was set to 1000 s). Column 11 contains time when the solution reported as best has been found for the first time. Column 12 contains a percentage deviation of the best solution obtained by Tabu Search from best known approach (negative value indicates that our Tabu Search reaches the solution better than the previous best known method).

In Table 2 results obtained on large size instances are presented. The format of this table is the same as the format of Table 1.

Table 1. Comparison of different methods on moderate size instances

|  |  | CMCS [10] |  |  |  | $\begin{array}{\|c\|} \hline \text { TS [4] } \\ \hline 1000 \mathrm{~s} \\ \hline \end{array}$ | TS |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance | Best known | 1 s | 10s | 100s | 1000 s |  | Best | Average | Worst | Time | Dev |
| Rand200x1000 | 612947 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 612947 | 612947 | 612947 | 2.77 | 0.00 |
| Rand400x1000 | 951950 | 0.05 | 0.00 | 0.00 | 0.00 | 0.00 | 951950 | 951950 | 951950 | 0.60 | 0.00 |
| Rand600x1000 | 1345748 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1345748 | 1345748 | 1345748 | 3.86 | 0.00 |
| Rand800x1000 | 1604925 | 0.09 | 0.00 | 0.00 | 0.00 | 0.01 | 1604925 | 1604925 | 1604925 | 14.49 | 0.00 |
| Rand1000x1000 | 1830236 | 0.04 | 0.04 | 0.02 | 0.00 | 0.07 | 1830236 | 1830236 | 1830236 | 29.70 | 0.00 |
| Biclique200x1000 | 2150201 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 2150201 | 2150201 | 2150201 | 144.67 | 0.00 |
| Biclique $400 \times 1000$ | 4051884 | 0.27 | 0.09 | 0.00 | 0.00 | 0.00 | 4051884 | 4051884 | 4051884 | 1.18 | 0.00 |
| Biclique600x1000 | 5501111 | 0.59 | 1.48 | 0.47 | 0.47 | 0.65 | 5501111 | 5500173 | 5497187 | 420.39 | 0.00 |
| Biclique800x1000 | 6703926 | 0.68 | 0.56 | 0.04 | 0.04 | 0.79 | 6703926 | 6703926 | 6703926 | 80.15 | 0.00 |
| Biclique1000x1000 | 8680142 | 0.10 | 0.35 | 0.35 | 0.11 | 0.91 | 8680142 | 8680142 | 8680142 | 1.36 | 0.00 |
| MaxInduced200x1000 | 513081 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 513081 | 513081 | 513081 | 0.33 | 0.00 |
| MaxInduced400x1000 | 777028 | 0.01 | 0.00 | 0.00 | 0.00 | 0.00 | 777028 | 777028 | 777028 | 2.08 | 0.00 |
| MaxInduced600x1000 | 973711 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 973711 | 973711 | 973711 | 2.21 | 0.00 |
| MaxInduced800x1000 | 1205533 | 0.01 | 0.00 | 0.00 | 0.00 | 0.07 | 1205533 | 1205533 | 1205533 | 20.77 | 0.00 |
| MaxInduced1000x1000 | 1415622 | 0.03 | 0.03 | 0.03 | 0.01 | 0.06 | 1415622 | 1415622 | 1415622 | 193.69 | 0.00 |
| BMaxCut200x1000 | 617700 | 1.59 | 0.06 | 0.00 | 0.00 | 0.14 | 617700 | 617700 | 617700 | 7.90 | 0.00 |
| BMaxCut400x1000 | 951726 | 1.34 | 0.40 | 0.00 | 0.00 | 1.13 | 951726 | 951726 | 951726 | 48.12 | 0.00 |
| BMaxCut600x1000 | 1239982 | 1.83 | 0.53 | 0.53 | 0.37 | 2.00 | 1239982 | 1239214.25 | 1236322 | 365.41 | 0.00 |
| BMaxCut800x1000 | 1545820 | 1.74 | 1.05 | 0.08 | 0.08 | 1.66 | 1545820 | 1544237.5 | 1540902 | 437.96 | 0.00 |
| BMaxCut1000x1000 | 1816688 | 1.83 | 0.46 | 0.23 | 0.23 | 2.47 | 1814056 | 1811155.75 | 1803470 | 507.42 | 0.14 |
| MatrixFactor200x1000 | 6283 | 0.18 | 0.00 | 0.00 | 0.00 | 0.00 | 6283 | 6283 | 6283 | 0.18 | 0.00 |
| MatrixFactor $400 \times 1000$ | 9862 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 9862 | 9862 | 9862 | 0.50 | 0.00 |
| MatrixFactor600x1000 | 12902 | 0.05 | 0.00 | 0.00 | 0.00 | 0.03 | 12902 | 12902 | 12902 | 1.50 | 0.00 |
| MatrixFactor800x1000 | 15466 | 0.49 | 0.00 | 0.00 | 0.00 | 0.19 | 15466 | 15466 | 15466 | 6.51 | 0.00 |
| MatrixFactor1000x1000 | 18813 | 0.08 | 0.03 | 0.00 | 0.00 | 0.11 | 18813 | 18813 | 18813 | 93.17 | 0.00 |
| Average | 1782131.48 | 0.44 | 0.20 | 0.07 | 0.05 | 0.41 | 1782026.20 | 1781778.66 | 1781102.68 | 95.48 | 0.01 |

Table 2. Comparison of different methods on large size instances

|  |  | CMCS [10] |  |  |  | TS [4] | TS |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance | Best known | 10s | 100s | 1000 s | 10000 s | 10000 s | Best | Average | Worst | Time | Dev |
| Rand1000X5000 | 7183221 | 0.04 | 0.04 | 0.01 | 0.01 | 0.01 | 7183221 | 7183221.0 | 7183221 | 44.51 | 0.00 |
| Rand2000X5000 | 11098093 | 0.18 | 0.07 | 0.07 | 0.02 | 0.09 | 11098715 | 11097632.1 | 11096692 | 5914.27 | -0.01 |
| Rand3000X5000 | 14435941 | 0.16 | 0.12 | 0.11 | 0.07 | 0.22 | 14434759 | 14433443.8 | 14432775 | 2408.98 | 0.01 |
| Rand4000X5000 | 18069396 | 0.14 | 0.07 | 0.01 | 0.01 | 0.19 | 18067473 | 18063949.0 | 18062468 | 4453.69 | 0.01 |
| Rand5000X5000 | 20999474 | 0.26 | 0.11 | 0.08 | 0.07 | 0.25 | 20992020 | 20988157.8 | 20984020 | 3141.69 | 0.04 |
| Biclique1000X5000 | 38495688 | 0.22 | 0.08 | 0.02 | 0.00 | 0.02 | 38435916 | 38397458.8 | 38370869 | 643.70 | 0.16 |
| Biclique2000X5000 | 64731072 | 1.67 | 0.52 | 0.19 | 0.28 | 0.94 | 64756649 | 64731248.5 | 64710827 | 201.56 | -0.04 |
| Biclique3000X5000 | 98204538 | 1.68 | 0.43 | 0.01 | 0.04 | 1.5 | 98204538 | 98204538.0 | 98204538 | 75.81 | 0.00 |
| Biclique 4000 X 5000 | 128500727 | 0.38 | 0.38 | 0.22 | 0.00 | 2.19 | 128500727 | 128498216.3 | 128480641 | 876.47 | 0.00 |
| Biclique5000X5000 | 163628686 | 0.38 | 0.00 | 0.00 | 0.00 | 1.01 | 163628686 | 163628686.0 | 163628686 | 199.52 | 0.00 |
| MaxInduced1000X5000 | 5465051 | 0.01 | 0.01 | 0.00 | 0.00 | 0.02 | 5465051 | 5465051.0 | 5465051 | 290.50 | 0.00 |
| MaxInduced2000X5000 | 8266136 | 0.1 | 0.01 | 0.01 | 0.00 | 0.12 | 8266136 | 8265941.3 | 8265602 | 4759.89 | 0.00 |
| MaxInduced3000X5000 | 11090573 | 0.15 | 0.08 | 0.04 | 0.03 | 0.18 | 11089348 | 11088467.3 | 11087531 | 3320.41 | 0.01 |
| MaxInduced4000X5000 | 13496469 | 0.29 | 0.20 | 0.06 | 0.05 | 0.36 | 13496041 | 13493433.5 | 13490305 | 3432.96 | 0.00 |
| MaxInduced5000X5000 | 16021337 | 0.19 | 0.14 | 0.08 | 0.08 | 0.29 | 16021100 | 16019793.0 | 16018828 | 5454.68 | 0.00 |
| BMaxCut1000X5000 | 6644232 | 2.98 | 2.69 | 2.17 | 1.20 | 1.70 | 6664946 | 6656808.5 | 6651058 | 5514.34 | -0.31 |
| BMaxCut2000X5000 | 10352878 | 5.39 | 3.75 | 3.39 | 1.80 | 2.58 | 10359416 | 10345767.3 | 10321518 | 5826.62 | -0.06 |
| BMaxCut3000X5000 | 13988920 | 3.49 | 2.69 | 1.99 | 1.81 | 3.45 | 14024740 | 13984576.3 | 13933552 | 7914.67 | -0.26 |
| BMaxCut4000X5000 | 17090794 | 4.36 | 3.34 | 3.31 | 2.31 | 4.28 | 17056434 | 17019868.3 | 16953064 | 8307.92 | 0.20 |
| BMaxCut5000X5000 | 20134370 | 3.15 | 2.49 | 2.34 | 1.79 | 3.90 | 20233688 | 20111129.5 | 20032680 | 8983.47 | -0.49 |
| MatrixFactor1000X5000 | 71485 | 0.11 | 0.07 | 0.00 | 0.00 | 0.02 | 71485 | 71485.0 | 71485 | 239.36 | 0.00 |
| MatrixFactor2000X5000 | 108039 | 0.19 | 0.16 | 0.06 | 0.04 | 0.09 | 108044 | 108034.1 | 108025 | 5115.26 | 0.00 |
| MatrixFactor3000X5000 | 144255 | 0.17 | 0.16 | 0.14 | 0.11 | 0.26 | 144257 | 144213.8 | 144180 | 3843.12 | 0.00 |
| MatrixFactor4000X5000 | 179493 | 0.26 | 0.13 | 0.10 | 0.10 | 0.29 | 179438 | 179413.5 | 179382 | 5681.04 | 0.03 |
| MatrixFactor5000X5000 | 211088 | 0.21 | 0.16 | 0.13 | 0.04 | 0.33 | 210998 | 210961.0 | 210889 | 4420.08 | 0.04 |
| Average |  | 1.05 | 0.72 | 0.58 | 0.39 | 0.97 | 27547753.04 | 27535659.77 | 27523515.48 | 3642.58 | -0.03 |

From these tables we can conclude the following:

- regarding the medium size instances, our Tabu search reach the best known solution for 23 out of 25 instances (CMCS reaches best known for 18 instances, while TS [4] reaches best known for 10 instances);
- for 21 instances out of 25 instances, our Tabu search reaches the best known solution in all ten executions;
- average percentage deviation of the best solution obtained by our Tabu search is $0.01 \%$ (while the average percentage deviation for CMCS is $0.05 \%$ and the average percentage deviation for TS [4] is $0.41 \%$ );
- regarding the large instances, for 8 out of 25 instances the new best known solutions have been found;
- average percentage deviation of the best solution obtained by our Tabu search is $-0.03 \%$ (while the average percentage deviation for CMCS is $0.39 \%$ and the average percentage deviation for TS [4] is $0.97 \%$ ).


## 4 Concluding Remarks

In this paper, we present a new simple Tabu search heuristic for solving Quadratic Bipartite Programming Problem (BQP). In designing a heuristic, we follow the recent Less is more approach (LIMA) [3,11,13], whose basic idea is in forcing simplicity and user-friendliness, i.e., use of the minimum number of ingredients, but in a way to outperform the current state-of-the-art heuristics. Our method uses two neighborhood structures, and thus may be seen as a hybrid between TS and Variable neighborhood search (VNS) [8]. Proposed heuristic uses only the short-term memory mechanism and only one parameter, i.e., the tabu list length. Moreover, the frequency-based memory and long-term memory (diversification) are not used at all.

Despite its simplicity, our Tabu search based hybrid method outperforms all existing methods for solving the BQP problem. When compared with a few most successful heuristics from the literature on commonly used test instances, average results reported by our method had the smallest deviation from the best known values. Moreover, we reported 6 new best known solutions on large test instances.

Future research may include the following: (i) proposition of new neighborhood structures; (ii) changing the concept of tabu list by modifying the rule for calculation of the tabu list length, (iii) suggestion of a nested VNS strategy within TS, without increasing the number of parameters, etc.
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#### Abstract

The Divide-and-Conquer approach is often used to solve hard instances of the Boolean satisfiability problem (SAT). In particular, it implies splitting an original SAT instance into a series of simpler subproblems. If this split satisfies certain conditions, then it is possible to use a stochastic pseudo-Boolean black-box function to estimate the time required for solving an original SAT instance with the chosen decomposition. One can use black-box optimization methods to minimize the function over the space of all possible decompositions. In the present study, we make use of peculiar features which stem from the NP-completeness of the Boolean satisfiability problem to improve this general approach. In particular, we show that the search space over which the black-box function is minimized can be extended by adding solver parameters and the SAT encoding parameters into it. In the computational experiments, we use the SMAC algorithm to optimize such black-box functions for hard SAT instances encoding the problems of cryptanalysis of several stream ciphers. The results show that the proposed approach outperforms the competition.
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## 1 Introduction

In multidisciplinary research, it is often necessary to optimize a function for which there is no reliable information on its derivative. Moreover, in many cases a function is not even defined analytically. These features make it impossible to tackle such optimization problems using traditional methods. This fact led to the development of derivative-free and black-box optimization methods [2] that seldom require more than being able to compute the value of a function in a point of the search space, thus treating the function as a black box.

One particular class of optimization problems which can be dealt with only using black-box optimization methods contains many problems related to the algorithms for solving some NP-complete problem. Such an algorithm usually implements exhaustive search, heavily modified by various heuristics. Because of its heuristic nature and the NP-completeness of the underlying problem,
the only arguments to be made regarding the behaviour of such algorithm on any input rely on treating it like a black box.

In the present paper, we study the applications of black-box optimization methods to the Boolean satisfiability problem (SAT) [4]. In particular, we consider them in the context of the divide-and-conquer SAT solving approach. As it follows from the name, it implies that an original SAT instance is split into disjoint simpler subproblems that can be solved independently. If the original problem has a small number of solutions (or none) and also if all subproblems constructed during "division" have more or less the same complexity, then it is possible to use the Monte-Carlo method [27] to estimate how long it will take to solve the original problem. For this purpose a small sample of subproblems is processed and the resulting time is scaled to the total number of subproblems. In [32] it was proposed, that the division method that consists in choosing a subset of variables in a SAT instance and varying all possible assignments of their values, satisfies the aforementioned criteria. It means that for a given SAT instance and a fixed algorithm for solving SAT the set of variables for splitting formula into subproblems can be viewed as an input to a stochastic discrete black-box function computing the estimation of the runtime required for solving the original problem. Thus, one can attempt to optimize this function over the space of all possible subsets of variables in order to find the one that yields minimal runtime estimation.

On the one hand, the NP-completeness of SAT forces one to use heuristic algorithms for its solving and gives no guarantees that a particular SAT instance will be solved in a reasonable time. On the other hand, in the context of black-box optimization it may open new horizons. Indeed, the heuristic parameters of SATsolving algorithms can naturally be used to extend the search space for the blackbox function considered. Another prominent feature of SAT that distinguishes it from the usual cases is that any original problem can be translated into SAT form by a multitude of ways. Due to the heuristic nature of SAT solving algorithms, they all are worth being considered. Thus, the encoding parameters can also be used to extend the search space in question. We investigate this direction of research and show that taking these parameters into consideration makes it possible to obtain much better runtime estimations. In our experiments, we use the Sequential Model-based optimization Algorithm Configuration [18]. As the test cases, we consider the SAT instances encoding the cryptanalysis of the Alternating step and Bivium keystream generators.

The paper has the following structure. In the next section, the Divide-andConquer approach for solving SAT is described. In Sect. 3 the problem of finding a good Divide-and-Conquer based decomposition is considered as a stochastic black-box optimization problem. In particular, in this section a new stochastic discrete black-box objective function is proposed, which operates in an extended search space. In Sect. 4, the certain extended search space of the proposed type is described. In Sect. 5, the computational study of the proposed objective function in the extended search space is presented. Finally, the related work is discussed and conclusions are drawn.

## 2 Background and Notation

The Boolean satisfiability problem (SAT) is without exaggeration one of the most well-studied combinatorial problems. In the general formulation as a decision problem it consists in answering the question whether an arbitrary Boolean formula is satisfiable, i.e. if there exists such an assignment of all Boolean variables in this formula that it takes the value of True over them. In practice, it is typically considered for the Boolean formulas in Conjunctive Normal Form (CNF). To put it more formally, assume that $C$ is a Boolean formula in CNF over a set of $n$ Boolean variables $X, x_{i} \in\{0,1\}, x_{i} \in X, i=1, \ldots, n$. If the formula is satisfiable - it means that there exists such an assignment $\alpha \in\{0,1\}^{n}$, that once each variable $x_{i}$ is set to value $\alpha_{i}$, the formula is evaluated as True. If there is no such assignment, then the formula is called unsatisfiable.

Since SAT is an NP-complete problem, it means that a lot of hard practical problems can actually be reduced to it. Their hardness does not magically disappear during this reduction, but makes it possible to apply to these problems the well-developed apparatus for solving SAT. In the recent two decades, there have been achieved a tremendous progress in this area. One of the directions in SAT solving is aimed at parallel SAT solving. It is of particular importance for hard SAT instances. There are two classes of parallel SAT solving techniques [12]: Portfolio (competition-based) and Divide-and-Conquer (cooperation-based). According to the Portfolio approach [15], many different sequential SAT solvers solve the same original SAT instance simultaneously, until any of them finds a satisfying assignment, or proves that the given formula is unsatisfiable. In the Divide-and-Conquer approach, the original instance is decomposed into a family of simpler subproblems that are solved separately by sequential solvers. One of the relative advantages of the Divide-and-Conquer approach consists in the fact that since it deals with simplified subproblems, it is more convenient from the general point of view, for example it can easily be scaled to any amount of computational resources by splitting more or less, the subproblems can be processed independently, it does not require one to wait for large amounts of time like months or years, etc.

There exist several Divide-and-Conquer decomposition techniques, e.g., scattering [20] or Cube-and-Conquer [17]. In the present study, we are interested mostly in such variants of Divide-and-Conquer solving, that make it reasonable to assume that all the subproblems will be solved in more or less the same time. In particular, we employ the following decomposition. As before, assume that $C$ denotes a Boolean formula in CNF and $X$ is a set of its Boolean variables. Assume that a subset $S$ of variables from $X$ is given, $|S|=k, k<n$. A simplified formula produced by assigning values $\alpha=\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ to variables from $S$ is denoted as $C[\alpha / S]$. A set of simplified formulas produced by instantiating all possible different assignments of values to variables from $S$ in $C$ is called a decomposition of an original formula $C$ and is denoted as $D_{S}[C]=\left\{C[\alpha / S], \alpha \in\{0,1\}^{|S|}\right\}$. Note, that $\left|D_{S}[C]\right|=2^{k}$. Since all subproblems in the decomposition differ only in values of several variables it is reasonable to assume that all subproblems represent similarly weakened variants of the original one. The SAT instances forming
$D_{S}$ can be processed by independent SAT solvers in parallel. Note, that if the original formula is unsatisfiable, then the unsatisfiability of all simplified formulas must be proven. Otherwise once the satisfying assignment is found for any subproblem, the processing of all the remaining subproblems can be interrupted.

Note that finding a good set $S$ to decompose a problem is actually a very hard task. For example, if a SAT instance encodes a cryptanalysis instance then finding such set is (with some reservations) equal to a construction of a guess-and-determine attack on the underlying cipher [3]. For some SAT instances the choice of $S$ may be prompted by the structure of the original problem (see, e.g., $[33,40])$. For others, it might not matter much which variables are put into $S$ because they are equally inter-dependant on each other. In [10,32,35] there was proposed a general approach to finding $S$ which essentially involved using a special black-box objective function for this purpose. It will be discussed in detail in the following section.

## 3 Optimization of Black-Box Functions for Divide-and-Conquer SAT Solving

Assume that a SAT instance $C$ over a set of Boolean variables $X,|X|=n$, a SAT solver $A$ and an integer $N, N \ll 2^{n}$ are given. As an input the function $F$ takes a set $S \subseteq X$. The value of the function is calculated using the Monte Carlo $\operatorname{method}[27]$ as follows. First, a random sample $R=\left\{C\left[\beta_{1} / S\right], \ldots, C\left[\beta_{N} / S\right]\right\}$ of size $N$ is constructed by choosing randomly $\left\{\beta_{1}, \ldots, \beta_{N}\right\}$ from $\{0,1\}^{|S|}$. Then the solver $A$ is launched on each subproblem from $R$. The notation $T_{A}\left(C\left[\beta_{i} / S\right]\right)$ stands for the runtime of $A$ on the subproblem $C\left[\beta_{i} / S\right]$. Finally, the value of $F$ is the estimation of the time it would take to solve all subproblems from $D_{S}[C]$ by the solver $A$.

$$
\begin{equation*}
F_{N, C, A}(S)=2^{|S|} \times \frac{1}{N} \times \sum_{i=1}^{N} T_{A}\left(C\left[\beta_{i} / S\right]\right) \tag{1}
\end{equation*}
$$

Function (1) is a stochastic function, because the Monte Carlo method is used for its calculation. The function's input $S$ is a subset of $X,|X|=n$. Any possible input $S$ can be represented as a Boolean vector of size $n$, where the $i$ - th element is 1 if $i \in S$, and 0 , otherwise. It means that the function (1) maps $\mathrm{B}^{n}$ onto $\mathbb{R}$, so (1) is a pseudo-Boolean function. It is also a black-box function, because its analytic form is unknown. This function is costly, because the experiment involving solving $N$ SAT instances to construct the Monte Carlo estimation requires a lot of computational resources for large $N$. Thus, (1) is a stochastic costly pseudo-Boolean black-box function.

Now let us assume that $P_{A}$ is the set of discrete parameters for algorithm $A$ and $P_{C}$ is the set of discrete parameters of the encoding used to transform an original instance into SAT instance $C$. Without the loss of generality, assume that $p_{A}$ and $p_{C}$ denote assignments of parameters from $P_{A}$ and $P_{C}$, respectively. $C\left(p_{C}\right)$ stands for a SAT instance constructed with parameter values specified
by $p_{C}, A\left(p_{A}\right)$ is the solver $A$ with parameters values $p_{A}$. Then the corresponding stochastic costly discrete black-box function over the extended set of parameters will look as follows:

$$
\begin{equation*}
G_{N}\left(p_{C}, p_{A}, S\right)=2^{|S|} \times \frac{1}{N} \times \sum_{i=1}^{N} T_{A\left(p_{A}\right)}\left(C\left(p_{C}\right)\left[\beta_{i} / S\right]\right) \tag{2}
\end{equation*}
$$

Note, that pseudo-Boolean function (1) can be considered as a special case of discrete function (2) with constant $p_{A}$ and $p_{C}$. Usually in the role of $p_{A}$ for minimizing (1) the default parameters of $A$ are used.

Also, it is possible to consider one more special case of (2), when it is intended to find good values of $P_{A}$ and $P_{C}$ with constant $S$. The corresponding stochastic costly discrete black-box function is presented below.

$$
\begin{equation*}
H_{N, S}\left(p_{C}, p_{A}\right)=2^{|S|} \times \frac{1}{N} \times \sum_{i=1}^{N} T_{A\left(p_{A}\right)}\left(C\left(p_{C}\right)\left[\beta_{i} / S\right]\right) \tag{3}
\end{equation*}
$$

In the computational experiments (see Sect.5), the following optimization strategies were employed.

1. Standard: minimize $F_{N, C, A}$ over possible $S \in 2^{n}$;
2. Extended: minimize $G_{N}$ over possible $\left\{S, p_{C}, p_{A}\right\}, S \in 2^{n}, p_{C} \in P_{C}, p_{A} \in P_{A}$;
3. Combined: minimize $F_{N, C, A}$ over possible $S \in 2^{n}$, then use the found $S_{b e s t}$ as a constant to minimize $H_{N, S}$ over possible $\left\{p_{C}, p_{A}\right\}, p_{C} \in P_{C}, p_{A} \in P_{A}$.

In the next section, certain values of parameters $P_{A}$ and $P_{C}$, used to optimize (2) and (3), are described. In Sect. 5, the proposed optimization strategies are compared on hard optimization problems.

## 4 Description of the Extended Search Space

As it was noted above, the extension of the parameter space which makes it possible to introduce minimization problems for functions (2) and (3) is possible because at their core lies the solving of SAT instances using some SAT solver. Since SAT is an NP-complete problem and thus is solved mainly via heuristic algorithms, there are a lot of possibilities for additional parameters. The particular cases of encoding of an original problem into SAT and tuning SAT solvers' parameters are detailed below.

### 4.1 SAT Encodings Parameters

The peculiar feature of NP problems consists in the fact that there can be several equivalent formulations of the same problem instance. Here, there are only reasonable limits on their number since essentially, one can introduce nonsensical changes that formally result in a different SAT instance while changing nothing essential.

Let us consider an example. Assume that we have the following Boolean formula:

$$
\begin{equation*}
x_{1} \oplus x_{2} \oplus x_{3} \oplus x_{4} \tag{4}
\end{equation*}
$$

and we are interested in finding if it is satisfiable or not. In order to apply modern SAT solvers to it, we need to transform it into Conjunctive Normal Form. CNF is a conjunction of clauses, where a clause is a disjunction of literals, and literals are formulas of the kind $\in\{x, \neg x\}$ ( $x$ is a Boolean variable). It can be done directly by constructing a truth table for (4) and writing CNF directly based on it. The result will look like this:

$$
\begin{align*}
& \left(\neg x_{1} \vee \neg x_{2} \vee \neg x_{3} \vee \neg x_{4}\right) \wedge\left(x_{1} \vee x_{2} \vee x_{3} \vee x_{4}\right) \\
& \wedge\left(x_{1} \vee x_{2} \vee \neg x_{3} \vee \neg x_{4}\right) \wedge\left(x_{1} \vee \neg x_{2} \vee x_{3} \vee \neg x_{4}\right) \\
& \wedge\left(x_{1} \vee \neg x_{2} \vee \neg x_{3} \vee x_{4}\right) \wedge\left(\neg x_{1} \vee x_{2} \vee x_{3} \vee \neg x_{4}\right)  \tag{5}\\
& \wedge\left(\neg x_{1} \vee x_{2} \vee \neg x_{3} \vee x_{4}\right) \wedge\left(\neg x_{1} \vee \neg x_{2} \vee x_{3} \vee x_{4}\right)
\end{align*}
$$

Meanwhile, it is possible to introduce two new auxiliary variables $x_{5}$ and $x_{6}$ and transform (4) into the equivalent Boolean formula that looks as follows:

$$
\left(x_{5} \equiv x_{1} \oplus x_{2}\right) \wedge\left(x_{6} \equiv x_{3} \oplus x_{4}\right) \wedge\left(x_{5} \oplus x_{6}\right)
$$

And the resulting CNF:

$$
\begin{align*}
& \left(x_{5} \vee x_{1} \vee \neg x_{2}\right) \wedge\left(x_{5} \vee \neg x_{1} \vee x_{2}\right) \wedge \\
\wedge & \left(\neg x_{5} \vee x_{1} \vee x_{2}\right)  \tag{6}\\
\wedge & \left(\neg x_{5} \vee \neg x_{1} \vee \neg x_{2}\right) \wedge\left(x_{6} \vee x_{3} \vee \neg x_{4}\right) \wedge \\
\wedge & \left(\neg x_{6} \vee x_{3} \vee x_{4}\right) \wedge\left(\neg x_{6} \vee \neg x_{3} \vee \neg x_{4}\right) \wedge\left(x_{5} \vee \neg x_{6}\right) \wedge\left(\neg x_{5} \vee x_{6}\right)
\end{align*}
$$

Thus, essentially, CNFs (5) and (6) encode the very same original Boolean formula (4). Moreover, it is easy to show, that from any satisfying assignment of one of them it is easy to effectively construct one for another [36]. What is the difference? The CNF (5) has no auxiliary variables and contains less clauses than (6) (8 vs 10 ). However, the average clause size in (5) is bigger and the number of distinct literals is also bigger ( 32 literals vs 28 ). Generally speaking, the only way to answer the most important question: which CNF is better for some SAT solver-is to launch the solver in question on both and wait until both are solved.

The empirical evaluation shows that rational considerations apply to SAT encodings only to a certain extent. Sometimes, the encoding that has lower number of variables, clauses and literals just works worse than the competition. Thus, it is important to be able to construct and test different SAT encodings for hard problems. Note, that the corresponding area concerned with devising new methods for encoding different predicates to SAT is developing quite actively in the recent years [31].

In our experiments we consider the problems of cryptanalysis of the following cryptographic keystream generators: Bivium [7] and the alternating step generator (ASG) [14]. ASG is considered in two variants: ASG-72 and ASG-96, which are described in [40]. Thus, 3 cryptanalysis problems were considered, all in the form of the so-called known plaintext attack. Informally, it means that we need to find the a secret key of a generator given the keystream sequence it produced
from this secret key. Note, that both these generators have already been studied in the context of the SAT-based cryptanalysis $[10,32,35,40]$, but the previous studies did not consider an extended parameter space for the objective function.

The different encodings for the considered problems were constructed in much the same way as it was shown for (5) and (6), however, since the algorithms and the corresponding Boolean formulas are much more complex compared to (4), the differences are more subtle. To construct the SAT encodings for all considered problems we employed the Transalg software system [30]. In case of the Bivium keystream generator, there were constructed two distinct encodings, that differ in the way the auxiliary variables are introduced and handled. For the cryptanalysis of ASG we considered three variants of SAT encodings that differ in the size of a keystream fragment: 76, 80, 84 for ASG-72 and 112, 116, 120 for ASG-96. It was shown in [40] that they yield quite different results.

It is clear, that the different encodings for the same problem do not use the same variables, thus making it hard to switch between them while preserving the set $S$ used to decompose the problem, because, for example, the variables $\left\{x_{1}, x_{5}, x_{42}\right\}$ for one SAT instance may correspond to completely different entities in another SAT instance. However, they have at least two sets of variables with one-to-one correspondence: the input variables, which encode the secret key of analyzed keystream generator, and output variables that contain the values assigned to keystream bits produced by a generator. Since the values of output variables are set (remind, that we want to find the secret key for a given keystream fragment), it means that only input variables remain in common. Thankfully, due to specifics of propositional encoding techniques, they form the so-called Strong Backdoor set [39], meaning that once all values of input variables are set, it is possible to determine if the corresponding SAT instance is satisfiable in polynomial time, thus in a way making them the most valuable. The feature of the Transalg tool is that it makes the input variables appear before all other, e.g. they are always represented by a set $X^{i n}=\left\{x_{1}, \ldots, x_{k}\right\}$, $k>0$. Due to the reasons outlined above, we can assume that $X^{i n}$ is common for all encodings of each particular problem. Thus in all experiments the set $S$ that is used to decompose a SAT instance can only be a subset of set $X^{i n}$.

### 4.2 SAT Solver Parameters

The most promising results in the SAT-based cryptanalysis were achieved by SAT solvers based on the Conflict-Driven Clause Learning (CDCL) concept [24]. CDCL performs a depth-first search of the space of partial truth assignments. This search is augmented in several ways. The most important is Clause learning. which consists in learning new clauses when the search reaches a conflict state. If a conflict cannot be resolved by backtracking then the formula is unsatisfiable. If all the variables are assigned and no conflict is detected then the formula is satisfiable.

In the role of $A$ (see Sect. 3), a CDCL solver MapleLCMDistChronoBT [28] was chosen, because it won the Main track at the SAT competition 2018. In Table 1, we show the nine parameters of this solver which were chosen for tuning.

Values of these parameters affect the basic CDCL algorithm, as well as various heuristics added to boost it. The first 7 parameters originally have real value, while the last 2 parameters are integer (and all their possible values are presented in the table). The discretization of the first 7 parameters was performed in order to obtain a set of discrete variables for the search space. Thus, an arbitrary $p_{A}$ is a 9 -element vector with values from Table 1. Based on the performed discretization, there are $5^{7} \times 3^{2}=703125$ possible assignments of $p_{A}$ in total.

### 4.3 Search Spaces Sizes

According to Subsect.4.1, there is one additional variable which refers to SAT encoding type. In the cases of ASG-72 and ASG-96, this variable has 3 values, while for Bivium it has two values. According to Subsect. 4.2, there are 9 solver's variables with 703125 values in total.

In Table 2, the size of the search space for each considered pair (optimization strategy, problem) is shown.

Table 1. The parameters $\left(P_{A}\right)$ of the solver MapleLCMDistChronoBT.

| Name | Possible values | Default value |
| :--- | :--- | :--- |
| step-size-dec | $0.000001 ; 0.00001 ; 0.0001 ; 0.001 ; 0.01$ | 0.000001 |
| min-step-size | $0.01 ; 0.03 ; 0.06 ; 0.1 ; 0.3$ | 0.06 |
| cla-decay | $0.999 ; 0.95 ; 0.9 ; 0.8 ; 0.5$ | 0.999 |
| var-decay | $0.9 ; 0.8 ; 0.7 ; 0.6 ; 0.5$ | 0.8 |
| step-size | $0.1 ; 0.2 ; 0.3 ; 0.4 ; 0.5$ | 0.4 |
| chrono | $-1,10,100,1000,10000$ | 100 |
| confl-to-chrono | $1000,2000,4000,8000,16000$ | 4000 |
| ccmin-mode | $0,1,2$ | 2 |
| phase-saving | $0,1,2$ | 2 |

Table 2. Search spaces sizes for each pair (strategy, problem).

|  | Standard | Extended | Combined |
| :--- | :--- | :--- | :--- |
| ASG-72 | $2^{72}$ | $2^{72} \times 2109375$ | $2^{72}$, then 2109375 |
| ASG-96 | $2^{96}$ | $2^{96} \times 2109375$ | $2^{96}$, then 2 109 375 |
| Bivium | $2^{177}$ | $2^{177} \times 1406250$ | $2^{177}$, then 1406250 |

## 5 Computational Experiments

To solve three black-box optimization problems, described in Sect. 4, three optimization strategies from Sect. 3 were used: Standard, Extended and Combined. Let us remind, that the Standard strategy have been already used in previous studies, while to the best of our knowledge the Extended and Combined strategies are proposed in this paper.

To minimize the objective functions (1), (2), (3), the SMAC (sequential model-based algorithm configuration) [18] tool was chosen. SMAC is an implementation of the Sequential Model-based optimization (SMBO) framework [21]. According to SMBO, a regression model is constructed, that predicts values of an objective function and as a result recommends in which points an objective function should be calculated. SMAC's prediction model is based on the random forest machine learning algorithm [6]. SMAC can be used for optimizing costly discrete black-box functions. The additional reason why SMAC was chosen is that it has been widely used for tuning SAT solving algorithms (see [11, 19]). Note, that in two optimization strategies out of three (Combined and Extended) it is in fact required to solve a similar problem - to tune SAT solver's parameters.

The objective functions were implemented on the basis of the ALIAS tool [22]. This tool was configured to work with the MapleLCMDistChronoBT sequential SAT solver [28] which was briefly described in Subsect. 4.2.

All the experiments were conducted on the "Academician V.M. Matrosov" computing cluster [8]. Each computational node of this cluster is equipped with $2 \times 18$-core Intel Xeon E5-2695 CPUs and 128 Gb RAM. In all experiments SMAC operated on 1 computing node. While ALIAS calculates the Monte Carlo estimation in the multi-threaded mode, at each moment of time SMAC operates with exactly one point from a search space.

In all experiments $N$ was equal to 1000 , so the SAT solver needed to solve 1000 simplified versions of an original instance to obtain a Monte-Carlo-based objective function value at a point. Since SAT solvers are essentially heuristic algorithms, they can work for very large amounts of time during the calculation of the objective function value at some point. That is why the time limit on the SAT solver runtime was introduced. If for any subproblem from a random sample the runtime of SAT solver exceeded the imposed time limit, the processing of the sample was interrupted with the objective function value set to $1 e 100$. Two values of time limit were tried: 5 s and 10 s . It turned out, that this parameter is quite important.

Since all the objective functions are stochastic (see Sect.3), SMAC was launched 3 times on each configuration (problem, optimization strategy, time limit) on one cluster's computational node (i.e. on 36 CPU cores) to alleviate the effect of randomness. As it is recommended by SMAC's developers, each launch was for one day. Thus, $3 \times 3 \times 2 \times 3=541$-day launches were performed in total. Note, that in the case of the Combined strategy, the function (1) was first minimized for 12 h , then the point with the best found estimation was used as a starting point for minimizing function (3) for another 12 h . The obtained results are shown in Table 3. The best results for each of three optimization problems are marked with bold.

Table 3. Objective functions values found by different strategies for ASG-72, ASG-96 and Bivium. The best values are marked with bold.

| Strategy | Solver limit 10 s |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | Solver limit 5s |  |  |  |  |  |  |
|  | Launch 1 | Launch 2 | Launch 3 | Launch 1 | Launch 2 | Launch 3 |  |
| ASG-72 |  |  |  |  |  |  |  |
| Standard | $3.42 \mathrm{e}+7$ | $1.49 \mathrm{e}+7$ | $2.2 \mathrm{e}+7$ | $7.47 \mathrm{e}+6$ | $\mathbf{2 . 2 6 e}+\mathbf{6}$ | $7.62 \mathrm{e}+6$ |  |
| Extended | $3.6 \mathrm{e}+7$ | $3.14 \mathrm{e}+7$ | $9.19 \mathrm{e}+6$ | $4.99 \mathrm{e}+7$ | $2.23 \mathrm{e}+7$ | $1.53 \mathrm{e}+7$ |  |
| Combined | $3.8 \mathrm{e}+6$ | $3.6 \mathrm{e}+6$ | $1.98 \mathrm{e}+7$ | $1.42 \mathrm{e}+7$ | $1.34 \mathrm{e}+7$ | $4.01 \mathrm{e}+6$ |  |
| ASG-96 |  |  |  |  |  |  |  |
| Standard | $1.73 \mathrm{e}+11$ | $3.19 \mathrm{e}+10$ | $4.82 \mathrm{e}+11$ | $3.07 \mathrm{e}+11$ | $4.29 \mathrm{e}+11$ | $1.41 \mathrm{e}+12$ |  |
| Extended | $\mathbf{7 . 2 6 e}+\mathbf{9}$ | $1.52 \mathrm{e}+11$ | $2.38 \mathrm{e}+11$ | $2.6 \mathrm{e}+11$ | $7.8 \mathrm{e}+11$ | $5.95 \mathrm{e}+11$ |  |
| Combined | $1.33 \mathrm{e}+10$ | $3.23 \mathrm{e}+11$ | $7.99 \mathrm{e}+10$ | $1.07 \mathrm{e}+11$ | $6.36 \mathrm{e}+11$ | $4.85 \mathrm{e}+11$ |  |
| Bivium |  |  |  |  |  |  |  |
| Standard | $3.27 \mathrm{e}+19$ | $2.95 \mathrm{e}+19$ | $3.49 \mathrm{e}+19$ | $2.4 \mathrm{e}+19$ | $9.18 \mathrm{e}+18$ | $1.1 \mathrm{e}+19$ |  |
| Extended | $1.14 \mathrm{e}+19$ | $9.25 \mathrm{e}+18$ | $7.99 \mathrm{e}+18$ | $7.72 \mathrm{e}+18$ | $\mathbf{4 . 2 7 e}+\mathbf{1 8}$ | $8.88 \mathrm{e}+18$ |  |
| Combined | $4.3 \mathrm{e}+19$ | $1.59 \mathrm{e}+19$ | $5.74 \mathrm{e}+19$ | $1.82 \mathrm{e}+19$ | $4.46 \mathrm{e}+19$ | $1.55 \mathrm{e}+19$ |  |

Results from Table 3 are also shown in Figs. 1, 2 and 3. The best results for each pair (problem, solver time limit) are marked with a horizontal gold dotted line.

In Table 4 the number of calculations of the objective functions performed by SMAC is shown. For the Combined strategy, the numbers for both stages are presented.

Note, that while 24 h on 36 CPU cores were given for SMAC in all launches (that is similar to 864 h on 1 CPU core), the number of calculations did not exceed 5000 in each launch. To perform one calculation of an objective function, it took about $10-40 \mathrm{~m}$ (on 1 CPU core) on average. Thus, all three objective functions are extremely costly.


Fig. 1. Results of 3 launches of each strategy on ASG-72.


Fig. 2. Results of 3 launches of each strategy on ASG-96.


Fig. 3. Results of 3 launches of each strategy on Bivium.

According to the results, on ASG-72 the Standard strategy found the best runtime estimation. As for ASG-96 and Bivium, the best results were achieved by the Extended strategy. It should be noted, that on Bivium this strategy is better than two others on all performed launches. The Combined strategy also showed promising results. In particular, for ASG-96 it is better than the Standard strategy. It turned out, that the solver time limit is very important. On ASG-72 and Bivium the time limit of 5 s allowed to find better estimations than for 10 s , while it is vice versa on ASG-96.

It should be specifically noted, that the best found runtime estimations for ASG-72, ASG-96 and Bivium are worse than state-of-the-art. The main reason is that we used an independent call of the SAT solver for each subinstance from the considered random samples. It means that for each subinstance the solver had to read the corresponding CNF anew. As a result, it took a lot of additional computational resources. Moreover, the time required for reading CNFs was considered as a part of the total runtime, and for some decompositions it lead to

Table 4. The number of calculations of the objective functions performed by SMAC. For the Combined strategy, the numbers of two stages are divided by " + ".

| Strategy | Solver limit 10s |  |  |  |  | Solver limit 5s |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
|  | Launch 1 | Launch 2 | Launch 3 | Launch 1 | Launch 2 | Launch 3 |  |  |
|  |  |  |  |  |  |  |  |  |
|  | 4147 | 4199 | 4183 | 1343 | 1612 | 1635 |  |  |
|  | 2544 | 2513 | 1549 | 2236 | 1765 | 2241 |  |  |
|  | $969+780$ | $728+555$ | $729+557$ | $969+1630$ | $728+3461$ | $729+794$ |  |  |
| ASG-96 |  |  |  |  |  |  |  |  |
| Standard | 2342 | 2331 | 2351 | 2502 | 2539 | 2534 |  |  |
| Extended | 2111 | 3120 | 3121 | 2777 | 2813 | 2877 |  |  |
| Combined | $671+460$ | $1102+815$ | $1101+880$ | $1185+1786$ | $1256+1831$ | $1237+1775$ |  |  |
| Bivium |  |  |  |  |  |  |  |  |
| Standard | 2173 | 2229 | 2234 | 2902 | 2903 | 2884 |  |  |
| Extended | 2186 | 2190 | 2189 | 4155 | 4183 | 4204 |  |  |
| Combined | $1125+829$ | $1127+818$ | $1128+815$ | $1124+3424$ | $1116+2523$ | $941+2666$ |  |  |

overly pessimistic estimations. However, the goal of this study was to compare several search spaces in the similar conditions, and this goal was achieved. In the nearest future, we are planning to improve the proposed approach by handling the mentioned drawback.

## 6 Discussion

The present study is a step forward in solving hard SAT instances by black-box optimization methods. The related works are discussed below.

The local search metaheuristics have been widely used for cryptanalysis. In [23] the cryptanalysis of several polyalphabetic ciphers was performed using the hill climbing and simulated annealing algorithms. In [5], an algebraic cryptanalysis of the Trivium stream cipher was considered as an optimization problem, which was also studied by hill climbing and simulated annealing. In [37], Mixed Integer Linear Programming was used to find guessing strategies for algebraic cryptanalysis of the block cipher EPCBC.

In [25], a stochastic local search algorithm was used to solve hard cryptanalysis problems in the SAT form. In [32] the SAT-based cryptanalysis of the stream ciphers A5/1, Bivium and Grain was considered as an optimization problem, which in turn was solved by a tabu search algorithm. The objective function minimized in that paper is essentially the objective function (1), described in Sect. 3 in detail. In [34], a completely different objective function combined with the similar optimization algorithm were used to analyze the Magma and AES-128 block ciphers and the Trivium stream cipher. Implicitly, the objective function (1) was also employed to analyze the block cipher GOST and several
keystream generators (Crypto-1, Hitag2, A5/1, Bivium) [9,10, 26, 33, 35], but in these papers the sets for decomposing an original SAT instance were constructed manually.

To the best of our knowledge one of the first examples of the study of different SAT encodings for cryptanalysis instances are the papers [29,40]. In [40], the alternating step generator and two of its modifications were analyzed using SAT. An objective function based on a modified version of (1) was minimized by a hill climbing algorithm. The master thesis [29] is devoted to the analysis of SATbased cryptanalysis of the SHA-1 hash function.

Generally speaking, each objective function, considered in this study, can be minimized by any discrete black-box optimization algorithm that suits for costly functions: evolutionary [1] algorithm; genetic algorithm [38]; variable neighborhood search [16]; tabu search [13].

The SMAC tool has been widely used for tuning SAT solving algorithms (see, e.g., [11]). It was used as one of the automated algorithm configuration tools on the Configurable SAT Solver Challenge [19] in 2014, where the solvers were compared by the performance achieved after a fully automated configuration step. SMAC was applied to the problem of finding good decompositions for SAT solving in $[22,41]$.

As far as the authors are aware, the extended search space, that includes not only decomposition set, but also SAT solver and SAT encoding parameters, for optimizing the black-box function that estimates the runtime of divide-andconquer SAT solving was considered for the first time in the present paper.

## 7 Conclusions and Future Work

In the present paper, an improvement on the stochastic discrete black-box optimization for SAT solving was made. Two new optimization strategies were proposed, which are based on the usage of an extended search space. Three hard discrete black-box optimization problems were analyzed by these strategies and also by the standard one. For two out of three problems, the proposed strategies showed better results.

In the computational experiments, only SMAC algorithm was used to minimize all three considered objective functions. The main reason is that these functions are extremely costly, and we could afford a meticulous computational study of only one such algorithm. However, in the nearest future, we are planning to try several other black-box optimization algorithms, namely, local search, tabu search, evolutionary algorithm, genetic algorithm.
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#### Abstract

In this paper, abstract parabolic control systems in Hilbert space are considered. The state of the system is unknown, but there is an equation of measurement in discrete times. The initial state and disturbances are restricted by joint integral constraints. According to measurements, the information set is introduced that contains the true state of the system. This set includes all the states of the system that are compatible with the measurements. The preliminary aim of control consists in minimization of the terminal criterion depending of the information set. We suggest some statements of the problem based on the separation of control and observation processes. The optimal instants of transition from estimation to control are looked for as well. The approach is applied to distributed systems with partial derivatives and to systems with the deviation of time of retarded and neutral types. The approximation scheme are suggested and examples are considered.
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## 1 Introduction and Preliminaries

First of all we indicate that problems of control under incomplete information were investigated in many books and papers [3-8]. The authors use either the stochastic approach [7] or the minimax deterministic one going back to [3] and developed in subsequent works. We keep to the deterministic problem formulation in $[3,4]$. Similar formulations were used and modified in [9-11]. In this work, we continue and complement $[12,13]$ trying to generalize some results from $[14,15]$ on the case of infinite-dimensional systems. The algorithm of solution is developed and special cases are considered for parabolic and hyperbolic partial differential systems. Examples are examined. We consider also finite dimensional and numerical approximations for the problem.

### 1.1 Weak Solutions of Evolutionary Systems

Let $V, H$ be two real Hilbert spaces with norms $\|\cdot\|$ and $|\cdot|$ respectively. Suppose that $V \subset H, V$ is dense imbedded in $H$ and separable, $|v| \leq \gamma\|v\|$
for every $v \in V$. The last inequality means that the imbedding $V$ into $H$ is continuous and the dual space $V^{*}$ contains $H^{*}=H$. The spaces $H$ and $H^{*}$ are identified. Let further $a(u, v)$ be a continuous, bilinear and coercive form on $V$, such that $a(v, v) \geq \alpha\|v\|^{2}, \forall v \in V$.

Let a function $f:[0, T] \rightarrow H$ be measurable and $\int_{0}^{T}\|f(t)\|^{2} d t<\infty$. For every point $z_{0} \in H$ there exists a unique continuous in $H$ function $z(t) \in V$, $t>0$, such that

$$
\begin{equation*}
d\langle z(t), v\rangle / d t+a(z(t), v)=\langle f(t), v\rangle, \quad \forall v \in V, \quad z(0)=z_{0} . \tag{1}
\end{equation*}
$$

Here $z(t)$ is implicitly supposed to be weakly absolutely continuous (see [1]).
The form $a(u, v)$ defines a linear continuous operator $u \rightarrow A u \in V^{*}$ according to the equality $a(u, v)=\langle A u, v\rangle$. Define by $D(A)$ the set of all elements $h \in V$, for which $A h \in H \subset V^{*}$. The operator $-A$ on $H$ is an infinitesimal closed generator for some strongly continuous semigroup $S(t): H \rightarrow H$ (see [1, 2]). Besides the solution of (1) has a form

$$
\begin{equation*}
z(t)=S(t) z_{0}+\int_{0}^{t} S(t-s) f(s) d s \tag{2}
\end{equation*}
$$

where the integral is understood in Bochner's sense [2]. Remark that the solution of (1) may be considered as a generalized solution of Cauchy problem

$$
\begin{equation*}
\dot{z}+A z=f(t), \quad z(0)=z_{0} \in H . \tag{3}
\end{equation*}
$$

The generalized solution of (3) exists, is unique and may be represented by (2). The solution $z(t)$ is weakly differentiable in $H$, i.e. the weak $\operatorname{limit}_{\lim }^{\delta \rightarrow 0} 0(z(t+$ $\delta)-z(t)) / \delta=d z(t) / d t$ there exists a.e. on $[0, T]$ in weak topology of $H$.

## 2 The System and Measurements

Consider a controlled system of the form

$$
\begin{equation*}
\dot{z}+A z=B u(t)+C \xi(t), \quad z \in H . \tag{4}
\end{equation*}
$$

Suppose that the operator $A$ is defined by continuous bilinear form $a(u, v)$ given on a separable Hilbert space $V \subset H ; B$ and $C$ are continuous linear operators from Hilbert spaces $H_{1}$ and $H_{2}$ to the $H$, respectively. Let $L_{2}\left(0, T, H_{i}\right)$ be the Hilbert space of weakly measurable functions $f(t) \in H_{i}$ such that $\int_{0}^{T}\|f(t)\|^{2} d t \leq$ $\infty$. According to Subsect.1.1, an each pair of functions $u(\cdot) \in L_{2}\left(0, T ; H_{1}\right)$ and $\xi(\cdot) \in L_{2}\left(0, T ; H_{2}\right)$ along with an initial state $z_{0} \in H$ defines a unique weak solution $z\left(t ; z_{0}, u, \xi\right)$ of (4). This solution satisfies the equation

$$
d\langle z(t), v\rangle / d t+a(z(t), v)=\langle B u(t)+C \xi(t), v\rangle, \quad \forall v \in V, \quad z(0)=z_{0},
$$

and may be represented as

$$
\begin{equation*}
z(t)=S(t) z_{0}+\int_{0}^{t} S(t-s)(B u(s)+C \xi(s)) d s \tag{5}
\end{equation*}
$$

In what follows the state $z(t)$ of (4) or (5) is unknown. The available information about it may be described as follows. Given a uniform partition $0=t_{0}<t_{1}<$ $\cdots<t_{N}=T$ of $[0, T], t_{i}-t_{i-1}=T / N=\delta$, at the instants $t_{i}$ a vector $y_{i}=$ $G z\left(t_{i-1}\right)+w_{i}$ is observed, where $G: H \rightarrow R^{m}$ is a finite-dimensional linear operator. Unknown disturbances $\xi(\cdot)$, the initial state $z_{0}$, and vectors $w_{i}$ are restricted by the joint constraint

$$
\begin{equation*}
\left\|z_{0}\right\|_{P_{0}}^{2}+\int_{0}^{T}\|\xi(t)\|_{Q}^{2} d t+\sum_{i=1}^{N}\left\|w_{i}\right\|_{R}^{2} \leq 1 \tag{6}
\end{equation*}
$$

Here and further we use the notation $\|u\|_{F}^{2}=\langle u, F u\rangle$ for a self-adjoint positive and coercive operator $F ;\langle\cdot, \cdot\rangle$ is an inner product in the corresponding space. The operators $P_{0}, Q$, and the matrix $R$ are supposed to be similar to $F$. Besides, we have a constraint on the control $u(\cdot)$ :

$$
\begin{equation*}
\int_{0}^{T}\|u(t)\|_{F}^{2} d t \leq 1 \tag{7}
\end{equation*}
$$

### 2.1 Transformation to a Discrete-Time System

System (5) with measurements and controls may be represented in a discretetime form

$$
\begin{gather*}
z_{i}=S z_{i-1}+\eta_{i}+\xi_{i}, \quad \text { where } S=S(\delta), \quad z_{i}=z\left(t_{i}\right)  \tag{8}\\
\eta_{i}=\int_{t_{i-1}}^{t_{i}} S\left(t_{i}-s\right) B u(s) d s, \quad \xi_{i}=\int_{t_{i-1}}^{t_{i}} S\left(t_{i}-s\right) C \xi(s) d s \\
y_{i}=G z_{i-1}+w_{i}, \quad i \in 1: N .
\end{gather*}
$$

Let us derive constraints on parameters in (8). Denote by $\xi_{i}^{N}$ the set of elements $\left\{\xi_{i}, \ldots, \xi_{N}\right\}$. The symbol $w_{i}^{N}$ has the same meaning. If $i=1$, we write $\xi^{N}=$ $\xi_{1}^{N}$. Find first the support function (see, for example, [6]) of all the parameters $\left\{z_{0}, \xi^{N}, w^{N}\right\}$ according to constraints (6). Let $\chi_{A}(s)$ be a characteristic function. We have

$$
\begin{aligned}
& \max _{z_{0}, \xi(\cdot), w^{N}}\left\{\left\langle k, z_{0}\right\rangle+\sum_{i=1}^{N}\left(\left\langle l_{i}, \xi_{i}\right\rangle+\left\langle m_{i}, w_{i}\right\rangle\right)\right\} \\
& =\max _{z_{0}, \xi(\cdot), w^{N}}\left\{\left\langle k, z_{0}\right\rangle+\int_{0}^{T}\left\langle\sum_{i=1}^{N} \chi_{\left[t_{i-1}, t_{i}\right]}(s) C^{*} S^{*}\left(t_{i}-s\right) l_{i}, \xi(s)\right\rangle d s+\sum_{i=1}^{N}\left\langle m_{i}, w_{i}\right\rangle\right\} \\
& =\sqrt{\left\langle k, P_{0}^{-1} k\right\rangle+\sum_{i=1}^{N}\left(\left\langle l_{i}, \mathbf{C} l_{i}\right\rangle+\left\langle m_{i}, R^{-1} m_{i}\right\rangle\right)}
\end{aligned}
$$

where the self-adjoint positive operator $\mathbf{C}$ is defined as

$$
\begin{aligned}
& \mathbf{C} l=\int_{0}^{\delta} S(\delta-s) C Q^{-1} C^{*} S^{*}(\delta-s) l d s \\
& =\int_{t_{i-1}}^{t_{i}} S\left(t_{i}-s\right) C Q^{-1} C^{*} S^{*}\left(t_{i}-s\right) l d s
\end{aligned}
$$

that does not depend on $i$. Doing the same with the control, we obtain

$$
\begin{gathered}
\max _{u(\cdot)}\left\{\sum_{i=1}^{N}\left\langle l_{i}, \eta_{i}\right\rangle\right\}=\max _{u(\cdot)}\left\{\int_{0}^{T}\left\langle\sum_{i=1}^{N} \chi_{\left[t_{i-1}, t_{i}\right]}(s) B^{*} S^{*}\left(t_{i}-s\right) l_{i}, u(s)\right\rangle d s\right\} \\
=\sqrt{\sum_{i=1}^{N}\left(\left\langle l_{i}, \mathbf{B} l_{i}\right\rangle\right)}
\end{gathered}
$$

where the self-adjoint positive operator $\mathbf{B}$ is defined as

$$
\begin{equation*}
\mathbf{B} l=\int_{0}^{\delta} S(\delta-s) B F^{-1} B^{*} S^{*}(\delta-s) l d s \tag{9}
\end{equation*}
$$

Now defining $\mathbb{B}=\mathbf{B}^{1 / 2}$ and $\mathbb{C}=\mathbf{C}^{1 / 2}$ we come to the conclusion.
Lemma 1. The discrete-time system (8) with constraints (6), (7) is equivalent to the system

$$
\begin{gather*}
z_{i}=S z_{i-1}+\mathbb{B} u_{i}+\mathbb{C} v_{i}, \quad \text { with constraints }  \tag{10}\\
\sum_{i=1}^{N}\left\|u_{i}\right\|^{2} \leq 1, \quad\left\|z_{0}\right\|_{P_{0}}^{2}+\sum_{i=1}^{N}\left(\left\|v_{i}\right\|^{2}+\left\|w_{i}\right\|_{R}^{2}\right) \leq 1 \\
y_{i}=G_{i} z_{i-1}+w_{i}, \quad i \in 1: N .
\end{gather*}
$$

Proof. It follows from the fact that the support functions of the sets $\left\{\mathbb{B} u^{N}\right\}$ and $\left\{z_{0}, \mathbb{C} v^{N}, w^{N}\right\}$ coincide with functions found above.

Note that the states $z_{i}$ of system (10) are not the approximations of $z\left(t_{i}\right)$. We have the equality $z_{i}=z\left(t_{i}\right)$ under some parameters in the systems.

## 3 Estimation for Discrete-Time Evolutionary Systems

For system (10) the information set $\mathcal{Z}_{j}(y, u)$ (see [4]) is defined as follows.
Definition 1. The set $\mathcal{Z}_{j}(y, u) \subset H$ is said to be informational if it consists of all vectors $z_{j}$ for which there exist elements $z_{0}, v_{i}, w_{i}$, such that Eq. (10) are fulfilled for all $i \in 1: j$, constraints in (10) hold, and measurements $y_{i}=$ $G z_{i-1}+w_{i}$ are valid for all $i \in 1: j$.

Introduce the linear operator $\mathbb{S}(z, v)=S z+\mathbb{C} v$. The representation of $\mathcal{Z}_{i}(y, u)$ is given by

Theorem 1. The information set is the ellipsoid $\mathcal{Z}_{i}(y, u)=\left\{z:\left\|z-\hat{z}_{i}\right\|_{P_{i}}^{2}+h_{i} \leq\right.$ $1\}$ with parameters given by the formulas

$$
\begin{align*}
P_{i}^{-1} & =S J_{i}^{-1} S^{*}+\mathbf{C}, \quad J_{i}=P_{i-1}+G^{*} R G  \tag{11}\\
\hat{z}_{i} & =\mathbb{B} u_{i}+S \check{z}_{i}, \quad \check{z}_{i}=\hat{z}_{i-1}+J_{i}^{-1} G^{*} R\left(y_{i}-G \hat{z}_{i-1}\right), \\
\hat{z}_{0} & =0, \quad h_{i}=h_{i-1}+\left\|y_{i}-G \hat{z}_{i-1}\right\|_{\mathcal{G}_{i}}^{2} \\
h_{0} & =0, \quad \mathcal{G}_{i}^{-1}=G P_{i-1}^{-1} G^{*}+R^{-1}
\end{align*}
$$

The sum $\left\|z-\hat{z}_{i}\right\|_{P_{i}}^{2}+h_{i}$ is a minimum of relation $\left\|z_{0}\right\|_{P_{0}}^{2}+\sum_{j=1}^{i}\left(\left\|v_{j}\right\|^{2}+\left\|w_{j}\right\|_{R}^{2}\right)$ under the assumption that parameters $z_{0}, v_{j}, w_{j}$ submit the boundary condition $z_{i}=z$ due to Eq. (10).

Proof. Theorem 1 may be proved by induction. Let $u_{i}=0$ and $F_{i}(z, v)=\|v\|^{2}+$ $\left\|y_{i}-G z\right\|_{R}^{2}$. Introduce some axillary sets and functions:

$$
\begin{align*}
\mathcal{V}_{i}(y) & =\left\{(z, v) \in H \times H: V_{i-1}(z)+F_{i}(z, v) \leq 1\right\}, \\
\mathcal{Z}_{i}(y) & =\mathbb{S} \mathcal{V}_{i}(y), \quad V_{0}(z)=\|z\|_{P_{0}}^{2}, \quad i \in 1: N \\
V_{i}\left(z_{i}\right) & =\left\{\begin{array}{cl}
\min _{(z, v) \in \mathcal{V}_{i}(y)}\left\{V_{i-1}(z)+F_{i}(z, v): z_{i}=\mathbb{S}(z, v)\right\}, & z_{i} \in \mathcal{Z}_{i}(y), \\
2, & z_{i} \notin \mathcal{Z}_{i}(y)
\end{array}\right. \tag{12}
\end{align*}
$$

The set $\mathcal{V}_{i}(y)$ is said to be compartible with signal at the instant $i$, the set $\mathcal{Z}_{i}(y)$ is informational at the instant $i$. So, the sets $\mathcal{Z}_{i}(y)$ are images of $\mathcal{V}_{i}(y)$ according to (10). Let the signal $y^{N}$ be realized under the elements $z_{0}^{*}, v_{i}^{*}, w_{i}^{*}, i \in 1: N$. Then the constraints in (10) are fulfilled with these elements. We assert that sets $\mathcal{V}_{i}(y)$ and $\mathcal{Z}_{i}(y)$ are not empty for all $i \in 1: N$. The function $V_{i}\left(z_{i}\right)$ is equal to the minimum of functional $\tilde{F}_{i}\left(z_{0}, v^{i}, y\right)=\left\|z_{0}\right\|_{P_{0}}^{2}+\sum_{j=1}^{i} F_{j}\left(z_{j-1}, v_{j}\right)$ over all the elements $z_{0}, v^{i}$, satisfying to (10) and the boundary condition $z_{i}=\mathbb{S}\left(z_{i-1}, v_{i}\right)$. The informational sets $\mathcal{Z}_{i}(y)$ are expressed by the inequality $\mathcal{Z}_{i}(y)=\{z \in H$ : $\left.V_{i}(z) \leq 1\right\}$. Note that the functional $\tilde{F}_{i}\left(z_{0}^{*}, v^{i *}, y\right) \leq 1$ for all $i \in 1: N$. Therefore, the pair $\left(z_{i-1}^{*}, v_{i}^{*}\right) \in \mathcal{V}_{i}(y)$ and the element $z_{i}^{*} \in \mathcal{Z}_{i}(y) \forall i$. The sets in (12) are not empty. The relation $\mathcal{Z}_{i}(y)=\left\{z \in H: V_{i}(z) \leq 1\right\}$ is obvious for $i=1$. Indeed, we have

$$
\begin{gathered}
\mathcal{V}_{1}(y)=\left\{(z, v):\|z\|_{P_{0}}^{2}+\|v\|^{2}+\left\|y_{1}-G z\right\|_{R}^{2}=\left\|z-\check{z}_{1}\right\|_{J_{1}}^{2}+\|v\|^{2}+h_{1} \leq 1\right\}, \\
\mathcal{Z}_{1}(y)=\mathbb{S V}_{1}(y)=\left\{z:\left\|z-\hat{z}_{1}\right\|_{P_{1}}^{2}+h_{1}=V_{1}(z) \leq 1\right\}
\end{gathered}
$$

Here we use the known inverse operator formula $R-R G\left(P+G^{*} R G\right)^{-1} G^{*} R=$ $\left(R^{-1}+G P^{-1} G^{*}\right)^{-1}$. Let the relation $\mathcal{Z}_{i-1}(y)=\left\{x \in H: V_{i-1}(x) \leq 1\right\}$ be valid and formulas (11), (12), $i \geq 2$, be fulfilled for $i-1$. Now, from (12) it follows that the inclusion $z_{i} \in \mathcal{Z}_{i}(y)$ results in the existence of pair $\left(z_{i-1}, v_{i}\right) \in \mathcal{V}_{i}(y)$, for which $z_{i}=\mathbb{S}\left(z_{i-1}, v_{i}\right)$. Therefore, $V_{i}\left(z_{i}\right) \leq 1$. Conversely, if the last inequality is valid, then by definition there exists a pair such that $z_{i}=\mathbb{S}\left(z_{i-1}, v_{i}\right) \in$ $\mathbb{S} \mathcal{V}_{i}(y)=\mathcal{Z}_{i}(y)$. Moving back in indexes, we obtain that the inclusion $z \in \mathcal{Z}_{i}(y)$ is equivalent to the existence of the set $\left(z_{0}, v^{i}\right)$, for which $\tilde{F}_{i}\left(z_{0}, v^{i}, y\right) \leq 1$ and
$z=\mathbb{S}\left(z_{i-1}, v_{i}\right)$ under Eq. (10). So, we get $\min _{z_{0}, v^{i}} \tilde{F}_{i}\left(z_{0}, v^{i}, y\right)=V_{i}(z)$ under the boundary condition $z=\mathbb{S}\left(z_{i-1}, v_{i}\right)$. Suppose that $V_{i-1}(z)=\left\|z-\hat{z}_{i-1}\right\|_{P_{i-1}}^{2}+h_{i-1}$, $i \geq 2$. Then

$$
\begin{gathered}
\mathcal{V}_{i}(y)=\left\{(z, v):\left\|z-\hat{z}_{i-1}\right\|_{P_{i-1}}^{2}+h_{i-1}+\|v\|^{2}+\left\|y_{i}-G z\right\|_{R}^{2}\right. \\
\left.=\left\|z-\check{z}_{i}\right\|_{J_{i}}^{2}+\|v\|^{2}+h_{i} \leq 1\right\}, \\
\mathcal{Z}_{i}(y)=\mathbb{S V}_{i}(y)=\left\{z:\left\|z-\hat{z}_{i}\right\|_{P_{i}}^{2}+h_{i}=V_{i}(z) \leq 1\right\} .
\end{gathered}
$$

We see that values $y_{i}-G \hat{z}_{i-1}$ and $h_{i}$ do not depend on controls $u_{i}$. Therefore, the values $\mathbb{B} u_{i}$ are added additively only for the second equality in (11).

## 4 Problem Formulation and General Solution

We are going to formulate a problem in which processes of estimation and control are separate in time. At first the estimation is provided under given control and we get the information set $\mathcal{Z}_{i}(y, u)$. After that the minimax off-line procedure is realized. Our main control problem consists in finding of the instant $i$ of finishing observation and passing to the new control on the rest of time.

### 4.1 Minimax Off-Line Control

From now on we introduce the other compatible set $\mathbf{V}_{i}(y, u)$ of uncertain parameters consisting of all pairs $\left(z_{i}, v_{i+1}^{N}\right)$ that are compatible with the signal $y^{i}$. The projection $\operatorname{proj}_{H} \mathbf{V}_{i}(y, u)$ of the compatible set on $H$ coincides with the information set $\mathcal{Z}_{i}(y, u)$. This new compatible set is defined by the formula

$$
\mathbf{V}_{i}(y, u)=\left\{\left(z, v_{i+1}^{N}\right):\left\|z-\hat{z}_{i}\right\|_{P_{i}}^{2}+\sum_{j=i+1}^{N}\left\|v_{j}\right\|^{2} \leq 1-h_{i}\right\}
$$

where parameters are given in (11). Let $\tilde{u}=u_{i+1}^{N}$ be some controls and $\mathcal{Z}_{N}(\tilde{u} \mid$ $\mathbf{V}_{i}(y, u)$ ) be the attainability domain of first equation in (10) with respect to $\mathbf{V}_{i}(y, u)$ under given further controls $\tilde{u}$. Consider some functional $\Phi(\mathcal{Z})$ that defined on all bounded sets $\mathcal{Z} \subset H$. The primary objective of controls consists in minimization of the $\operatorname{cost} \Phi\left(\mathcal{Z}_{N}(y, u)\right)$ that depends on the information set. At the initial instant we choose optimal control $u^{N, 0}$ that solves the problem $\Phi\left(\mathcal{Z}_{N}\left(u^{N} \mid \mathbf{V}_{0}\right)\right) \rightarrow \min _{u^{N}}=r_{0}$ and after that it is corrected. Here $\mathbf{V}_{0}=$ $\left\{\left(z, v^{N}\right):\|z\|_{P_{0}}^{2}+\sum_{j=1}^{N}\left\|v_{j}\right\|^{2} \leq 1\right\}$ and the measurements are not taken into account.

At any instant $i=1, \ldots, N$ we solve the auxiliary control problem

$$
\begin{equation*}
\Phi\left(\mathcal{Z}_{N}\left(u \mid \mathbf{V}_{i}\left(y, u^{0}\right)\right)\right) \rightarrow \min _{u \in \mathbf{U}_{i}\left(u^{0}\right)}=r_{i}\left(y, u^{0}\right) \tag{13}
\end{equation*}
$$

where $u^{0}=u^{N, 0}$ is a control chosen at initial instant; $\mathbf{U}_{i}\left(u^{0}\right)$ is a set of controls after the instant $i$, i.e. $\mathbf{U}_{i}\left(u^{0}\right)=\left\{u_{i+1}^{N}: \sum_{j=i+1}^{N}\left\|u_{j}\right\|^{2} \leq 1-\sum_{j=1}^{i}\left\|u_{j}^{0}\right\|^{2}\right\}$. Suppose that there exists at least one optimal control $u_{i+1}^{N, i}$ in problem (13).

### 4.2 Finding of the Observation Stopping Time

Now we explain how to find the instant $i$ of finishing observation and passing to the new optimal control $u_{i+1}^{N, i}$ of problem (13) on the rest of time. To do the choice we compare the value $r_{i}\left(y, u^{0}\right)$ with value of forecasting

$$
\begin{equation*}
r_{i}\left(s, y^{i}, u^{s}\right)=\max _{y_{i+1}^{s} \in Y_{s, i}\left(y^{i}, u^{s}\right)} r_{s}(y, u), \tag{14}
\end{equation*}
$$

where $Y_{s, i}\left(y^{i}, u^{s}\right)=\left\{y_{i+1}^{s}\right\}$ is a set of all possible continuations of signal $y^{i}$ up to the instant $s>i$. The value (14) is the worst result of control if the system is located in the position $\left\{y^{i}, u^{i}\right\}$ and up to the instant $s$ the control $u_{i+1}^{s}$ is used. We set $r_{i}\left(i, y^{i}, u^{i}\right)=r_{i}(y, u)$. Our problem can be repeated [14,15]. Introduce one more value $\underline{r}_{i}(y, u)=\min _{s \in i: N} r_{i}\left(s, y^{i}, u^{s}\right)$. Let us be already located in position $\left\{y^{i}, u^{i}\right\}$, where $u^{i}$ is a part of control $u^{N}$ previously found. In this case, we verify the condition $\underline{r}_{i}(y, u)<r_{i}(y, u),(i \in 1: N-1)$. If this holds, then the control $u_{i+1}^{N}$ does not change. Otherwise, we pass to the new control $u_{t+1}^{N, t}$, delivering the minimum in (13). So, the first instant $i$ such that

$$
\begin{equation*}
\underline{r}_{i}(y, u) \geq r_{i}(y, u), \quad \text { where } i \in 1: N-1 \tag{15}
\end{equation*}
$$

we call the observation stopping time. In this instant $i$ the observation is stopped and we pass the optimal off-line control in problem (13).

Consider some particular cases. Let $u=u^{N, 0}$. If $\underline{r}_{1}(y, u) \geq r_{1}(y, u)$, then the observation is stopped at first instant. From the other hand, suppose that relations (15) are not valid for all $i \in 1: N-1$ and $\sum_{i=1}^{N}\left\|u_{i}^{0}\right\|^{2}<1$. In this case, the observation continues all the time, but the resource of control is not exhausted at the last instant $N$. Therefore, we can solve the minimax problem $\Phi\left(\mathcal{Z}_{N}(y, u)\right) \rightarrow \min _{u_{N}},\left\|u_{N}\right\|^{2} \leq 1-\sum_{i=1}^{N}\left\|u_{i}^{0}\right\|^{2}$, and regard optimal $\tilde{u}_{N}$ as an additional control action at the last instant.

### 4.3 An Algorithm of Repeated Correction

If we can continue observation after any stopping time, then the following algorithm of repeated correction can be proposed.

1. We find the value $r_{0}$ and optimal control $u^{N, 0}$ before any observations.
2. At $i=1$ we decide if this control has to be changed, i.e. if the value $\underline{r}_{1}\left(y, u^{N, 0}\right)<r_{1}\left(y, u^{1,0}\right)$ then the control $u^{N, 0}$ should be kept. Otherwise, we pass to the new control $u_{2}^{N, 1}$, delivering the minimum in (13).
3. In position $\left\{y^{i}, u^{i}\right\}$, where $u^{i}$ is a part of control $u^{N}$ previously found, we verify the condition (15), where $i \in 1: N-1$. If this holds, then we pass to the optimal control $u_{i+1}^{N, i}$, delivering the minimum in (13).
4. In any case, if at the last instant $N$ the inequality $\sum_{i=1}^{N}\left\|u_{i}\right\|^{2}<1$ is obtained, we solve the minimax problem $\Phi\left(\mathcal{Z}_{N}(y, u)\right) \rightarrow \min _{u_{N}},\left\|u_{N}\right\|^{2} \leq$ $1-\sum_{i=1}^{N}\left\|u_{i}\right\|^{2}$, and regard optimal $\tilde{u}_{N}$ as an additional control action at the last instant.

According to the algorithm, we obtain the sequence $\left\{\tau_{1}, \tau_{2}, \ldots\right\}$ of instants where control has been changed. This sequence depends on the signal. In particular, the sequence may be empty when observations are bad for control, or it may coincide with the set $1: N-1$, when, on the contrary, the observations give essential information. The values $r_{i}=r_{\tau_{i}}(y, u)$ form the nonincreasing sequence. Here the strong inequalities $r_{i}>r_{i+1}$ hold if $\tau_{i+1}-\tau_{i} \geq 2$. In the case $\tau_{i+1}-\tau_{i}=1$ the strong inequality $r_{i}>r_{i+1}$ holds if and only if the signal $y_{\tau_{i+1}}$ is not the worst.

Instead of inequality (15) at every instant $i<N$, we may check the simpler condition $r_{t}\left(t+1, y^{t}, u^{t+1}\right)<r_{t}(y, u)$. If it is fulfilled, then the control $u_{t+1}^{N}$ does not change. Otherwise, we pass to the new control $u_{t+1}^{N, t}$ in problem (13).

## 5 A Special Case of the Terminal Cost

Let the terminal functional has the form $\Phi(\mathcal{Z})=\max _{z \in \mathcal{Z}}\|\Delta z\|$, where $\Delta: H \rightarrow$ $R^{k}$ is a linear finite-dimensional operator and $\|\cdot\|$ is the Euclidean norm. In this case, we can obtain formulas (13)-(15) in more detail.

First of all we describe all the continuations of the signal.
Lemma 2. A signal $y_{i+1}^{s}$ is a continuation of the signal $y^{i}$ iff there exists a sequence $\varphi_{i+1}^{s}$ such that $\sum_{j=i+1}^{s}\left\|\varphi_{i}\right\|_{\mathcal{G}_{i}}^{2} \leq 1-h_{i}$, and $\hat{z}_{j}=\mathbb{B} u_{j}+S\left(\hat{z}_{j-1}+\right.$ $\left.J_{j}^{-1} G^{*} R \varphi_{j}\right), \quad y_{j}=G \hat{z}_{j-1}+\varphi_{j}$, for $j \in i+1: s$.
This lemma follows from Eq. (12). Below we use vectors $l \in R^{k}$ as column-vectors and the symbol $l^{\prime}$ is used for row-vector. Then we have the relation

$$
\begin{align*}
r_{i}(y, u)= & \max _{l^{\prime} l \leq 1}\left\{\gamma_{i}(l) \hat{z}_{i}-\left(1-\sum_{j=1}^{i}\left\|u_{i}\right\|^{2}\right)^{1 / 2}\left(\sum_{j=i+1}^{N} \gamma_{j}(l) \mathbf{B} \gamma_{i}^{*}(l)\right)^{1 / 2}\right. \\
& \left.+\left(1-h_{i}\right)^{1 / 2}\left(\pi_{0}(i)\left(1-l^{\prime} l\right)+l^{\prime} \Delta P_{N, i} \Delta^{*} l\right)^{1 / 2}\right\} \tag{16}
\end{align*}
$$

where $\gamma_{j}(l)=\gamma_{j+1}(l) S, \gamma_{N}(l)=l^{\prime} \Delta ; P_{j, i}=S P_{j-1, i} S^{*}+\mathbf{C}, \quad P_{i, i}=$ $P_{i}^{-1} ; \pi_{0}(i)=\max _{l^{\prime} l \leq 1} l^{\prime} \Delta P_{N, i} \Delta^{*} l$. Using Lemma 2, we obtain

$$
\begin{align*}
& r_{i}\left(s, y^{i}, u^{i}\right)=\max _{l^{\prime} l \leq 1}\left\{\gamma_{i}(l) \hat{z}_{i}+\sum_{j=i+1}^{s} \gamma_{j}(l) \mathbb{B} u_{j}-\left(1-\sum_{i=1}^{s}\left\|u_{i}\right\|^{2}\right)^{1 / 2}\right. \\
& \left.\quad\left(\sum_{j=s+1}^{N} \gamma_{j}(l) \mathbf{B} \gamma_{j}^{*}(l)\right)^{1 / 2}+\left(1-h_{i}\right)^{1 / 2}\left(\pi_{0}(s)\left(1-l^{\prime} l\right)+l^{\prime} \Delta P_{N, i} \Delta^{*} l\right)^{1 / 2}\right\} . \tag{17}
\end{align*}
$$

Formulas (16)-(17) are established similarly to [4,9]. In addition, let us note that optimal control is on the formula

$$
u_{j}^{0}=-\mathbb{B} \gamma_{j}^{*}\left(l^{0}\right)\left(1-\sum_{i=1}^{j}\left\|u_{i}\right\|^{2}\right)^{1 / 2}\left(\sum_{i=j+1}^{N} \gamma_{i}\left(l^{0}\right) \mathbf{B} \gamma_{i}^{*}\left(l^{0}\right)\right)^{-1 / 2}, \quad j>i
$$

where $l^{0}$ is a maximizer in formula (16) which does not convert the corresponding sum into zero.

## 6 A Finite-Dimensional Approximation

Let us return to general relations in Sect. 1, where $V$ is a separable Hilbert space and $a(u, v)$ is a bilinear form with properties:

$$
\begin{equation*}
a(v, v) \geq \alpha\|v\|^{2}, \quad a(u, v) \leq \beta\|u\|\|v\| . \tag{18}
\end{equation*}
$$

Given finite-dimensional subspace $\mathcal{F} \subset V$, define Ritz's projector $\Pi: V \rightarrow \mathcal{F}$ as $a(v, u-\Pi u)=0, \forall v \in \mathcal{F}$ (see [16]). The following estimate holds:

$$
\begin{equation*}
\|u-\Pi u\| \leq \beta d(u, \mathcal{F}) / \alpha, \quad \text { where } \quad d(u, \mathcal{F})=\min _{v \in \mathcal{F}}\|u-v\| \tag{19}
\end{equation*}
$$

Consider an increasing sequence $\mathcal{F}^{n}$ of finite-dimensional subspaces $\mathcal{F}^{n} \subset$ $\mathcal{F}^{n+1} \subset V$ such that the distance $d\left(u, \mathcal{F}^{n}\right) \rightarrow 0$ as $n \rightarrow \infty \forall u \in V$. Such a sequence is called complete. The proof of following lemma may be found in [16] or somewhere.

Lemma 3. Let $u:[0, T] \rightarrow V$ be a continuous function and $\mathcal{F}^{n}$ be a complete sequence of finite-dimensional subspaces. Then the real function $\left\|u(t)-\Pi^{n} u(t)\right\|$ tends to zero uniformly in $t \in[0, T]$, where $\Pi^{n}: V \rightarrow \mathcal{F}^{n}$ is the Ritz projector.

Let $H$ be another Hilbert space and let the space $V \subset H$ be densely imbedded in $H$ as in Sect. 1. The linear operator $A$ with a dense domain $D(A) \subset V$ has been defined as $a(u, v)=\langle A u, v\rangle_{H}, \forall v \in V$. The dual operator $A^{*}$ is defined by the relation $a(u, v)=\left\langle u, A^{*} v\right\rangle_{H}, \forall u \in V$. The operator $-A^{*}$ is a infinitesimal generator for the semigroup $S^{*}(t)$ (see, for example, [17]). In addition, the function $\psi(t)=S^{*}(t) \psi$, where $\psi \in H$, is defined a weak solution of equation

$$
d\langle v, \psi(t)\rangle_{H} / d t+a(v, \psi(t))=0 \quad \forall v \in V, \quad \psi(0)=\psi
$$

This equation is similar to (1). Let us remind that the inclusion $z_{0} \in D(A)$ implies $z(t)=S(t) z_{0} \in D(A)$ for all $t \geq 0$ and

$$
\begin{equation*}
d z(t) / d t+A z(t)=0 \tag{20}
\end{equation*}
$$

i.e. $z(t)$ is a strong solution of Eq. (20).

Suppose that the increasing sequence $\mathcal{F}^{n} \subset V$ of finite-dimensional subspaces is complete. Consider the problem

$$
\begin{equation*}
d\left\langle z^{n}(t), v^{n}\right\rangle / d t+a\left(z^{n}(t), v^{n}\right)=\left\langle f(t), v^{n}\right\rangle \quad \forall v^{n} \in \mathcal{F}^{n}, \quad z^{n}(0)=z^{n} \tag{21}
\end{equation*}
$$

where one needs to find a function $z^{n}(t) \in \mathcal{F}^{n}$. The problem (21) is called the Galerkin-type finite-dimensional approximation of problem (1). We need the following

Theorem 2 ([18]). Let $z^{n} \rightarrow z$ in the space $H$ as $n \rightarrow \infty$. Then the solution $z^{n}(t)$ of problem (21) uniformly converges on $[0, T]$ to the solution $z(t)$ of problem (1) in the space $H$.

Let $e_{1}, \ldots, e_{n}$ be a basis in the space $\mathcal{F}^{n}$. We set

$$
z^{n}(t)=\sum_{j=1}^{n} q^{j}(t) e_{j}, \quad z^{n}=\sum_{j=1}^{n} q^{j} e_{j}
$$

A finite-dimensional approximation of problems in Sect. 4 with respect to the complete sequence $\mathcal{F}^{n}$ of subspaces is as follows. Problem (21) is equivalent to the solution of differential equations in matrix form:

$$
M \dot{q}+K q=\mathbf{f}(t), \quad q_{0}=\left[q^{1} ; \ldots ; q^{n}\right], \quad \mathbf{f}(t)=\left[\left\langle f(t), e_{1}\right\rangle ; \ldots ;\left\langle f(t), e_{n}\right\rangle\right],
$$

where $M(\operatorname{det} M \neq 0)$ and $K$ have elements $\left\langle e_{i}, e_{j}\right\rangle$ and $a\left(e_{i}, e_{j}\right)$ respectively. The solution of the system for our problems may be written similarly to (5):

$$
\begin{equation*}
q(t)=S^{n}(t) q_{0}+\int_{0}^{t} S^{n}(t-s)\left(B^{n} \mathbf{u}(s)+C^{n} \mathbf{v}(s)\right) d s \tag{22}
\end{equation*}
$$

where $S^{n}(t)=\exp \left(-M^{-1} K t\right)$ is the transition matrix having $n \times n$-dimension, $\mathbf{u}(t)$ and $\mathbf{v}(t)$ are $n$-dimensional measurable functions. Matrices $B^{n}$ and $C^{n}$ have the similar structure and represent a multiplication of matrix $M^{-1}$ and the square root of matrices with elements $\left\langle e_{i}, B F^{-1} B^{*} e_{j}\right\rangle$ and $\left\langle e_{i}, C Q^{-1} C^{*} e_{j}\right\rangle$ respectively. Constraints (6) and (7) are transformed to

$$
\begin{equation*}
\left\|q_{0}\right\|_{P_{0}^{n}}^{2}+\int_{0}^{T}\|\mathbf{v}(s)\|^{2} d s+\sum_{i=1}^{N}\left\|w_{i}\right\|_{R}^{2} \leq \nu^{n}, \quad \int_{0}^{T}\|\mathbf{u}(s)\|^{2} d s \leq \mu^{n} \tag{23}
\end{equation*}
$$

Measurement equation from (8) has the form

$$
\begin{equation*}
y_{i}=G^{n} q\left(t_{i}\right)+w_{i}, \quad G^{n}=\left[G e_{1}, \ldots, G e_{n}\right] \in R^{k \times n} . \tag{24}
\end{equation*}
$$

Problems of Sects. 4 and 5 may be solved for relations (22)-(24) as described above.

Let us explain the appearance of numbers $\mu^{n}$ and $\nu^{n}$ in constraints (23). The matter is that the system (10) is infinite-dimensional and, therefore, the signal $y^{N}$ of this system in some cases can not be realized in finite-dimensional approximation (22)-(24) if we set $\mu^{n}=1, \nu^{n}=1$. But under some $\mu^{n}>1$, $\nu^{n}>1$ the finite-dimensional formulas like (13)-(17) are valid. Moreover, we get

Theorem 3. There exist sequences $\mu^{n} \downarrow 1, \nu^{n} \downarrow 1$ as $n \rightarrow \infty$ such that formulas like (11)-(17) for finite-dimensional approximation (22)-(24) hold and $r_{i}^{n}(y, u) \rightarrow r_{i}(y, u), r_{i}^{n}\left(s, y^{i}, u^{i}\right) \rightarrow r_{i}\left(s, y^{i}, u^{i}\right)$ as $n \rightarrow \infty$ in relations (16), (17).

In the general case, it is hard to obtain the estimates of velocity for convergence $\mu^{n} \downarrow 1, \nu^{n} \downarrow 1$ with respect to parameters $\alpha$, $\beta$ in (18), (19).

### 6.1 An Application to Heat Equation

Let the controlled system be described by the equations

$$
\begin{gather*}
z_{t}=z_{x x}+u(t) f(x), \quad x \in[0, l], \quad t \geq 0, \text { with boundary conditions }  \tag{25}\\
z_{x}(t, 0)=z(t, 0), \quad z_{x}(t, l)=-z(t, l)
\end{gather*}
$$

Here $f(x)$ is a smooth function on $[0, l], u(t)$ is a control. This system describe the heat process for the uniform bar. In our situation $H_{1}=R, C=0, V=H^{1}(0, l)$, $H=L_{2}(0, l)$ where $H^{1}(0, l)$ is the Sobolev space with parameter $k=1$. The operator $B: R \rightarrow L_{2}(0, l)$ has the form $B u=u f(x)$. Dual operator $B^{*}$ : $L_{2}(0, l) \rightarrow R$ is written as $B^{*} \phi=\int_{0}^{l} f(x) \phi(x) d x, \phi \in L_{2}(0, l)$. The weak form of considered system is obtained by the multiplication of (25) by $\phi \in H^{1}(0, l)$ with subsequent integration on $[0, l]$ using boundary conditions. The form $a(\phi, \psi)$ may be written as

$$
a(\phi, \psi)=\int_{0}^{l} \dot{\phi}(x) \dot{\psi}(x) d x+\phi(l) \psi(l)+\phi(0) \psi(0)
$$

The coercivity follows from Friedrich's inequality. So, relation (1) for system (25) looks like

$$
\partial \int_{0}^{l} z(t, x) \phi(x) d x / \partial t+a(z(t, \cdot), \phi(\cdot))=u(t) \int_{0}^{l} f(x) \phi(x) d x
$$

for all $\phi \in H^{1}(0, l), z(0, x)=z_{0}(x)$.
Let us divide the segment $[0, l]$ by $n$ subsegments of length $l / n$. Let $x_{i}$, $i \in 0: n$, be the points of partition. For the space $\mathcal{F}^{n}$ we consider piecewiselinear functions $e_{i}(x)$, for which $e_{i}\left(x_{i}\right)=1$ and $e_{i}\left(x_{j}\right)=0$ if $i \neq j$. The sequence of finite-dimensional subspaces $\mathcal{F}^{n}$ with basis $e_{i}(x), i \in 0: n$, is complete. Therefore, we can perform the approximation. Suppose that measurement equations are of the form

$$
y_{i}=\int_{0}^{l} b(x) z\left(t_{i-1}, x\right) d x+w_{i}, \quad i \in 1: N, \quad \text { where } b(\cdot) \in L_{2}(0, l)
$$

Consider the $(n+1) \times(n+1)$-matrices $M$ with elements $M_{i j}=\int_{0}^{l} e_{i}(x) e_{j}(x) d x$ and $K$ with elements $K_{i j}=a\left(e_{i}, e_{j}\right)$. The $M$ is a three-diagonal symmetric matrix, where $M_{00}=M_{n n}=l /(3 n)$ and other diagonal elements are equal to $2 l /(3 n)$. The secondary diagonal elements are equal to $l /(6 n)$. The $K$ is also a three-diagonal symmetric matrix, where $K_{00}=K_{n n}=n / l+1$ and other diagonal elements are equal to $2 n / l$. The secondary diagonal elements of $K$ are equal to $-n / l$. If $f(x) \equiv 1$, then we obtain the finite-dimensional system

$$
\begin{equation*}
M \dot{q}+K q=u(t) \mathbf{f}, \quad \text { where } \mathbf{f}=l[1 ; 2 ; \ldots ; 2 ; 1] /(2 n) \in R^{n+1} \tag{26}
\end{equation*}
$$

Let $b(x) \equiv 1$. Then measurement Eq. (24) has the form

$$
y_{i}=G^{n} q\left(t_{i-1}\right)+w_{i} \text { where } G^{n}=\mathbf{f}^{\prime} .
$$

Suppose that initial constraints (6), (7) may be written as

$$
\int_{0}^{l} z^{2}(0, x) d x+\sum_{i=1}^{N} w_{i}^{2} \leq 1, \quad \int_{0}^{T} u^{2}(t) d t \leq 1
$$

It follows from this that constraints (23) are:

$$
\left\|q_{0}\right\|_{M}^{2}+\sum_{i=1}^{N} w_{i}^{2} \leq \mu^{n}, \quad \int_{0}^{T} u^{2}(t) d t \leq 1
$$

We need not to increase the constraints for $u(\cdot)$, but we do it for $q_{0}$ and $w_{i}$ in order to include the sequence $y^{N}$ in the scope. After that we need to convert the continuous system (26) to discrete one of the type (9), (10). Many solved examples of such a finite-dimensional problems where considered in $[12,13,19]$.

## 7 Conclusion

We considered a control problem with incomplete information for abstract parabolic control systems in Hilbert space. Information about the system state are known in discrete instants. According to measurements, the information set was introduced that contained the true state of the system. This set included all the states of the system that were compatible with the measurements. For the terminal criterion depending of the information set, we suggested some statements of the problem based on the separation of control and observation processes. The optimal instants of transition from estimation to control were looked for as well. The approach was applied to distributed systems with partial derivatives. The approximation scheme was suggested and example with heat equation was considered. In this research some aspects demand more detailed study. For example, we need to obtain the estimates for values $\mu^{n}, \nu^{n}$, and convergence speed for parameters in Theorem3. It is interesting to expand the approach to the case of continuous measurements.
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#### Abstract

Let $Y^{n}, n \geqslant 2$, be the set of continuous bounded functions on the numerical axis with the following two properties: (1) the Fourier transform of a function is a function of bounded variation on the axis (in particular, a summable function); (2) a function is $n-1$ times continuously differentiable, its derivative of order $n-1$ is locally absolutely continuous, and the $n$th order derivative is bounded, more exactly, belongs to the space $L_{\infty}$. In the space $Y^{n}$, consider the class $\mathcal{Q}^{n}$ of functions, for which the $L_{\infty}$-norm of the $n$th order derivative is bounded by a constant, for example, by 1 . The following two approximation problems are discussed: the best approximation of the differentiation operator $D^{k}$ of order $k, 1 \leqslant k<n$, by bounded operators on the class $\mathcal{Q}^{n}$ and the optimal calculation of the differentiation operator $D^{k}$ on functions from the class $\mathcal{Q}^{n}$ under the assumption that their Fourier transform is given with a known error in the space of functions of bounded variation, in particular, in the space $L$ of functions summable on the axis. In interrelation with these two problems, we discuss the exact Kolmogorov type inequality in the space $Y^{n}$ between the uniform norm of the $k$ th order derivative of a function, the variation of the Fourier transform of the function, and the $L_{\infty}$-norm of its derivative of order $n$.
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## Introduction

In the present paper, we discuss the following three related problems.
(1) Exact inequality between the uniform norm (more exactly, the norm of the space $C(-\infty, \infty))$ of the $k$ th order derivative of a function, the variation of the Fourier transform of the function, and the $L_{\infty}$-norm of its $n$th order derivative, $0<k<n$. This inequality can be considered as a nonclassical variant of the Kolmogorov inequality.
(2) Stechkin's problem on the best uniform approximation of the $k$ th order differentiation operator on the class of functions with bounded $n$th order derivative, $0<k<n$, by bounded operators in the corresponding spaces.
(3) Optimal (i.e., with the smallest possible error) calculation in the space $C(-\infty, \infty)$ of the $k$ th order derivative of a function with bounded $n$th order derivative, $0<k<n$, by the Fourier transform of the function approximately given with a known error in measure (and, in particular, in the space $L(-\infty, \infty)$ ).

We study all three problems simultaneously, taking into account their interrelation. Section 2 is devoted to these questions.

In Sect. 1, we discuss three similar problems in the space $C(-\infty, \infty)$ of continuous bounded functions on the axis: the classical variant of the Kolmogorov inequality, Stechkin's problem on the best approximation of differentiation operators by bounded operators, and optimal calculation of derivatives of smooth functions given approximately in the uniform norm on the axis. Solutions of all these three problems are known; we present information about these problems and the methods for their study to the extent that need for the further. This topic can be found, for example, in the author's review paper [3] and in monographs [5,12].

## 1 Three Interrelated Problems in the Space of Continuous Bounded Functions on the Axis

All functional spaces considered in what follows are complex. The space $L_{\infty}=$ $L_{\infty}(-\infty, \infty)$ consists of measurable essentially bounded functions on the axis and is equipped with the norm

$$
\|f\|_{L_{\infty}}=\operatorname{ess} \sup \{|f(t)|: t \in(-\infty, \infty)\}
$$

The space $L_{\infty}$ contains the space $C=C(-\infty, \infty)$ of continuous bounded functions on the axis; it is equipped with the norm

$$
\|f\|_{C}=\sup \{|f(t)|: t \in(-\infty, \infty)\}
$$

The space $C(-\infty, \infty)$ contains the space $C_{0}=C_{0}(-\infty, \infty)$ of functions vanishing at infinity.

### 1.1 Kolmogorov Inequality

Let $W^{n}=W_{\infty, \infty}^{n}, n \geqslant 1$, be the space of functions $f \in C$ that are $n-1$ times continuously differentiable on the axis and such that the derivative $f^{(n-1)}$ of order $n-1$ is locally absolutely continuous, and the $n$th order derivative $f^{(n)}$ belongs to the space $L_{\infty}$.

The following inequality holds on the set $W^{n}$ with finite constant (independent of the function $f$ but essentially depending on $k$ and $n$ ) for $0<k<n$ :

$$
\begin{equation*}
\left\|f^{(k)}\right\|_{C} \leqslant C_{n, k}\|f\|_{C}^{(n-k) / n}\left\|f^{(n)}\right\|_{L_{\infty}}^{k / n}, \quad f \in W^{n} \tag{1.1}
\end{equation*}
$$

This fact was proved [11] by Hardy and Littlewood in 1912.
Inequality (1.1) with exact constant was first obtained [10] by Hadamard for $n=2$ and $k=1$ in 1914. Bosse (alias Shilov, a student of A.N. Kolmogorov, 1937) obtained [6] the exact inequality (1.1) for $n=3,4$ and all $1 \leqslant k<n$ and for $n=5$ and $k=2$. In 1939, Kolmogorov found [13] an exact constant in inequality (1.1) for all $1 \leqslant k<n$; his method is the elegant Kolmogorov comparison theorem. Kolmogorov's result is one of the most striking and important in this subject area; in this connection, inequality (1.1) and similar inequalities with other norms on the axis and semi-axis are often called Kolmogorov inequalities.

The known Favard-Akhiezer-Krein function

$$
\begin{equation*}
f_{n}(t)=\frac{4}{\pi} \sum_{\ell=0}^{\infty} \frac{\sin ((2 \ell+1) t-n \pi / 2)}{(2 \ell+1)^{n+1}}, \quad t \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

is extremal in inequality (1.1). Let us mention some properties of function (1.2) (see, for example, [14, Ch. 5, Sect. 5.4]):

$$
\begin{gathered}
f_{n}^{(m)}=f_{n-m}, \quad 1 \leqslant m \leqslant n \\
f_{0}(t)=\frac{4}{\pi} \sum_{\ell=0}^{\infty} \frac{\sin ((2 \ell+1) t)}{(2 \ell+1)}=\operatorname{sgn} \sin t, \quad t \in \mathbb{R}
\end{gathered}
$$

The uniform norm of function (1.2) is

$$
\begin{equation*}
M_{n}=\left\|f_{n}\right\|_{C}=\frac{4}{\pi} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell(n+1)}}{(2 \ell+1)^{n+1}} . \tag{1.3}
\end{equation*}
$$

Using the known values of the sums of the corresponding numerical series (see, for example, [15]), we, in particular, obtain

$$
M_{0}=1, \quad M_{1}=\frac{\pi}{2}, \quad M_{2}=\frac{\pi^{2}}{8}, \quad M_{3}=\frac{\pi^{3}}{24}, \quad M_{4}=\frac{5 \pi^{4}}{384}
$$

The extremality of the function $f_{n}$ and its properties mentioned above imply that

$$
C_{n, k}=M_{n-k}\left(M_{n}\right)^{-\frac{n-k}{n}} .
$$

### 1.2 Approximation of the Differentiation Operator by Bounded Operators (Stechkin's Problem)

Denote by $\mathscr{B}=\mathscr{B}(C, C)$ the set of all bounded linear operators in the space $C$ and by $\mathscr{B}(N)$, where $N>0$, the set of operators $T \in \mathscr{B}$ such that $\|T\|_{C \rightarrow C} \leqslant N$.

In the space $W^{n}$, consider the class of elements

$$
Q^{n}=Q_{\infty, \infty}^{n}=\left\{f \in W^{n}:\left\|f^{(n)}\right\|_{L_{\infty}} \leqslant 1\right\}
$$

Let $0<k<n$ be integer. For an operator $T \in \mathscr{B}$, define

$$
\begin{equation*}
U(T)=\sup \left\{\left\|f^{(k)}-T f\right\|_{C}: f \in Q^{n}\right\} \tag{1.4}
\end{equation*}
$$

The value (1.4) can be interpreted as the deviation (in the space $C$ ) of the operator $T$ from the differentiation operator $D^{k}=d^{k} / d t^{k}$ on the class $Q^{n}$. For $N>0$, the value

$$
\begin{equation*}
E_{n, k}(N)=\inf \{U(T): T \in \mathscr{B}(N)\} \tag{1.5}
\end{equation*}
$$

is the best approximation (in the space $C$ ) of the differentiation operator $D^{k}$ on the class $Q^{n}$ by the set of bounded linear operators $\mathscr{B}(N)$.

This is Stechkin's problem; it consists in calculating value (1.5) and finding an extremal operator at which the infimum in (1.5) is attained; we will also call it problem (1.5), and sometimes the problem $E_{n, k}(N)$.

Stechkin's result about the connection between problem (1.5) and inequality (1.1) is very useful in this topic. As a special case of Stechkin's more general result [17, inequality (6)], value (1.5) and the best constant in (1.1) are related by the inequality (see details in $[3$, Sects. 1,4$]$ )

$$
\begin{equation*}
E_{n, k}(N) \geqslant k\left(\frac{C_{n, k}}{n}\right)^{\frac{n}{k}}\left(\frac{N}{n-k}\right)^{-\frac{n-k}{k}}, \quad N>0 \tag{1.6}
\end{equation*}
$$

In fact, we have the equality

$$
\begin{equation*}
E_{n, k}(N)=k\left(\frac{C_{n, k}}{n}\right)^{\frac{n}{k}}\left(\frac{N}{n-k}\right)^{-\frac{n-k}{k}}, \quad N>0 \tag{1.7}
\end{equation*}
$$

This fact was first obtained in [2] as a consequence of Domar's result [8]. Later on, it became clear that this fact is a special case of a more general Gabushin's result [9] about the best approximation of unbounded functionals by bounded ones.

The solution of problem (1.4) is known at present. First, note an auxiliary fact. Value (1.4) is homogeneous by $N$; more exactly,

$$
\begin{equation*}
E_{n, k}(N)=N^{-\gamma} E_{n, k}(1), \quad \gamma=\frac{n-k}{k} \tag{1.8}
\end{equation*}
$$

The origin of this formula is as follows. Following Stechkin, we assign to an operator $T \in \mathscr{B}(N)$ an operator $T_{h}, h>0$, by the formula

$$
\begin{equation*}
\left(T_{h} f\right)(t)=h^{-k}\left(T f_{h}\right)\left(t h^{-1}\right) \tag{1.9}
\end{equation*}
$$

in which $f_{h}(u)=f(h u)$. It is easy to verify that

$$
\begin{align*}
\left\|T_{h}\right\|_{C \rightarrow C} & =h^{-k}\|T\|_{C \rightarrow C}  \tag{1.10}\\
U\left(T_{h}\right) & =h^{n-k} U(T) \tag{1.11}
\end{align*}
$$

From definition (1.9) and property (1.10), we conclude that, under the mapping $T \rightarrow T_{h}$, the set of operators $\mathscr{B}(N)$ is mapped one-to-one onto the set $\mathscr{B}\left(h^{-k} N\right)$.

As a consequence of (1.11), we have the following formula for all $h>0$ and $N>0$ :

$$
\begin{equation*}
E_{n, k}\left(h^{-k} N\right)=h^{n-k} E_{n, k}(N), \tag{1.12}
\end{equation*}
$$

which is more general in comparison with (1.8). Moreover, an operator $T \in \mathscr{B}(N)$ is extremal in the problem $E_{n, k}(N)$ if and only if the operator $T_{h}$ is extremal in the problem $E_{n, k}\left(h^{-k} N\right)$.

It follows from the above argument that it is sufficient to solve problem (1.5) for a specific $N$; formulas (1.12) and (1.9) enable us to obtain its solution for all values of the parameter $N$.

First exact results in problem (1.5) were obtained by Stechkin. He proved [ 16,17$]$ that, for $n=2$ and $n=3$ and $1 \leqslant k<n$, the following classical (finitedifference) operators $T_{n, k}^{h}$ are extremal:

$$
\begin{align*}
\left(T_{2,1}^{h} f\right)(t)=\left(T_{3,1}^{h} f\right)(t)=\frac{f(t+h)-f(t-h)}{2 h}, & N=h^{-1}  \tag{1.13}\\
\left(T_{3,2}^{h} f\right)(t)=\frac{f(t+h)-2 f(t)+f(t-h)}{h^{2}}, & N=\frac{4}{h^{2}}
\end{align*}
$$

Arestov found [1] the solution of problem (1.5) for $n=4$ and 5, and Buslaev solved [7] the problem for arbitrary $n \geqslant 6$. For $n \geqslant 4$, extremal operators are infinite with uniform nodes. More exactly, for example, the extremal operator for $k=1$ has the form

$$
T_{n, 1} f(t)=h^{-1} \sum_{\ell=0}^{\infty} \alpha_{\ell}(f(t+(2 \ell+1) h)-f(t-(2 \ell+1) h))
$$

the sequence $\left\{\alpha_{\ell}\right\}_{\ell \geqslant 0}$ is the sum of $[n / 2]-1$ geometric progressions. In the proof of these results, the lower bound (1.6) and the exact Kolmogorov inequality (1.1) were used.

### 1.3 Optimal Differentiation of Approximately Given Functions

Kolmogorov inequality (1.1) and Stechkin's problem (1.5) are related to one more important problem of optimal differentiation in the space $W^{n}$ of functions given approximately with a known error in the uniform norm (see [3] and the references therein).

Suppose that we need to calculate the $k$ th order derivative $f^{(k)}$ of a function $f$ in the situation when: (1) the function $f$ is given approximately with a known
error $\delta>0$; more exactly, instead of the function $f$, we know a function $g=$ $f_{\delta} \in C$ with the property $\left\|f-f_{\delta}\right\|_{C} \leqslant \delta$; (2) we know the a priori information about the function $f$ that $f \in W^{n}$ and the specific bound for the norm of the highest derivative holds: $\left\|f^{(n)}\right\|_{L_{\infty}} \leqslant A$. For definiteness, we assume that $A=1$, i.e., $f \in Q^{n}$. The problem is to construct a method that, being applied to the function $f_{\delta}$ under the given information, recovers the $k$ th order derivative of the function from the class $Q^{n}$ optimally (in the best way).

The exact statement of the problem is as follows. Let $\mathscr{O}=\mathscr{O}(C, C)$ be the set of arbitrary (single-valued) mappings of the space $C$ to itself. For a mapping $T \in \mathscr{O}$ and a parameter $\delta>0$, define

$$
\begin{equation*}
\Delta(T)=\Delta_{n, k}^{\delta}(T)=\sup \left\{\left\|f^{(k)}-T g\right\|_{C}: f \in Q^{n}, g \in C,\|g-f\|_{C} \leqslant \delta\right\} \tag{1.14}
\end{equation*}
$$

Quantity (1.14) can be interpreted as the error of recovery of the differentiation operator $D^{k}=d^{k} / d t^{k}$ on functions from the class $Q^{n}$ given with the error $\delta$ by means of the method $T$. The smallest value

$$
\begin{equation*}
\rho_{n, k}(\delta)=\inf \{\Delta(T): T \in \mathscr{O}\} \tag{1.15}
\end{equation*}
$$

of quantity (1.14) over all mappings $T \in \mathscr{O}$ is the smallest recovery error. A mapping $T_{n, k}^{\delta} \in \mathscr{O}$ at which the infimum in (1.15) is attained is called an optimal recovery method.

Let us present the following well known considerations (see, for example, [3] and the references therein), which reflect the relation between Stechkin's problem (1.5), the (exact) inequality (1.1), and problem (1.15). For an operator $T \in \mathscr{B}(N)$ and functions $f \in Q^{n}$ and $g \in C$ with the property $\|f-g\| \leqslant \delta$, we have

$$
\left\|f^{(k)}-T g\right\|_{C} \leqslant\left\|f^{(k)}-T f\right\|_{C}+\|T(f-g)\|_{C} \leqslant U(T)+N \delta
$$

This implies the bound

$$
\rho_{n, k}(\delta) \leqslant E_{n, k}(N)+N \delta, \quad N>0 .
$$

Substituting (1.7) into this inequality, we obtain

$$
\rho_{n, k}(\delta) \leqslant k\left(\frac{C_{n, k}}{n}\right)^{\frac{n}{k}}\left(\frac{N}{n-k}\right)^{-\frac{n-k}{k}}+N \delta, \quad N>0
$$

The right-hand side of this inequality, as a function of variable $N>0$, takes the smallest value equal to $C_{n, k} \delta^{\frac{n-k}{n}}$ for

$$
\begin{equation*}
N=N(\delta)=\frac{n-k}{n} C_{n, k} \delta^{-\frac{k}{n}} \tag{1.16}
\end{equation*}
$$

Consequently, the inequality $\rho_{n, k}(\delta) \leqslant C_{n, k} \delta^{\frac{n-k}{n}}$ holds. On the other hand, the inverse inequality also holds; see details and the references in [3, Sect. 2]. Hence, we conclude that there holds the equality

$$
\begin{equation*}
\rho_{n, k}(\delta)=C_{n, k} \delta^{\frac{n-k}{n}} \tag{1.17}
\end{equation*}
$$

Moreover, if $T_{n, k}$ is an extremal operator in Stechkin's problem (1.5) for value (1.16) of the parameter $N$, then this operator is an optimal method in problem (1.15).

## 2 Three Problems in Spaces of Functions with Exactly or Approximately Given Fourier Transform

In what follows, we refer to some results of [4] using the notation of the present paper.

### 2.1 A Nonclassical Variant of the Kolmogorov Inequality

Let $L=L(-\infty, \infty)$ be the space of (complex-valued) measurable functions $f$ summable on the numerical axis $\mathbb{R}=(-\infty, \infty)$; the space $L$ is equipped with the norm

$$
\|f\|_{L}=\int|f(t)| d t
$$

Hereinafter, we omit the integration set in integrals over the axis. For a function $f \in L$, its Fourier transform $\widehat{f}$ and inverse Fourier transform $\check{f}$ are defined by the formulas (see, for example, [18])

$$
\widehat{f}(t)=\int e^{-2 \pi t \eta i} f(\eta) d \eta, \quad \check{f}(t)=\int e^{2 \pi t \eta i} f(\eta) d \eta .
$$

In what follows, we apply the Fourier transform, the inverse Fourier transform, and some other classical operations in functional spaces to more general objects, which can be interpreted as generalized functions. Let $\mathscr{S}$ be the (topological vector) space of fast decreasing infinitely differentiable functions on $\mathbb{R}$, and let $\mathscr{S}^{\prime}$ be the corresponding dual space of generalized functions (see, for example, [18]). We use the standard notation $\langle\theta, \phi\rangle$ for the value of a functional $\theta \in \mathscr{S}^{\prime}$ at a function $\phi \in \mathscr{S}$. The space $\mathscr{S}^{\prime}$ contains the set $\mathscr{L}$ of measurable functions $f$ locally summable on the real axis and increasing at infinity not faster than a degree of $|t|$, more exactly, satisfying the condition $\int(1+|t|)^{\lambda}|f(t)| d t<\infty$ with some exponent $\lambda=\lambda(f) \in \mathbb{R}$. The formula

$$
\langle f, \phi\rangle=\int f(t) \phi(t) d t, \quad \phi \in \mathscr{S}
$$

puts in correspondence to a function $f \in \mathscr{L}$ a functional $f \in \mathscr{S}^{\prime}$.
For a functional $\theta \in \mathscr{S}^{\prime}$, the derivative of order $n \geqslant 1$ is the functional $\theta^{(n)} \in \mathscr{S}^{\prime}$ defined by the relation $\left\langle\theta^{(n)}, \phi\right\rangle=(-1)^{n}\left\langle\theta, \phi^{(n)}\right\rangle, \phi \in \mathscr{S}$. The Fourier transform of a functional $\theta \in \mathscr{S}^{\prime}$ is the functional $\hat{\theta} \in \mathscr{S}^{\prime}$ acting by the formula

$$
\langle\widehat{\theta}, \phi\rangle=\langle\theta, \widehat{\phi}\rangle, \quad \phi \in \mathscr{S} .
$$

Denote by $V$ the space of (complex-valued) bounded Borel measures on $(-\infty, \infty)$. We will identify this space with the set of (complex-valued) functions $z$ of bounded variation on $(-\infty, \infty)$ whose real and imaginary parts at the discontinuity points are between the limits on the right and on the left. The norm in the space $V$ is the complete variation $\bigvee z$ of a measure (a function) $z \in V$.

Define the space $F=\check{V}=\{f \in C: \widehat{f} \in V\}$ of functions $f \in C$ whose Fourier transforms are bounded Borel measures (in general, complex-valued) on the axis; more exactly, the set of functions representable in the form

$$
\begin{equation*}
f(t)=\int e^{2 \pi t \eta i} d \mu(\eta), \quad \text { where } \quad \mu=\mu_{f}=\widehat{f} \in V \tag{2.1}
\end{equation*}
$$

We will denote by $\|f\|_{F}$ the complete variation $\bigvee \mu$ of the measure $\mu$ in (2.1). The space $F=\check{V}$ is a Banach space with respect to this functional.

For $n \geqslant 1$, consider the space $Y^{n}=F \cap W_{\infty, \infty}^{n}$ of functions $f \in F$ that are $n-1$ times continuously differentiable on $(-\infty, \infty)$ and such that the derivatives $f^{(n-1)}$ of order $n-1$ are locally absolutely continuous on the axis, and $f^{(n)} \in L_{\infty}$. The embedding $Y^{n} \subset W_{\infty, \infty}^{n}$ is valid; moreover, if $f \in Y^{n}$, then $\|f\|_{C} \leqslant \bigvee \widehat{f}$. Therefore, the classical variant (1.1) of the Kolmogorov inequality implies the following inequality on the set $Y^{n}$ :

$$
\begin{equation*}
\left\|f^{(k)}\right\|_{C} \leqslant K_{n, k}(\bigvee \widehat{f})^{(n-k) / n}\left\|f^{(n)}\right\|_{L_{\infty}}^{k / n}, \quad f \in Y^{n} \tag{2.2}
\end{equation*}
$$

The best constants in this inequality and inequality (1.1) are related as follows:

$$
\begin{equation*}
K_{n, k} \leqslant C_{n, k} \tag{2.3}
\end{equation*}
$$

As we will see below, the latter inequality, depending on the values of the parameter $n$, can turn into an equality but can also be strict.

The following statement about function (1.2) will be used in what follows.
Lemma 1. For all $n \geqslant 1$, the function $f_{n}$ belongs to the space $F$ and

$$
\begin{equation*}
\left\|f_{n}\right\|_{F}=M_{n}^{*}, \quad M_{n}^{*}=\frac{4}{\pi} \sum_{\ell=0}^{\infty} \frac{1}{(2 \ell+1)^{n+1}} \tag{2.4}
\end{equation*}
$$

Proof. Function (1.2) can be written in the exponential form

$$
\begin{equation*}
f_{n}(t)=\frac{2}{\pi i} \sum_{\ell=0}^{\infty} \frac{1}{(2 \ell+1)^{n+1}}\left(e^{-i n \pi / 2} e^{i(2 \ell+1) t}-e^{i n \pi / 2} e^{-i(2 \ell+1) t}\right) \tag{2.5}
\end{equation*}
$$

Using the $\operatorname{Dirac} \delta$-function, we define the measure $d \mu_{n}$ on the axis by the relation

$$
\begin{equation*}
d \mu_{n}(\eta)=\frac{2}{\pi i} \sum_{\ell=0}^{\infty} \frac{e^{-i n \pi / 2}}{(2 \ell+1)^{n+1}} \delta\left(\eta-\eta_{\ell}\right)-\frac{2}{\pi i} \sum_{\ell=0}^{\infty} \frac{e^{i n \pi / 2}}{(2 \ell+1)^{n+1}} \delta\left(\eta+\eta_{\ell}\right) \tag{2.6}
\end{equation*}
$$

where $\eta_{\ell}=\frac{2 \ell+1}{2 \pi}, \ell \geqslant 0$. Representation (2.5) of the function $f_{n}$ by means of measure (2.6) can be written in the form

$$
\begin{equation*}
f_{n}(t)=\int_{-\infty}^{\infty} e^{2 \pi \eta t i} d \mu_{n}(\eta)=\widetilde{\mu_{n}}(t) \tag{2.7}
\end{equation*}
$$

Representation (2.7) means that $f_{n} \in F$ and

$$
\left\|f_{n}\right\|_{F}=\bigvee \mu_{n}=\frac{4}{\pi} \sum_{\ell=0}^{\infty} \frac{1}{(2 \ell+1)^{n+1}}
$$

Lemma 1 is proved.
Lemma 2. For all $n \geqslant 2$, the function $f_{n}$ belongs to the space $Y^{n}$ and provides the following bound for the best constant $K_{n, k}$ in inequality (2.2):

$$
\begin{equation*}
K_{n, k} \geqslant M_{n-k}\left(M_{n}^{*}\right)^{-\frac{n-k}{n}} \tag{2.8}
\end{equation*}
$$

Proof. According to Lemma 1, the function $f_{n}$ belongs to the space $F$ and, hence, $f_{n} \in F \cap W^{n}=Y^{n}$. Substituting the function $f_{n}$ into inequality (2.2), we obtain bound (2.8). Lemma 2 is proved.

Lemmas 1 and 2 imply the following statement.
Theorem 1. For odd $n \geqslant 3$ and all $1 \leqslant k<n$, the best constants in inequalities (2.2) and (1.1) coincide; i.e., the following equality holds:

$$
\begin{equation*}
K_{n, k}=C_{n, k} \tag{2.9}
\end{equation*}
$$

and the function $f_{n}$ defined by formula (1.2) is extremal not only in inequality (1.1) but also in inequality (2.2).

Proof. For all $n \geqslant 2$, bounds (2.3) and (2.8) for $K_{n, k}$ are valid. According to formulas (1.3) and (2.4), for odd $n$, the uniform norm and the $F$-norm of the function $f_{n}$ coincide: $M_{n}=M_{n}^{*}$. This implies all the assertions of Theorem 1.

### 2.2 The Best Approximation of the Differentiation Operator on the Set of Smooth Functions with Exactly Given Fourier Transform

In the space $Y^{n}$, consider the class $\mathcal{Q}^{n}=\left\{f \in Y^{n}:\left\|f^{(n)}\right\|_{L_{\infty}} \leqslant 1\right\}$. Consider the problem of the best uniform approximation of the $k$ th order differentiation operator on class $\mathcal{Q}^{n}$ by the set $\mathscr{B}(F, C)$ of bounded linear operators from $F$ to $C$ :

$$
\begin{gather*}
\mathcal{E}_{n, k}(N)=\inf \left\{\mathcal{U}(T):\|T\|_{\widehat{V} \rightarrow C} \leqslant N\right\}  \tag{2.10}\\
\mathcal{U}(T)=\sup \left\{\left\|f^{(k)}-T f\right\|: f \in \mathcal{Q}^{n}\right\} . \tag{2.11}
\end{gather*}
$$

Using the same argument as in the proof of (1.7), we prove that value (2.10) and the best constant in (2.2) are related as follows:

$$
\begin{equation*}
\mathcal{E}_{n, k}(N)=k\left(\frac{K_{n, k}}{n}\right)^{\frac{n}{k}}\left(\frac{N}{n-k}\right)^{-\frac{n-k}{k}}, \quad N>0 \tag{2.12}
\end{equation*}
$$

For all values of the parameters, we have the inequality

$$
\begin{equation*}
\mathcal{E}_{n, k}(N) \leqslant E_{n, k}(N), \quad N>0 . \tag{2.13}
\end{equation*}
$$

This fact follows from formulas (1.7) and (2.12) and inequality (2.3). In the proof of the following theorem, we will give another, "operator," justification of this inequality.

Theorem 2. For odd $n \geqslant 3,1 \leqslant k<n$, and $N>0$, the following equality holds:

$$
\begin{equation*}
\mathcal{E}_{n, k}(N)=E_{n, k}(N) \tag{2.14}
\end{equation*}
$$

Moreover, an operator extremal in problem (1.5) is also extremal in problem (2.10).

Proof. Equality (2.14), certainly, follows from formulas (1.7) and (2.12) and equality (2.9).

Let us prove the second assertion of the theorem. We have the embedding $\mathscr{B}(C, C) \subset \mathscr{B}(F, C)$ together with the corresponding inequality for the operator norms. Indeed, let $T \in \mathscr{B}(C, C)$. Then $\|T f\|_{C} \leqslant\|T\|_{C \rightarrow C}\|f\|_{C} \leqslant\|T\|_{C \rightarrow C} \bigvee \hat{f}$ for all functions $f \in F$. Consequently, if $T \in \mathscr{B}(C, C)$, then $T \in \mathscr{B}(F, C)$ and $\|T\|_{F \rightarrow C} \leqslant\|T\|_{C \rightarrow C}$. Further, for every operator $T \in \mathscr{B}(C, C)$, the values of deviations (2.11) and (1.4) are related by the inequality $\mathcal{U}(T) \leqslant U(T)$, because $\mathcal{Q}^{n} \subset Q^{n}$.

For all $n \geqslant 2$, we have the following relations for an operator $T$ extremal in problem (1.5):

$$
\begin{equation*}
\mathcal{E}_{n, k}(N) \leqslant \mathcal{U}(T) \leqslant U(T)=E_{n, k}(N) . \tag{2.15}
\end{equation*}
$$

Hence, inequality (2.13) holds for all $n \geqslant 2$ again. If $n$ is odd, then, by (2.14), it follows from (2.15) that the operator $T$ is also extremal in problem (2.10). Theorem 2 is proved.

### 2.3 Optimal Differentiation of Functions from the Class $\mathcal{Q}^{n}$ when the Fourier Transform is Known with an Error

Let $\mathscr{O}(V, C)$ be the set of all mappings from the space $V$ of functions of bounded variation to the space $C$ of continuous bounded functions. For a mapping $\Upsilon \in$ $\mathscr{O}(V, C)$ and a parameter $\delta>0$, define

$$
\begin{equation*}
R(\Upsilon)=R_{n, k}^{\delta}(\Upsilon)=\sup \left\{\left\|f^{(k)}-\Upsilon g\right\|_{C}: f \in \mathcal{Q}^{n}, g \in V, \bigvee(g-\widehat{f}) \leqslant \delta\right\} \tag{2.16}
\end{equation*}
$$

The smallest value

$$
\begin{equation*}
\varrho_{n, k}(\delta)=\inf \{R(\Upsilon): \Upsilon \in \mathscr{O}(V, C)\} \tag{2.17}
\end{equation*}
$$

of quantity (2.16) over all mappings $\Upsilon \in \mathscr{O}(V, C)$ is the smallest error of recovery of the differentiation operator $D^{k}=d^{k} / d t^{k}$ on functions from the class $\mathcal{Q}^{n}$ whose Fourier transform is given with the error $\delta$ in variation. The problem is to calculate (or at least to estimate) value (2.17) and find a mapping $\Upsilon_{n, k}^{\delta} \in \mathscr{O}(V, C)$ at which the infimum in (2.17) is attained; it is called an optimal recovery method.

Theorem 3. For odd $n \geqslant 3$, the equality

$$
\varrho_{n, k}(\delta)=C_{n, k} \delta^{\frac{n-k}{n}}
$$

holds. Moreover, if $T_{n, k}$ is an extremal operator in Stechkin's problem (1.5) for value (1.16) of the parameter $N$, then the operator defined on the space $V$ by the formula

$$
\begin{equation*}
\Upsilon_{n, k}^{\delta} g=T_{n, k} \widehat{g}, \quad g \in V \tag{2.18}
\end{equation*}
$$

is an optimal method in problem (2.17).
Proof. Using the same argument as in the proof of (1.17), we prove the following statement. For all $n \geqslant 2$, we have the equality

$$
\varrho_{n, k}(\delta)=K_{n, k} \delta^{\frac{n-k}{n}}
$$

Moreover, if $T_{n, k}$ is an extremal operator in problem (2.10) for

$$
N=\frac{n-k}{n} K_{n, k} \delta^{-\frac{k}{n}}
$$

then the operator defined on the space $V$ by formula (2.18) is an optimal method in problem (2.17).

By Theorems 1 and 2, this statement for odd $n$ becomes Theorem 3. Theorem 3 is proved.

### 2.4 Even $n$

In Subsects. 2.1-2.3, it is shown that, for odd $n$, extremal problems (2.2), (2.10), and (2.17) in the space $Y^{n}$ reduce to the corresponding problems in the space $W^{n}$, whose solutions are known and were described in Sect. 1. Theorems 1, 2 and 3 are, most likely, not valid for even $n$. They does not hold at least for $n=2$ ( $k=1$ ). The exact inequality (2.2) and the solution of problem (2.10) for $n=2$ and $k=1$ were obtained in [4]. Let us comment these two results.

In [4, Theorem 2], it was proved that the smallest possible constant in inequality (2.2) for $n=2$ and $k=1$ is

$$
\begin{equation*}
K_{2,1}=\frac{\pi}{2}\left(\frac{4}{\pi} \sum_{\ell=0}^{\infty} \frac{1}{(2 \ell+1)^{3}}\right)^{-1 / 2} \tag{2.19}
\end{equation*}
$$

and the function $f_{2}$ is extremal. The following bounds are valid for constant (2.19):

$$
\begin{equation*}
\sqrt{\frac{\pi}{2}}<K_{2,1}<\sqrt{2} \tag{2.20}
\end{equation*}
$$

According to Hadamard's result [10], in this case, $C_{2,1}=\sqrt{2}$. The second inequality in (2.20) means that the strict inequality $K_{2,1}<C_{2,1}$ holds.

In [4, Theorem 5], the solution of problem (2.10) for $n=2$ and $k=1$ was obtained. The extremal operator $\Theta_{2,1}$ found in [4] has the form of convolution with a singular kernel; it is different from operator (1.13), which, according to Stechkin's result [17], is extremal in problem (1.5). Note that, in addition, $\Theta_{2,1} \notin \mathscr{B}(C, C)$.

### 2.5 The Problems in the Space of Functions with Summable Fourier Transform

Consider the space $F_{0}=\check{L}$ of functions from $C_{0}(-\infty, \infty)$ whose Fourier transforms are summable functions. In other words, the space $F_{0}$ consists of functions representable in the form

$$
f(t)=\int e^{2 \pi t \eta i} \varphi(t) d \eta, \quad \text { where } \quad \varphi=\widehat{f} \in L
$$

We define the norm in the space $F_{0}$ by the formula $\|f\|_{F_{0}}=\|\widehat{f}\|_{L}$. With respect to this functional, the space $F_{0}$ is Banach. For $n \geqslant 2$, define $Y_{0}^{n}=F_{0} \cap W^{n}$; this is the space of functions $f \in C_{0}(-\infty, \infty)$ that are $n-1$ times continuously differentiable on the axis and such that the derivative $f^{(n-1)}$ of order $n-1$ is locally absolutely continuous, and the $n$th order derivative $f^{(n)}$ belongs to the space $L_{\infty}$.

In the author's opinion, analogs of inequality (2.2) and problems (2.10) and (2.17) in the space $Y_{0}^{n}$ are of interest. One can expect that the corresponding pairs of problems on the spaces $Y^{n}$ and $Y_{0}^{n}$ are equivalent. Let us explain this assumption for inequality (2.2) and problem (2.17).

Denote by $K_{n, k}^{0}$ the smallest constant in the inequality

$$
\begin{equation*}
\left\|f^{(k)}\right\|_{C} \leqslant K_{n, k}^{0}\|\widehat{f}\|_{L}^{(n-k) / n}\left\|f^{(n)}\right\|_{L_{\infty}}^{k / n}, \quad f \in Y_{0}^{n} \tag{2.21}
\end{equation*}
$$

Obviously, $K_{n, k}^{0} \leqslant K_{n, k}$. Let us discuss the possible equality

$$
\begin{equation*}
K_{n, k}^{0}=K_{n, k} \tag{2.22}
\end{equation*}
$$

For $n=2$ and $k=1$, equality (2.22) was proved in [4]. For this, in [4, Lemma 2], a special case of the following lemma was used.

Lemma 3. For the function $f_{n}$ with $n \geqslant 2$, there exists a family of functions $\left\{g_{\alpha}\right\} \subset Y_{0}^{n}$ depending on a parameter $\alpha, 0<\alpha \leqslant \alpha_{0}=1 /(2 \pi)$, and possessing the following properties:
(1) $\left\|\widehat{g_{\alpha}}\right\|_{L}=\bigvee \widehat{f_{n}}, 0<\alpha \leqslant \alpha_{0}$;
(2) $\lim _{\alpha \rightarrow+0}\left\|g_{\alpha}^{(n)}\right\|_{L_{\infty}}=\left\|f_{n}^{(n)}\right\|_{L_{\infty}}$;
(3) $\lim _{\alpha \rightarrow+0}\left\|g_{\alpha}^{(l)}\right\|_{C_{0}}=\left\|f_{n}^{(l)}\right\|_{C}, 0 \leqslant l \leqslant n-1$;
(4) for all $A>0$ and $0 \leqslant l \leqslant n-1$, the following limit relation holds:

$$
\left\|f_{n}^{(l)}-g_{\alpha}^{(l)}\right\|_{C[-A, A]} \rightarrow 0, \quad \alpha \rightarrow+0
$$

The proof of this statement for $n \geqslant 3$ is similar to the proof of [4, Lemma 2]. Lemma 3 and Theorem 1 imply the following statement.

Corollary. Property (2.22) holds for odd $n \geqslant 3$ and all $1 \leqslant k \leqslant n-1$.
In conclusion, let us discuss an analog of problem (2.17) in the space $Y_{0}^{n}$. Let $\mathscr{O}(L, C)$ be the set of all (single-valued) mappings from the space $L$ of summable functions to the space $C$ of continuous bounded functions. For a mapping $\Upsilon \in \mathscr{O}(L, C)$ and a parameter $\delta>0$, define

$$
R^{0}(\Upsilon)=\sup \left\{\left\|f^{(k)}-\Upsilon g\right\|_{C}: f \in Y_{0}^{n},\left\|f^{(n)}\right\|_{L_{\infty}} \leqslant 1, g \in L,\|g-\widehat{f}\|_{L} \leqslant \delta\right\}
$$

We are interested in the value

$$
\begin{equation*}
\varrho_{n, k}^{0}(\delta)=\inf \left\{R^{0}(\Upsilon): \Upsilon \in \mathscr{O}(L, C)\right\} \tag{2.23}
\end{equation*}
$$

of the smallest error of recovery of the differentiation operator $D^{k}=d^{k} / d t^{k}$ on functions of the space $Y_{0}^{n}$ whose Fourier transform is given with the error $\delta$ in the $L$-norm.

General results related to problems of recovery (see, for example, [3, Theorem 2.1]) give the bound $\varrho_{n, k}^{0}(\delta) \geqslant K_{n, k}^{0} \delta^{\frac{n-k}{n}}$ for value (2.23) in terms of the best constant in inequality (2.21). The corollary and Theorems 1 and 3 imply the statement similar to Theorem 3.

Theorem 4. The following equality holds for odd $n \geqslant 3$ :

$$
\varrho_{n, k}^{0}(\delta)=C_{n, k} \delta^{\frac{n-k}{n}}
$$

Moreover, if $T_{n, k}$ is an extremal operator in Stechkin's problem (1.5) for value (1.16) of the parameter $N$, then the operator defined on the space $L$ by the formula

$$
\Upsilon_{n, k}^{\delta} g=T_{n, k} \widehat{g}, \quad g \in L
$$

is an optimal method in problem (2.23).

## 3 Conclusion

By now, exact solutions were known for the following three extremal problems in the space $W^{n}, n \geqslant 2$, of functions $f \in C(-\infty, \infty)$ that are $n-1$ times
continuously differentiable on the axis, their derivative $f^{(n-1)}$ of order $n-1$ is locally absolutely continuous, and the derivative $f^{(n)}$ of order $n$ belongs to the space $L_{\infty}$. A.N. Kolmogorov (1939) obtained exact inequality between the uniform norm of the derivative of order $k, 1 \leqslant k \leqslant n-1$, of functions from $W^{n}$ and the norms of the function and the $n$th order derivative. S.B. Stechkin (1967), V.V. Arestov (1967), and A.P.Buslaev (1981) solved Stechkin's problem on the best approximation of the differentiation operator of order $k$ on the class $\left\{f \in W^{n}:\left\|f^{(n)}\right\|_{L_{\infty}} \leqslant 1\right\}$ by bounded linear operators in the space $C(-\infty, \infty)$. By the known scheme, this enabled obtaining a solution of the problem on optimal differentiation of functions from the class $W^{n}$ given with a known error in the uniform norm. In the present paper, we discussed analogs of all these problems in the narrower space $Y^{n}=F \bigcap W^{n}$ of functions from $W^{n}$ whose Fourier transform is a bounded Borel measure on the axis. Unexpectedly, it turned out that the situation with solutions of the problems is different for even and odd $n$. For odd $n$, solutions of the corresponding problems on the spaces $W^{n}$ and $Y^{n}$ coincide. This is not so for even $n$. The corresponding problems have different solutions at least for $n=2$.
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#### Abstract

The paper is devoted to a generalization of a necessary optimality condition in the form of the Feedback Minimum Principle for a nonconvex discrete-time free-endpoint control problem. The approach is based on an exact formula for the increment of the cost functional. This formula is completely defined through a solution of the adjoint system corresponding to a reference process. By minimizing that increment in control variable for a fixed adjoint state, we define a multivalued map, whose selections are feedback controls with the property of potential "improvement" of the reference process. As a result, we derive a necessary optimality condition (optimal process does not admit feedback controls of a "potential descent" in the cost functional). In the case when the well-known Discrete Maximum Principle holds, our condition can be further strengthened. Note that obtained optimality condition is quite constructive and may lead to an iterative algorithm for discretetime optimal control problems. Finally, we present sufficient optimality conditions for problems, where Discrete Maximum Principle does not make sense.
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## 1 Introduction

The paper concerns necessary (and sufficient) global optimality conditions for the following discrete optimal control problem (problem $(P)$ ):

$$
\begin{gather*}
x(t+1)=f(t, x(t), u(t)), \quad x(0)=x_{0}  \tag{1}\\
u(t) \in U(t), \quad t \in T  \tag{2}\\
J(\sigma)=l(x(N)) \rightarrow \min
\end{gather*}
$$

[^23]Here, $x(t) \in R^{n}$, sets $U(t) \subset R^{m}$ are compact for all $t \in T:=\{0, \ldots, N-1\}$. By $\sigma$ we denote collections of vectors $\{x(t), u(t)\}=\{x(0), \ldots, x(N), u(0), \ldots, u(N-$ $1)\}$, i.e. admissible processes of problem $(P)$ (pairs of trajectories and controls), $D$ stands for the set of all admissible processes in problem $(P)$, and $\bar{\sigma}=\{\bar{x}(t), \bar{u}(t)\} \in D$ is the reference (examined) process.

The functions $f(t, x, u)$ are assumed to be continuous with respect to (w.r.t.) $(x, u)$ and continuously differentiable w.r.t. $x$ for all $t \in T$, the cost function $l(x)$ is smooth.

First of all, we are interested in the necessary conditions for optimality of $\bar{\sigma}$, using feedback controls $\{v(t, x)\}$ with the property of descent w.r.t. the functional $J$. Such controls are constructed via special solution of discrete HamiltonJacobi type inequality for weakly decreasing functions $\varphi(t, x)$ [1]. This special solution (being support majorant for the cost function $J$ at point $\bar{\sigma}$ ) is completely defined by the trajectory $\{\psi(t)\}$ adjoint to the process $\bar{\sigma}$.

Being applied to classical optimal control problems in differential systems, the discussed approach leads to a rather effective and constructive necessary optimality condition. This condition, called Feedback Minimum Principle (FMP) [2, 3], essentially strengthens the Pontryagin Maximum Principle. In [1] an analogue of the feedback principle was obtained for discrete optimal control problems, linear in the state variable. The present work contains a generalization of the results $[2,3]$ for nonlinear discrete problem $(P)$.

To illustrate our necessary optimality conditions, we consider certain modifications of examples from [4,5], which were used as counter-examples for the Discrete Maximum Principle (DMP) [4-8]. In such modifications, necessary optimality conditions with feedback controls are more effective either if DMP is not applicable at all, or when it is not able to discard nonoptimal processes. In the second case, FMP does work and leads to an optimal process.

## 2 Construction of Feedback Descent Controls

For a discrete dynamic system, the property of weak decrease of a function $\varphi(t, x): T \times R^{n} \rightarrow R$ means that for any initial position $\left(t_{*}, x_{*}\right)$ there exists a trajectory $\{x(t)\}, t=t_{*}, \ldots, N, x\left(t_{*}\right)=x_{*}$ (with a corresponding admissible control $\left.\{u(t)\}, t=t_{*}, \ldots, N-1\right)$ such that $\varphi(t+1, x(t+1))-\varphi(t, x(t)) \leq 0$ for $t=t_{*}, \ldots, N$. The following Hamilton-Jacobi type inequality guarantees the property of weak decrease:

$$
\begin{equation*}
\min _{u \in U(t)} \varphi(t+1, f(t, x, u))-\varphi(t, x) \leq 0 \quad \forall x \in R^{n}, t \in T \tag{3}
\end{equation*}
$$

Necessary optimality conditions, discussed below, use solutions of (3) under appropriate boundary conditions.

Let us describe the construction of a desired solution to inequality (3).
Introduce the Pontryagin function

$$
H(t, x, \psi, u)=\langle\psi, f(t, x, u)\rangle
$$

the adjoint (for $\bar{\sigma}$ ) system

$$
\begin{equation*}
\psi(t)=H_{x}(t, \bar{x}(t), \psi(t), \bar{u}(t)), \quad \psi(N)=l_{x}(\bar{x}(N)) \tag{4}
\end{equation*}
$$

(note that the terminal condition corresponds to the minimum condition of the Pontryagin function in DMP) and the function

$$
\begin{equation*}
\varphi^{*}(t, x)=\left\langle\psi(t)-l_{x}(\bar{x}(t)), x\right\rangle+l(x) \tag{5}
\end{equation*}
$$

$(\langle\cdot, \cdot\rangle$ stands for the scalar product). Due to the terminal condition in (4), we obtain

$$
\begin{equation*}
\varphi^{*}(N, x)=l(x) \tag{6}
\end{equation*}
$$

It is easy to see that the following equality holds:

$$
\begin{gather*}
\sum_{t \in T}\left[\varphi^{*}(t+1, f(t, x(t), u(t)))-\varphi^{*}(t, x(t))\right]=  \tag{7}\\
J(\sigma)-\varphi^{*}\left(0, x_{0}\right) \quad \forall \sigma \in D
\end{gather*}
$$

Introduce the function

$$
\begin{equation*}
K(t, x, u)=\varphi^{*}(t+1, f(t, x, u))-\varphi^{*}(t, x) \tag{8}
\end{equation*}
$$

Then, by equalities $(5)-(7)$, one can obtain the exact formula for the increment of the cost functional $J$ :

$$
\begin{equation*}
J(\sigma)-J(\bar{\sigma})=\sum_{t \in T}[K(t, x(t), u(t))-K(t, \bar{x}(t), \bar{u}(t))] \quad \forall \sigma \in D \tag{9}
\end{equation*}
$$

Based on the previous formula (see also (7)) for any position $(t, x)$ we define the set $U_{*}(t, x)$ of feedback controls, which may generate the deepest descent for functionals (9) and (7). Evidently, if $\bar{\sigma}$ is an optimal process, then descent controls do not exist for $\bar{\sigma}$.

The discussed idea leads to the following multivalued $\varphi^{*}$-extremal map:

$$
\begin{equation*}
U_{*}(t, x)=\underset{u \in U(t)}{\operatorname{Argmin}}[H(t, x, p(t+1), u)+l(f(t, x, u))], \quad t \in T \tag{10}
\end{equation*}
$$

where

$$
p(t)=\psi(t)-l_{x}(\bar{x}(t)), \quad t=0, \ldots, N
$$

Any sequence of vectors $\{v(t, x)\}, t \in T$, satisfying the inclusion $v(t, x) \in$ $U_{*}(t, x)$ on $T \times R^{n}$, generates a trajectory $\left\{x^{v}(t)\right\}$ of the discrete system

$$
\begin{equation*}
x(t+1)=f(t, x(t), v(t, x(t))), \quad x(0)=x_{0} \tag{11}
\end{equation*}
$$

and the open-loop control $\left\{u^{v}(t)=v\left(t, x^{v}(t)\right)\right\}$. Denote by $D_{*}$ the set of sequences $\nu=\left\{x^{v}(t), v(t, x)\right\}$, which may be obtained in this way. Let $J(\nu)=$ $l\left(x^{v}(N)\right) \forall \nu \in D_{*}$.

Theorem 1. If process $\bar{\sigma}=\{\bar{x}(t), \bar{u}(t)\}$ is optimal for problem $(P)$, then the following inequality holds:

$$
J(\bar{\sigma}) \leq J(\nu) \quad \forall \nu \in D_{*} .
$$

In other words, there are no feedback descent controls at the point $\bar{\sigma}$ which can be generated by the $\varphi^{*}$-extremal map $U_{*}(t, x)$.

To prove the Theorem, it is sufficient to note that any sequence $\nu \in D_{*}$ generates the pair $\sigma=\left\{x^{v}(t), u^{v}(t)\right\} \in D$ such that $J(\sigma)=J(\nu)$.

The presented idea does not demand multifunction $U_{*}(t, x)$ to be constructed by the extremal principle, at all. In fact, any map $V(t, x) \subset U(t)$ on $T \times R^{n}$ could be chosen instead of $U_{*}(t, x)$. Of course, such a casual mapping $V(t, x)$ is generically useless.

Let us show that $\varphi^{*}$-extremal multifunction (10) for feedback descent controls corresponds to a solution of the Hamilton-Jacobi inequality (3). The latter one is designed by some "calibration" of function $\varphi^{*}$.

Let $R(t)$ be a reachable set of system (1), (2) at $t$; obviously, $R(t)$ is a compact set in $R^{n} \forall t=1, \ldots, N$. Given an open set $Q(t) \supseteq R(t)$ for all $t=1, \ldots, N$, define (see also (8))

$$
\begin{gathered}
m(t)=\sup _{x \in Q(t)} \min _{u \in U(t)} K(t, x, u), \quad t \in T, \\
r(t)=r(t+1)-m(t), \quad r(N)=0, \\
\widetilde{\varphi}(t, x)=\varphi^{*}(t, x)-r(t), \quad(t, x) \in T \times Q(t) .
\end{gathered}
$$

It is easy to check that function $\widetilde{\varphi}$ satisfies the condition of weak decrease (3) on $T \times Q(t)$, and the $\widetilde{\varphi}$-extremal multifunction for descent controls coincides with $U_{*}(t, x)$. This reasoning provides additional justification for using the set of feedback descent controls (10).

We also stress an important role of Theorem 1 for applications. If process $\bar{\sigma}$ does not satisfy this necessary optimality condition, then one has a process that improves $\bar{\sigma}$ (new process has a smaller value of the cost functional $J$ ).

Example 1. Consider a modification of Example 2 from [4, p. 431], which is used to show that DMP is not applicable to problems of optimal control for systems, obtained by a difference approximation of continuous ones, in general. Modification is due to a square term in the cost function. The example illustrates the applicability of Theorem 1 in contrast to DMP.

$$
\begin{gathered}
J=x^{2}(2)+y(2) \rightarrow \min \\
x(t+1)=x(t)+\frac{1}{2} u(t), \quad x(0)=0 \\
y(t+1)=y(t)+x^{2}(t)-u^{2}(t), \quad y(0)=0 \\
|u(t)| \leq 1, \quad t=0,1
\end{gathered}
$$

One can check that

$$
\min J=\min _{|u(t)| \leq 1, t=0,1}\left\{-\frac{1}{4}\left[2 u^{2}(1)+(u(1)-u(0))^{2}\right]\right\}=-\frac{7}{4}
$$

and the minimum is attained by $u_{0}^{*}= \pm 1, u_{1}^{*}=\mp 1$.
The Pontryagin function is

$$
H=\psi(t+1)\left[x(t)+\frac{1}{2} u(t)\right]+y(t)+x^{2}(t)-u^{2}(t)
$$

and the adjoint system writes

$$
\psi(t)=\psi(t+1)+2 x(t), \quad \psi(2)=2 x(2)
$$

Let us consider the process $\bar{\sigma}$ with $\bar{u} \equiv-1$,

$$
\begin{aligned}
& \bar{x}(1)=-\frac{1}{2}, \bar{x}(2)=-1, \\
& \bar{y}(1)=-1, \bar{y}(2)=-\frac{7}{4}, \\
& \bar{\psi}(1)=-3, \bar{\psi}(2)=-2,
\end{aligned}
$$

and $J(\bar{\sigma})=-\frac{3}{4}$.
Let us test this process by the necessary optimality condition proposed Theorem 1. The selectors of $U_{*}(t, x)$ are described by the following conditions:

$$
\begin{aligned}
& t=0: \quad-u_{0}-\frac{3}{4} u_{0}^{2} \rightarrow \min \quad \Rightarrow \quad U_{*}\left(0, x_{0}\right)=\{1\} ; \\
& t=1: \quad-\frac{3}{4} u_{1}^{2}+x_{1} u_{1} \rightarrow \min \quad \Rightarrow \quad U_{*}\left(1, x_{1}\right)= \begin{cases}\{-1\}, & x_{1}>0, \\
\{1\}, & x_{1}<0, \\
\{-1,1\}, & x_{1}=0 .\end{cases}
\end{aligned}
$$

Any feedback control $v: v(t, x) \in U_{*}(t, x)$ generates process $\widetilde{\sigma}$ with $\widetilde{u}(0)=1$, $\widetilde{u}(1)=-1, \widetilde{x}(1)=\frac{1}{2}, \widetilde{x}(2)=0, \widetilde{y}(1)=-1, \widetilde{y}(2)=-\frac{7}{4}, J(\widetilde{\sigma})=-\frac{7}{4}$. Obviously, $\widetilde{\sigma}$ brings a global solution. Notice that the optimal process $\widetilde{\sigma}$ does not satisfy DMP.

Example 2. This example is aimed to show that Theorem 1 is rather effective to discard nonoptimal DMP-extrema (control processes satisfying DMP).

Consider the following nonconvex problem:

$$
\begin{gathered}
J=y(2)-a x^{2}(2) \rightarrow \min \\
x(t+1)=x(t)+(t-1) u(t), \quad x(0)=0 \\
y(t+1)=y(t)+(u(t)-1) x(t), \quad y(0)=0 \\
|u(t)| \leq 1, \quad t=0,1 ; \quad a>0
\end{gathered}
$$

It is easy to check that

$$
\min J=\min _{|u(t)| \leq 1, t=0,1}\left\{-(u(1)-1) u(0)-a u^{2}(0)\right\}=-2-a .
$$

Let us specify some objects. The Pontryagin function:

$$
H=\psi(t+1)(x(t)+(t-1) u(t))+y(t)+(u(t)-1) x(t)
$$

and the adjoint system:

$$
\psi(t)=\psi(t+1)+u(t)-1, \quad \psi(2)=-2 a x(2)
$$

The $H$-minimum condition looks as follows: $[(t-1) \psi(t+1)+x(t)] u_{t} \rightarrow$ $\min ;\left|u_{t}\right| \leq 1$.

Consider the process $\bar{\sigma}: \bar{u} \equiv 1, \bar{x}(1)=\bar{x}(2)=-1, \bar{y} \equiv 0, \bar{\psi} \equiv 2 a, J(\bar{\sigma})=-a$. Notice that $\bar{\sigma}$ satisfies DMP.

Let us apply Theorem 1 to $\bar{\sigma}$. The $\varphi^{*}$-extremal map (10) is defined by the following optimization problems:

$$
\begin{aligned}
& t=0: \quad-a u_{0}^{2} \rightarrow \min \Rightarrow \quad U_{*}\left(0, x_{0}\right)=\{ \pm 1\} ; \\
& t=1: \quad x_{1} u_{1} \rightarrow \min \Rightarrow \quad U_{*}\left(1, x_{1}\right)= \begin{cases}\{-1\}, & x_{1}>0 \\
\{1\}, & x_{1}<0 \\
{[-1,1],} & x_{1}=0\end{cases}
\end{aligned}
$$

Choosing the feedback control $v(t, x)$ :

$$
v(0)=-1, \quad v(1, x)= \begin{cases}-1, & x \geq 0 \\ 1, & x<0\end{cases}
$$

one can obtain the process $\widetilde{\sigma}: \widetilde{u} \equiv-1, \widetilde{x}(1)=\widetilde{x}(2)=1, \widetilde{y}(1)=0, \widetilde{y}(2)=-2$ with $J(\widetilde{\sigma})=-2-a<-a=J(\bar{\sigma})$.

Thus, Theorem 1 leads to the global extremum $\tilde{\sigma}$, starting from $\bar{\sigma}$.

## 3 Feedback Minimum Principle

In continuous optimal control problems, FMP [2,3] states that an optimal trajectory of the considered problem is necessarily optimal for a certain auxiliary problem of dynamic optimization, called the accessory one. Moreover, the analogue of Theorem 1 was covered by FMP. Below we show that for discrete optimization problems the situation is significantly different compared to the continuous case. However, this is not surprising: for example, in continuous optimization problems, the Pontryagin Maximum Principle is a universal necessary condition, but in discrete problems, it is not always the case [4-8].

Denote by $\left(P_{*}\right)$ the following discrete problem of closed-loop (feedback) control:

$$
J(\nu):=l(x(N)) \rightarrow \min , \quad \nu \in D_{*},
$$

where pairs $\nu=\{x(t), v(t, x)\}$ satisfy system (11) and the inclusion $v(t, x) \in$ $U_{*}(t, x)$ on $T \times R^{n}$.

In general, the pair $\{\bar{x}(t), \bar{u}(t)\}$ is not admissible in problem $\left(P_{*}\right)$. The following minimum condition $M(\bar{\sigma})$ guarantees that $\bar{\sigma} \in D_{*}$ :

$$
\bar{u}(t) \in U_{*}(t, \bar{x}(t)) \quad \forall t \in T .
$$

By (10), $M(\bar{\sigma})$ is equal to the condition

$$
\begin{aligned}
& H(t, \bar{x}(t), p(t+1), \bar{u}(t))+l(f(t, \bar{x}(t), \bar{u}(t)))= \\
& \min _{u \in U(t)}[H(t, \bar{x}(t), p(t+1), u)+l(f(t, \bar{x}(t), u))] \quad \forall t \in T .
\end{aligned}
$$

Given a process $\bar{\sigma}$ satisfying condition $M(\bar{\sigma})$, introduce the feedback control $\bar{v}(t, x) \in U_{*}(t, x)$ in the following way:

$$
\bar{v}(t, x)= \begin{cases}\bar{u}(t), & (t, x) \in \operatorname{orb} \bar{x}(t),  \tag{12}\\ \text { any } w(t, x) \in U_{*}(t, x), & (t, x) \notin \operatorname{orb} \bar{x}(t),\end{cases}
$$

where orb $\bar{x}(t)=\{(t, \bar{x}(t)) \mid t=0, \ldots, N\}$ is the orbit of trajectory $\bar{x}(t)$.
It is easy to see that $\bar{\nu}=\{\bar{x}(t), \bar{v}(t, x)\} \in D_{*}$. Then by Theorem 1 one can derive FMP as follows:

Theorem 2. Let process $\bar{\sigma}=\{\bar{x}(t), \bar{u}(t)\}$ be optimal for problem $(P)$ and satisfy the minimum condition $M(\bar{\sigma})$. Then process $\bar{\nu}=\{\bar{x}(t), \bar{v}(t, x)\}$ with control (12) is optimal for problem $\left(P_{*}\right)$.

In the assumptions of this theorem, problem $\left(P_{*}\right)$ appears to be accessory (for $\bar{\sigma}$ ) in the classical sense. It means that $\left(P_{*}\right)$ is a variational type problem, designed to analyze the optimality of process $\bar{\sigma}$.

FMP, generalizing Theorem 1, is a very attractive theoretical result. However, it is difficult to solve the accessory problem in practice. Therefore, in applications, one normally applies Theorem 1 instead of Theorem 2 (using the "trial and error" method when choosing selectors of multifunction $\left.U_{*}(t, x)\right)$. In addition, the class of problems, for which FMP is valid, is restricted by condition $M(\bar{\sigma})$. Although this condition is often met, it is not necessary at all (see Example 2, where process $\bar{\sigma}$ with $\bar{u} \equiv 1$ is admissible in problem ( $P_{*}$ ) but does not solve it).

Example 3. Consider a modification of Example 6.46 from [5, Vol. II, p. 249] which shows a failure of DMP for optimal processes. At the same time, FMP holds here for some values of parameters.

$$
\begin{gathered}
J=x^{2}(3)+y(3) \rightarrow \min \\
x(t+1)=g(t, u(t)), \quad x(0)=0 \\
y(t+1)=a x^{2}(t)+b y(t)-\frac{a}{b} g^{2}(t, u(t)), \quad y(0)=0, \\
u(t) \in U, \quad t=0,1,2 ; \quad a>0, \quad b>0
\end{gathered}
$$

the function $g(t, \cdot)$ is continuous, the set $U$ is compact.

$$
\min J=\min _{u(2) \in U} \frac{b-a}{b} g^{2}(2, u(2)) .
$$

It means that any admissible process $\bar{\sigma}$ with $\bar{u}(2) \in \underset{u \in U}{\operatorname{Argmin}} \frac{b-a}{b} g^{2}(2, u(2))$ is optimal.

The Pontryagin function is

$$
H=\psi(t+1) g(t, u(t))+\xi(t+1)\left[a x^{2}(t)+b y(t)-\frac{a}{b} g^{2}(t, u(t))\right]
$$

(here, $\xi(t)$ is the adjoint of $y$ ).
Let us consider any optimal process and denote it by $\bar{\sigma}=(\bar{x}(t), \bar{y}(t), \bar{u}(t))$. The corresponding trajectory $(\bar{\psi}, \bar{\xi})$ of adjoint system (4) is

$$
\begin{array}{ll}
\bar{\psi}(1)=2 a b g(0, \bar{u}(0)), & \bar{\psi}(2)=2 a g(1, \bar{u}(1)), \\
\bar{\xi}(1)=b^{2}, & \bar{\psi}(3)=2 g(2, \bar{u}(2)), \\
\bar{\xi}(3)=1 .
\end{array}
$$

One can check that $\bar{\sigma}$ does not satisfy DMP. Moreover, for $t=0,1$, the Pontryagin function $H$ reaches on $\bar{u}(t)$ its maximum (rather than minimum), and the $H$-minimum conditions are as follows:

$$
\begin{array}{ll}
t=0: & a b\left[2 g(0, \bar{u}(0)) g\left(0, u_{0}\right)-g^{2}\left(0, u_{0}\right)\right] \rightarrow \min , \quad u_{0} \in U \\
t=1: & a\left[2 g(1, \bar{u}(1)) g\left(1, u_{1}\right)-g^{2}\left(1, u_{1}\right)\right] \rightarrow \min , \quad u_{1} \in U
\end{array}
$$

When $t=2$, the " $H \rightarrow$ min" condition takes the form

$$
2 g(2, \bar{u}(2)) g\left(2, u_{2}\right)-\frac{a}{b} g^{2}\left(2, u_{2}\right) \rightarrow \min , \quad u_{2} \in U
$$

Therefore, all optimal processes do not satisfy DMP.
Let us check FMP for optimal process $\bar{\sigma}$. The $\varphi^{*}$-extremal multifunction (10) leads to the following conditions:

$$
\begin{aligned}
& t=0: \quad(a b-1)\left[2 g(0, \bar{u}(0)) g\left(0, u_{0}\right)-g^{2}\left(0, u_{0}\right)\right] \rightarrow \min , \quad u_{0} \in U \\
& t=1: \quad(a-1)\left[2 g(1, \bar{u}(1)) g\left(1, u_{1}\right)-g^{2}\left(1, u_{1}\right)\right] \rightarrow \min , \quad u_{1} \in U \\
& t=2: \quad \frac{b-a}{b} g^{2}\left(2, u_{2}\right) \rightarrow \min , \quad u_{2} \in U
\end{aligned}
$$

(compare with the previous formulas). It means that condition $M(\bar{\sigma})$ is satisfied and $\bar{\sigma}$ is admissible for problem $\left(P_{*}\right)$ only when $a \leq 1$ and $a b \leq 1$. By the way, the conditions of Theorem 1 for $\bar{\sigma}$ are evidently relaxed.

Example 4. Now we propose another case, where Theorems 1 and 2 accompany one another. Consider the following modification of Example 3 from [4, p. 432]:

$$
\begin{gathered}
J=a x^{2}(2)+y(2) \rightarrow \min \\
x(t+1)=2 u(t), \quad x(0)=0 \\
y(t+1)=y(t)+x^{2}(t)-u^{2}(t), \quad y(0)=0 \\
|u(t)| \leq 1, \quad t=0,1 ; \quad a \in R
\end{gathered}
$$

Obviously,

$$
\min J=\min _{|u(t)| \leq 1, t=0,1}\left\{3 u_{0}^{2}+(4 a-1) u_{1}^{2}\right\} .
$$

Therefore, the minimizing controls are the following:

- if $a>\frac{1}{4}$, then $u^{*} \equiv 0$;
- if $a=\frac{1}{4}$, then $u_{0}^{*}=0, u_{1}^{*} \in[-1,1]$;
- if $a<\frac{1}{4}$, then $u_{0}^{*}=0, u_{1}^{*} \in\{-1,1\}$.

Any optimal process $\bar{\sigma}$ does not satisfy DMP for $a>0$, but it satisfies condition $M(\bar{\sigma})$ and Theorems 1 and $2(\forall a)$. However, in the case $a<\frac{1}{4}$ the condition $M(\sigma)$ does not hold for the process $\sigma \equiv 0$. Nevertheless, by applying Theorem 1 the process $\sigma$ could be discarded.

## 4 Comparison with Known Necessary Optimality Conditions

Theorems 1 and 2 offer certain necessary conditions for global optimality, and the scope of application of constructive Theorem 1 is unlimited. As is known [6], only necessary conditions for a weak minimum have similar universality - in the class of sufficiently small variations $|x(t)-\bar{x}(t)|$ and $|u(t)-\bar{u}(t)|$ for all $t$. Therefore, these local conditions of optimality are less effective than those obtained above (both theoretically and practically).

The DMP is a necessary condition for a strong minimum (variations $\mid u(t)-$ $\bar{u}(t) \mid$ do not have to be small), and in this sense DMP is more attractive than the conditions for a weak minimum. However, this criterion is not universal-it is valid for problem $(P)$ under certain convexity conditions on the set $f(t, x, U(t))$; the simplest of these conditions is the convexity of $f(t, x, U(t)) \forall x \in R^{n}$ and $t \in T$. Theorems 1 and 2 do not imply these assumptions; however, FMP contains the assumption $M(\bar{\sigma})$ on the reference process. Therefore, a direct comparison of FMP with DMP in their applicability is difficult. However, as the examples show, the combination of Theorems 1 and 2 exceeds DMP (for problems where DMP is applicable) in efficiency. Note also that in the case when $l$ is linear, condition $M(\bar{\sigma})$ coincides with the extremal condition from DMP, but, along with $M(\bar{\sigma})$, FMP requires $\bar{\sigma}$ to be optimal for the accessory problem $\left(P_{*}\right)$. This fact essentially strengthens the necessary condition.

The previous examples show that FMP is more applicable than DMP. The case of linear cost function can be found, e.g., in [1] (this example coincides
with Example 2, excepting the linear cost function $J=y(2))$. Now, we present another eloquent case:

Example 5. This quadratic modification of Example 8 by [4, p. 433] presents the situation when all optimal processes do not satisfy DMP, while FMP does hold for each one.

$$
\begin{gathered}
J=x^{2}(2)+y(2) \rightarrow \min \\
x(t+1)=u(t), \quad x(0)=0 \\
y(t+1)=y(t)+x^{2}(t), \quad y(0)=0 \\
u(t) \in\{-1,+1\}, \quad t=0,1
\end{gathered}
$$

Notice that any admissible process is optimal.
The Pontryagin function is

$$
H=\psi(t+1) u(t)+x^{2}(t)+y(t)
$$

and the adjoint system takes the form:

$$
\psi(t)=2 x(t), \quad \psi(2)=2 x(2)
$$

It is notable that any optimal process $\bar{\sigma}$ does not satisfy the DMP:

$$
2 \bar{x}(t+1) u_{t} \rightarrow \min \quad \Rightarrow \quad u_{t}^{*}=-\operatorname{sign} \bar{u}(t)
$$

At the same time, FMP holds for all optimal processes: $M(\bar{\sigma})$ and FMP lead to the condition

$$
u_{t}^{2} \rightarrow \min ; \quad u_{t} \in\{-1,+1\}
$$

## 5 Sufficient Optimality Conditions

We proceed with the natural inequality

$$
\Delta J(\bar{\sigma})=J(\sigma)-J(\bar{\sigma}) \geq 0 \quad \forall \sigma \in D
$$

where the increment $\Delta J(\bar{\sigma})$ is described by the exact formula (9) (see also (5) and (8)).

Let $R(t)$ denote a compact reachable set of discrete system (1), (2) at time $t$, and $E(t) \supseteq R(t)$ be its outer estimate by some compact set $E(t) \subset R^{n}$ (here, $t=1, \ldots, N)$. Introduce the function

$$
\begin{equation*}
\mu(t)=\min _{(x, u) \in E(t) \times U(t)} K(t, x, u) \tag{13}
\end{equation*}
$$

Represent this formula in a more traditional form - introduce the following objects:

$$
\begin{equation*}
h(t, x, \psi)=\min _{u \in U(t)}[H(t, x, \psi, u)+l(f(t, x, u))] \tag{14}
\end{equation*}
$$

(an analogue of the lower Hamiltonian of problem $(P)$ ),

$$
\begin{equation*}
\mathcal{K}(t, x)=h(t, x, p(t+1))-l(x)-\langle p(t), x\rangle \tag{15}
\end{equation*}
$$

(the extended lower Hamiltonian). So, function $\mu(t)$ from (13) can be defined in the following way:

$$
\begin{equation*}
\mu(t)=\min _{x \in E(t)} \mathcal{K}(t, x), \quad t=1, \ldots, N \tag{16}
\end{equation*}
$$

By the definition of function $\mu(t)$ and formula (9), one obtains the following sufficient optimality condition:

Theorem 3. Let a process $\bar{\sigma}=\{\bar{x}(t), \bar{u}(t)\}$ satisfy the minimum condition:

$$
\mathcal{K}(t, \bar{x}(t))=\mu(t), \quad t=1, \ldots, N
$$

where functions $\mathcal{K}$ and $\mu$ are defined by equalities (13)-(16) on some compact sets $E(t) \supseteq R(t), t=1, \ldots, N$. Then $\bar{\sigma}$ is optimal for $(P)$.

Theorem 3 gives a first-order sufficient optimality condition, since it uses only the first derivatives of the input data. However, no convexity assumptions are imposed.

Note that these conditions are well combined with the necessary conditions of Theorems 1 and 2, since they are formulated in the same constructions: FMP can be applied iteratively. Assumed that these iterations stop, the resulting process can be checked for optimality by Theorem 3 .

## 6 Conclusion

In the paper nonlocal necessary and sufficient optimality conditions with feedback comparison controls are obtained for nonconvex discrete control problems. The main results are related to the necessary optimality conditions in the class of feedback descent controls (Theorems 1 and 2). These conditions are constructive, independent of DMP, and lead to an efficient iterative algorithm for improving the control (see, e.g., [9]).

This algorithm seems efficient for solving complex discrete control problems with terminal constraints on trajectory, using the methods of penalty functions, modified Lagrangians, etc. Indeed, in all these methods, the associated problems of unconditional optimization should be also solved globally.

Theoretically, it is of interest to generalize Theorems 1 and 2 to more complex problems with constraints, analyze the connection with the quasi-maximum condition $[5,7]$ (the influence of the time quantization frequency on the optimality conditions), the effect of relaxation of the problem, etc. These questions are also important for the theory of optimal control in differential systems.
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#### Abstract

We consider a linear time-invariant control system with right-hand side depending on a small parameter. Assuming that the system is controllable, we study the asymptotics of the minimal eigenvalue of a system's controllability Gramian and provide some bounds for the eigenvalue. These estimates are applied to the study of convexity properties of reachable sets for nonlinear control systems with integral constraints on control variables.
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## 1 Introduction

Consider the linear time-invariant control system

$$
\begin{equation*}
\dot{x}(t)=\varepsilon A x(t)+B u(t), t \in[0,1], \tag{1}
\end{equation*}
$$

$x \in \mathbb{R}^{n}, u \in \mathbb{R}^{r}$, and $\varepsilon>0$ is a small parameter. If the pair $(A, B)$ is completely controllable then $(\varepsilon A, B)$ is also controllable for any $\varepsilon \neq 0$. In this case the minimal eigenvalue $\nu\left(W_{\varepsilon}\right)$ of the controllability Gramian $W_{\varepsilon}$ of (1) is positive for every value $\varepsilon>0$. In this paper we study the asymptotics of $\nu\left(W_{\varepsilon}\right)$ for small $\varepsilon$ and apply it to propose sufficient conditions for the convexity of reachable sets for a nonlinear time-invariant control-affine system on a small time interval under quadratic integral constraints on control variables. The proof is based on the result of Polyak [15] on the convexity of reachable sets for a nonlinear control system with $\mathbb{L}_{2}$ norms of controls bounded from above by a sufficiently small number. The reachability properties of nonlinear systems with integral constraints and algorithms for the construction of reachable sets were investigated in the papers $[10,15],[5,6]$. The problems of control and estimation under integral constraints were studied in many papers (see, for example, $[1,3,4,7,11]$ ).

## 2 Preliminaries

Further we use the following notation. By $A^{\top}$ we denote the transpose of a real matrix $A, I$ is an identity matrix, 0 stands for a zero vector or a zero matrix of appropriate dimension. For $x, y \in \mathbb{R}^{n}$ let $(x, y)=x^{\top} y$ denotes the inner product of two vectors, $x^{\top}=\left(x_{1}, \ldots, x_{n}\right),\|x\|=(x, x)^{\frac{1}{2}}$ be the Euclidean norm, and $B(\bar{x}, r)=\left\{x \in \mathbb{R}^{n}:\|x-\bar{x}\| \leq r\right\}$ be a ball of radius $r>0$ centered at $\bar{x}$. For a real $n \times n$ matrix $A$ a spectral matrix norm induced by the Euclidean vector norm is denoted as $\|A\|$. The symbols $\mathbb{L}_{1}, \mathbb{L}_{2}$ and $\mathbb{C}$ stand for the spaces of summable, square summable and continuous functions respectively. The norms in these spaces are denoted as $\|\cdot\|_{\mathbb{L}_{1}},\|\cdot\|_{\mathbb{L}_{2}},\|\cdot\|_{\mathbb{C}}$.

Definition 1. The symmetric matrix $W_{\varepsilon}(t)$ defined by the equality

$$
\begin{equation*}
W_{\varepsilon}(t)=\int_{0}^{t} X_{\varepsilon}(t, \tau) B B^{\top} X_{\varepsilon}^{\top}(t, \tau) d \tau \tag{2}
\end{equation*}
$$

where $X_{\varepsilon}(t, \tau)$ is a fundamental Cauchy matrix of system (1) $\left(\dot{X}_{\varepsilon}(t, \tau)=\right.$ $\left.A X_{\varepsilon}(t, \tau), X(\tau, \tau)=I\right)$ is called the controllability Gramian of the control system (1).

Differentiating equality (2) we get that $W_{\varepsilon}(t)$ is a solution of the linear differential equation

$$
\begin{equation*}
\dot{W}_{\varepsilon}=\varepsilon A W_{\varepsilon}+\varepsilon W_{\varepsilon} A^{\top}+B B^{\top}, W_{\varepsilon}(0)=0 . \tag{3}
\end{equation*}
$$

Proposition 1. The matrix $W_{\varepsilon}(t), t>0$ is positive definite for every $\varepsilon \neq 0$ if and only if the pair $(A, B)$ is completely controllable.

Proof. Really, complete controllability of $(A, B)$ is equivalent to the equality

$$
\operatorname{span}\left(B, A B, \ldots, A^{n-1} B\right)=\mathbb{R}^{n}
$$

where $\operatorname{span}\left(B, A B, \ldots, A^{n-1} B\right)$ denotes the linear span of the columns of the corresponding matrices. For $\varepsilon \neq 0$ we have

$$
\operatorname{span}\left(B, A B, \ldots, A^{n-1} B\right)=\operatorname{span}\left(B, \varepsilon A B, \ldots, \varepsilon^{n-1} A^{n-1} B\right)
$$

Thus $(\varepsilon A, B)$ is contrlollable iff $(A, B)$ is controllable. Since controllability is equivalent to non singularity of the controllability Gramian, this implies the assertion.

Let us look for $W_{\varepsilon}(t)$ as a sum of a series in powers of $\varepsilon$

$$
\begin{equation*}
W_{\varepsilon}(t)=V_{0}(t)+\varepsilon V_{1}(t)+\varepsilon^{2} V_{2}(t)+\ldots, V_{k}(0)=0, k=0,1, \ldots \tag{4}
\end{equation*}
$$

Differentiating (4) and equating multipliers in front of equal degrees of $\varepsilon$ we get

$$
\begin{equation*}
\dot{V}_{0}(t)=B B^{\top}, \dot{V}_{k}(t)=A V_{k-1}(t)+V_{k-1}(t) A^{\top}, k=1,2, \ldots \tag{5}
\end{equation*}
$$

After integration Eq. (5) we get

$$
V_{0}(t)=t U_{0}, V_{i}(t)=\frac{t^{i+1}}{(i+1)!} A U_{i}, i=1,2, \ldots
$$

where

$$
\begin{equation*}
U_{0}=B B^{\top}, U_{i}=A U_{i-1}+U_{i-1} A^{\top}, k=1,2, \ldots \tag{6}
\end{equation*}
$$

Thus for $W_{\varepsilon}=W_{\varepsilon}(1)$ we have

$$
\begin{equation*}
W_{\varepsilon}=\sum_{k=0}^{\infty} \frac{\varepsilon^{k}}{(k+1)!} U_{k} \tag{7}
\end{equation*}
$$

By virtue of the estimate $\left\|U_{k}\right\| \leq 2\|A\|\left\|U_{k-1}\right\| \leq 2^{k}\|A\|^{k}\left\|U_{0}\right\|$ the series (7), (4) are majorized by the converging series

$$
\sum_{k=0}^{\infty} \frac{(2 \varepsilon\|A\|)^{k}}{(k+1)!}\left\|U_{0}\right\| .
$$

As a result we arrive at the following statement.
Proposition 2. The matrix $W_{\varepsilon}=W_{\varepsilon}(1)$ is represented by the sum of series (7), uniformly convergent on every bounded subset of $\mathbb{R}$.

We deal with the estimates of the asymptotic behaviour of the minimal eigenvalue $\nu\left(W_{\varepsilon}\right)$ under $\varepsilon \rightarrow 0$. Note that all the matrices $U_{k}$ in (7) are symmetric but not necessarily positive semi-definite. For $U_{0}$ we obviously have $\nu\left(U_{0}\right) \geq 0$. If $\nu\left(U_{0}\right)>0$ then there exists $\alpha>0$ such that $\nu\left(W_{\varepsilon}\right) \geq \alpha$ for sufficiently small $\varepsilon$. Further, we assume that $\nu\left(U_{0}\right)=0$, hence $\nu\left(W_{\varepsilon}\right) \rightarrow 0$ as $\varepsilon \rightarrow 0$.

Definition 2. (See, for example, [12]) The pair $(A, B)$ is linearly equivalent to the pair $\left(A_{1}, B_{1}\right)$ if there exists a nonsingular matrix $S$ such that $A_{1}=S A S^{-1}$, $B_{1}=S B$.

The linear equivalent pairs generate equations of the same control system in different systems of coordinates. The pair $(A, B)$ is controllable iff $\left(A_{1}, B_{1}\right)$ is controllable.

Lemma 1. Let $(A, B),\left(A_{1}, B_{1}\right)$ be linearly equivalent pairs and let $W_{\varepsilon}, W_{\varepsilon}^{1}$ be corresponding controllability Gramians. There exist $\alpha>0, \beta>0$ such that

$$
\alpha \nu\left(W_{\varepsilon}\right) \leq \nu\left(W_{\varepsilon}^{1}\right) \leq \beta \nu\left(W_{\varepsilon}\right)
$$

for all $\varepsilon$.

Proof. Denote by $U_{k}^{1}, k=0,1,2, \ldots$ matrices in the expansion (7) for $W_{\varepsilon}^{1}$. Then by induction we get

$$
\begin{gathered}
U_{0}^{1}=B_{1} B_{1}^{\top}=S B B^{\top} S^{\top}=S U_{0} S^{\top}, U_{k}^{1}=A_{1} U_{k-1}^{1}+U_{k-1}^{1} A_{1}^{\top}= \\
S A S^{-1} S U_{k-1} S^{\top}+S U_{k-1} S^{\top}\left(S^{-1}\right)^{\top} A^{\top} S^{\top}=S\left(A U_{k-1}+U_{k-1} A^{\top}\right) S^{\top}=S U_{k} S^{\top} .
\end{gathered}
$$

The last implies the equality $W_{\varepsilon}^{1}=S W_{\varepsilon} S^{\top}$ which means that $W_{\varepsilon}^{1}$ and $W_{\varepsilon}$ are congruent matrices. For symmetric congruent matrices the following is true (see, for example,[13, Theorem 4.5.9]): for any symmetric matrix $D$ there exist the numbers $\theta_{i}, \lambda_{1}\left(S S^{\top}\right) \leq \theta_{i} \leq \lambda_{n}\left(S S^{\top}\right), i=1, \ldots, n$ such that

$$
\lambda_{i}\left(S D S^{\top}\right)=\theta_{i} \lambda_{i}(D)
$$

Here $\lambda_{i}$ denote eigenvalues of the matrices ordered by ascending. The last implies the assertion of the lemma.

## 3 Estimates for Minimal Eigenvalues of Controllability Gramian

Consider systems with a single control input. In this case $A$ is an $n \times n$ matrix and $B$ is a column $n$-vector.

Theorem 1. Assume that system is completely controllable. If $n=2$ then there exist $\alpha>0, \beta>0$ such that for all sufficiently small $\varepsilon>0$ the following inequality holds

$$
\alpha \varepsilon^{2} \leq \nu\left(W_{\varepsilon}\right) \leq \beta \varepsilon^{2} .
$$

If $n \geq 3$ then there exists $\beta>0$ such that for all sufficiently small $\varepsilon>0$

$$
\begin{equation*}
0<\nu\left(W_{\varepsilon}\right) \leq \beta \varepsilon^{2 n-2} \tag{8}
\end{equation*}
$$

Proof. Since the pair $(A, B)$ is controllable, there exists a nonsingular matrix $S$ such

$$
A_{1}=S A S^{-1}=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0  \tag{9}\\
0 & 0 & 1 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & \ldots & 1 \\
a_{1} & a_{2} & a_{3} & \ldots & a_{n}
\end{array}\right), \quad B_{1}=S B=\left(\begin{array}{c}
0 \\
0 \\
\ldots \\
0 \\
1
\end{array}\right) .
$$

Here $a_{1}, a_{2}, \ldots, a_{n}$ are the coefficients of the characteristic polynomial of the matrix $A$. Taking into account Lemma 1 we can assume without loss of generality that the pair $(A, B)$ itself has the form (9).

For $m \geq 1$ denote

$$
S^{m}(\varepsilon)=\sum_{k=0}^{m} \frac{\varepsilon^{k}}{(k+1)!} U_{k}, R^{m}(\varepsilon)=\sum_{k=m}^{\infty} \frac{\varepsilon^{(k-m)}}{(k+1)!} U_{k},
$$

then $W_{\varepsilon}$ is represented by

$$
W_{\varepsilon}=S^{m}(\varepsilon)+\varepsilon^{m+1} R^{m+1}(\varepsilon) .
$$

Consider $n=2$, in this case

$$
\begin{gather*}
A=\left(\begin{array}{cc}
0 & 1 \\
a_{1} & a_{2}
\end{array}\right), B=\binom{0}{1} .  \tag{10}\\
U_{0}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), \quad U_{1}=\left(\begin{array}{cc}
0 & 1 \\
1 & 2 a_{2}
\end{array}\right), \quad U_{2}=\left(\begin{array}{cc}
2 & 3 a_{2} \\
3 a_{2} & 2 a_{1}+4 a_{2}^{2}
\end{array}\right) .
\end{gather*}
$$

Letting

$$
W_{\varepsilon}=S^{2}(\varepsilon)+\varepsilon^{3} R^{3}(\varepsilon)
$$

we get

$$
S^{2}(\varepsilon)=\binom{\varphi_{1}(\varepsilon) \varphi_{2}(\varepsilon)}{\varphi_{2}(\varepsilon) \varphi_{3}(\varepsilon)}
$$

where

$$
\varphi_{1}(\varepsilon)=\frac{1}{3} \varepsilon^{2}, \varphi_{2}(\varepsilon)=\frac{a_{2}}{2} \varepsilon^{2}+\frac{1}{2} \varepsilon, \varphi_{3}(\varepsilon)=\frac{a_{1}+2 a_{2}^{2}}{3} \varepsilon^{2}+a_{2} \varepsilon+1
$$

Calculating the minimal eigenvalue of $S^{2}(\varepsilon)$ we get

$$
\nu\left(S^{2}(\varepsilon)\right)=\frac{\varphi_{1}+\varphi_{2}}{2}(1-\sqrt{1+\psi}),
$$

where

$$
\psi=-4 \frac{\varphi_{1} \varphi_{3}-\varphi_{2}^{2}}{\left(\varphi_{1}+\varphi_{3}\right)^{2}}
$$

Since

$$
\varphi_{1} \varphi_{3}-\varphi_{2}^{2}=\frac{\varepsilon^{2}}{3}-\frac{\varepsilon^{2}}{4}+o\left(\varepsilon^{2}\right)=\frac{\varepsilon^{2}}{12}+o\left(\varepsilon^{2}\right),\left(\varphi_{1}+\varphi_{3}\right)^{2}=O(1)
$$

we have

$$
\psi=-\frac{\varepsilon^{2}}{3}+o\left(\varepsilon^{2}\right), \nu\left(S^{2}(\varepsilon)\right)=\frac{\varepsilon^{2}}{12}+o\left(\varepsilon^{2}\right) .
$$

From the theorem on the perturbation of eigenvalues of a symmetric matrix [13] it follows that

$$
\left|\nu\left(W_{\varepsilon}\right)-\nu\left(S^{2}(\varepsilon)\right)\right| \leq\left\|\varepsilon^{3} R^{3}(\varepsilon)\right\| \leq \varepsilon^{3}\left\|R^{3}(0)\right\| / 2
$$

for sufficiently small positive $\varepsilon$. Hence,

$$
\nu\left(W_{\varepsilon}\right) \geq \nu\left(S^{2}(\varepsilon)\right)-\varepsilon^{3}\left\|R^{3}(0)\right\| / 2 \geq \frac{\varepsilon^{2}}{12}+o\left(\varepsilon^{2}\right)
$$

this proves the fist part of the theorem.

For a square $n \times n$ matrix $A$ denote by $d_{i}(A)$ diagonals parallel to the antidiagonal, counting from the right-bottom corner. Thus

$$
\begin{gathered}
d_{1}(A)=\left\{a_{n n}\right\}, d_{2}(A)=\left\{a_{n(n-1)}, a_{(n-1) n}\right\}, \\
d_{3}(A)=\left\{a_{n(n-2)}, a_{(n-1)(n-1)}, a_{(n-2) n}\right\},
\end{gathered}
$$

etc., $i=1,2, \ldots, 2 n-1$. By induction we prove that all the elements of the matrix $U_{i}$, lying above the diagonal $d_{i}\left(U_{i-1}\right)$, are equal to zero. Then the elements in the left top corners of the matrices $U_{i}$ are equal to zero for all $i=1, \ldots, 2 n-3$. Hence, this matrices $S^{i}(\varepsilon)$ are singular, that implies inequalities $\nu\left(S^{i}(\varepsilon)\right) \leq 0$ for all $i=1, \ldots, 2 n-3$. From the equality

$$
W_{\varepsilon}=S^{2 n-3}(\varepsilon)+\varepsilon^{2 n-2} R^{2 n-2}(\varepsilon)
$$

we get the estimate (8).

## 4 Convexity of Small Time Reachable Sets

Consider the control system

$$
\begin{equation*}
\dot{x}(t)=f_{1}(t, x(t))+f_{2}(t, x(t)) u(t), x\left(t_{0}\right)=x^{0}, \tag{11}
\end{equation*}
$$

where $t_{0} \leq t \leq \bar{t}_{1}, x \in \mathbb{R}^{n}, u \in \mathbb{R}^{r}$, the functions $f_{1}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n}, f_{2}: \mathbb{R}^{n+1} \rightarrow$ $\mathbb{R}^{n \times r}$ are assumed to be continuous and continuously differentiable in $x$.

If $f_{1}, f_{2}$ satisfy the conditions:

$$
\begin{equation*}
\left\|f_{1}(t, x)\right\| \leq l_{1}(t)(1+\|x\|),\left\|f_{2}(t, x)\right\|_{n \times r} \leq l_{2}(t) \tag{12}
\end{equation*}
$$

where $l_{1}(\cdot) \in \mathbb{L}_{1}\left[t_{0}, \bar{t}_{1}\right], l_{2}(\cdot) \in \mathbb{L}_{2}\left[t_{0}, \bar{t}_{1}\right]$, then for any $u(\cdot) \in \mathbb{L}_{2}\left[t_{0}, \bar{t}_{1}\right]$ there exists a unique absolutely continuous solution $x(t)$ of system (11) which is defined on the interval $\left[t_{0}, \bar{t}_{1}\right]$.

With $t_{0}<t_{1} \leq \bar{t}_{1}$ given consider the space of square integrable vectorfunctions on $\left[t_{0}, t_{1}\right]$ with an inner product defined as

$$
(u(\cdot), v(\cdot))=\int_{t_{0}}^{t_{1}} u^{\top}(t) v(t) d t
$$

For this space we also use the notation $\mathbb{L}_{2}=\mathbb{L}_{2}\left[t_{0}, t_{1}\right]$.
All the trajectories of system (11) corresponding to controls from a Hilbert ball $B(0, \mu)=\left\{u(\cdot) \in \mathbb{L}_{2}\left[t_{0}, \bar{t}_{1}\right]:(u(\cdot), u(\cdot)) \leq \mu^{2}\right\}$ are lying in a compact set $D \subset \mathbb{R}^{n}$ (see, for example, [7]). Instead of assuming that inequalities (12) are satisfied we may further suppose that all the trajectories of system (11) are defined on the interval $\left[t_{0}, t_{1}\right]$ and belong to some compact set $D$.
Definition 3. The set

$$
G\left(t_{1}\right)=\left\{x \in \mathbb{R}^{n}: \exists u(\cdot) \in \mathbb{L}_{2}\left[t_{0}, t_{1}\right]:(u(\cdot), u(\cdot)) \leq \mu^{2}, x=x\left(t_{1}, u(\cdot)\right)\right\}
$$

is called a reachable set of system (11) at a given time instant $t_{1}$.

Definition 4. Let $u(t)$ be a control from $\mathbb{L}_{2}, x(t)$ be a corresponding trajectory. A linear control system

$$
\begin{equation*}
\dot{\delta x}=A(t) \delta x+B(t) \delta v, \quad \delta x\left(t_{0}\right)=0 \tag{13}
\end{equation*}
$$

where

$$
A(t)=\frac{\partial f_{1}}{\partial x}(t, x(t))+\frac{\partial}{\partial x}\left[f_{2}(t, x(t)) u(t)\right], B(t)=f_{2}(t, x(t))
$$

is said to be a linearization of (11) along the pair $(x(t), u(t))$.
Assumption 1. The functions $f_{1}(t, x), f_{2}(t, x)$ have continuous derivatives in $x$ which satisfy the Lipschitz conditions: for all $t \in\left[t_{0}, \bar{t}_{1}\right], x_{1}, x_{2} \in D$

$$
\begin{aligned}
& \left\|\frac{\partial f_{1}}{\partial x}\left(t, x_{1}\right)-\frac{\partial f_{1}}{\partial x}\left(t, x_{2}\right)\right\| \leq l_{3}\left\|x_{1}-x_{2}\right\|, \\
& \left\|\frac{\partial f_{2}}{\partial x}\left(t, x_{1}\right)-\frac{\partial f_{2}}{\partial x}\left(t, x_{2}\right)\right\| \leq l_{4}\left\|x_{1}-x_{2}\right\|,
\end{aligned}
$$

where $l_{i} \geq 0$ for $i=3,4$.
For $u(\cdot), u_{i}(\cdot) \in B(0, \mu) \subset \mathbb{L}_{2}\left[t_{0}, t_{1}\right]$, and corresponding trajectories $x(\cdot)$, $x_{i}(\cdot), i=1,2$ denote as $A(t), A_{i}(t), B(t), B_{i}(t)$ the matrices of the linearizations of system (13) along the pairs $(u(\cdot), x(\cdot))\left(u_{i}(\cdot), x_{i}(\cdot)\right)$. Let $X(t, s), X_{i}(t, s)$, $i=1,2$ be fundamental matrices of the systems

$$
\dot{x}(t)=A(t) x(t), \dot{x}(t)=A_{i}(t) x(t), i=1,2, t \in\left[t_{0}, t_{1}\right] .
$$

Lemma 2. Suppose the Assumption 1 to be fulfilled. There exists a constant $C$ such that

$$
\left\|X_{1}(t, s)-X_{2}(t, s)\right\| \leq C\left\|u_{1}(\cdot)-u_{2}(\cdot)\right\|_{\mathbb{L}_{2}}, t, s \in\left[t_{9}, t_{1}\right]
$$

for any $u_{i}(\cdot) \in B(0, \mu)$.
Proof. From the integral identities

$$
x_{i}(t)=\int_{t_{0}}^{t} f_{1}\left(s, x_{i}(s)\right) d s+\int_{t_{0}}^{t} f_{2}\left(s, x_{i}(s)\right) u_{i}(s) d s,
$$

we get

$$
\begin{gathered}
\left\|x_{1}(t)-x_{2}(t)\right\| \leq\left\|\int_{t_{0}}^{t}\left[f_{1}\left(s, x_{1}(s)\right)-f_{1}\left(s, x_{2}(s)\right)\right] d s\right\| \\
+\left\|\int_{t_{0}}^{t}\left[f_{2}\left(s, x_{1}(s)\right)-f_{2}\left(s, x_{2}(s)\right)\right] u_{1}(s) d s\right\|+\left\|\int_{t_{0}}^{t} f_{2}\left(s, x_{2}(s)\right)\left(u_{1}(s)-u_{2}(s)\right) d s\right\| \\
\leq \int_{t_{0}}^{t}\left(L_{1}+L_{2}\left\|u_{1}(s)\right\|\right)\left\|x_{1}(s)-x_{2}(s)\right\| d s+k_{1}\left\|u_{1}(\cdot)-u_{2}(\cdot)\right\|_{\mathbb{L}_{2}} .
\end{gathered}
$$

Here $L_{1}, L_{2}$ are Lipschitz constants (with respect to $x$ ) for $f_{1}(s, x), f_{2}(s, x)$ on the set $D$, and

$$
k_{1}=\left(\left(t_{1}-t_{0}\right) \max _{\left[t_{0}, t_{1}\right] \times D}\left\|f_{2}(t, x)\right\|\right)^{1 / 2} .
$$

From the Grownwall inequality [16] we have

$$
\begin{equation*}
\left\|x_{1}(\cdot)-x_{2}(\cdot)\right\|_{\mathbb{C}} \leq K\left\|u_{1}(\cdot)-u_{2}(\cdot)\right\|_{\mathbb{L}_{2}} \tag{14}
\end{equation*}
$$

where

$$
K=k_{1} \exp \left(L_{1}\left(t_{1}-t_{0}\right)+L_{2} \mu\left(t_{1}-t_{0}\right)^{1 / 2}\right)
$$

Denote $X(s)=X\left(t_{1}, s\right)$, the matrix $X(s)$ satisfies the equation

$$
\dot{X}(s)=-A^{\top}(s) X(s), X\left(t_{1}\right)=I
$$

From the proof of Theorem 3 in [17] it follows that there exists $k_{2}>0$ such that

$$
\begin{equation*}
\|X(s)\| \leq k_{2}, s \in\left[t_{0}, t_{1}\right] \tag{15}
\end{equation*}
$$

for all $u(\cdot) \in B(0, \mu)$.
Applying inequalities from Assumption 1 and using the scheme of the proof of inequality (14) we obtain the estimates

$$
\begin{gather*}
\int_{t_{0}}^{t_{1}}\left\|A_{1}(t)-A_{2}(t)\right\| d t \leq C_{1}\left\|u_{1}(\cdot)-u_{2}(\cdot)\right\|_{\mathbb{L}_{2}}  \tag{16}\\
\quad\left\|B_{1}(\cdot)-B_{2}(\cdot)\right\|_{\mathbb{C}} \leq C_{2}\left\|u_{1}(\cdot)-u_{2}(\cdot)\right\|_{\mathbb{L}_{2}} \tag{17}
\end{gather*}
$$

where $C_{1}>0, C_{2}>0$ do not depend on $u_{1}(\cdot), u_{2}(\cdot)$.
Since

$$
\frac{d}{d t}\left(X_{1}-X_{2}\right)=-A_{1}^{\top}(t)\left(X_{1}-X_{2}\right)+\left(A_{2}(t)-A_{1}(t)\right)^{\top} X_{2}
$$

we get the following formula

$$
X_{1}(t)-X_{2}(t)=\int_{t_{1}}^{t} Y(t, s)\left(A_{2}(s)-A_{1}(s)\right)^{\top} X_{2}(s) d s
$$

Here $Y(t, \tau)$ is a fundamental matrix of the system

$$
\dot{x}=-A_{1}^{\top}(t) x .
$$

Inequality (15) imlplies that there exists $C_{3}>0$ such that

$$
\begin{equation*}
\|Y(t, s)\| \leq C_{3}, t, s \in\left[t_{0}, t_{1}\right] \tag{18}
\end{equation*}
$$

for all $u_{1}(\cdot) \in B(0, \mu)$. From (16), (17), (18) we get

$$
\left\|X_{1}(t)-X_{2}(t)\right\| \leq C_{1} C_{3} k_{2}\left\|u_{1}(\cdot)-u_{2}(\cdot)\right\|_{\mathbb{L}_{2}}, t \in\left[t_{0}, t_{1}\right]
$$

and hence

$$
\begin{equation*}
\left\|X_{1}(t, s)-X_{2}(t, s)\right\| \leq C_{4}\left\|u_{1}(\cdot)-u_{2}(\cdot)\right\|_{\mathbb{L}_{2}} \tag{19}
\end{equation*}
$$

for some $C_{4}>0$ and all $t, s \in\left[t_{0}, t_{1}\right]$.

The reachable sets for nonlinear systems, as a rule, are not convex. This creates additional difficulties in the application of algorithms using optimization techniques in their construction $[2,8,9,14]$.

From [15] it follows that if the linearization of system (11) along the trajectory $x(t, 0), x\left(t_{0}, 0\right)=x^{0}$, corresponding to zero control, is controllable, then the reachable set $G\left(t_{1}\right)$ is convex for all sufficiently small $\mu>0$. The paper [15] provides also an upper estimate of the value of $\mu$ which ensures the convexity of the reachable set. This estimate is as follows.

Define the map $F: \mathbb{L}_{2} \rightarrow \mathbb{R}^{n}$ by the equality

$$
F(u(\cdot))=x\left(t_{1}\right),
$$

here $x(t)$ is a trajectory of system (11), cu(•). The map has a continuous Fréchet derivative $F^{\prime}: \mathbb{L}_{2} \rightarrow \mathbb{R}^{n}$

$$
F^{\prime}(u(\cdot)) \Delta u(\cdot)=\Delta x\left(t_{1}\right) .
$$

where $\Delta x(t)$ is a solution of the linearization along $(u(t), x(t))$ of system (11) with zero initial vector and the control $\Delta u(t)$.

From (4) we get that

$$
F^{\prime}(u(\cdot))=X\left(t_{1}, s, u(\cdot)\right) B(s, u(\cdot)), s \in\left[t_{0}, t_{1}\right]
$$

where $X\left(t_{1}, s, u(\cdot)\right)$ is a fundamental matrix of system (13), whose matrices $A(t)=A(t, u(\cdot)), B(t)=B(t, u(\cdot))$ depend on $u(\cdot)$. Using inequalities (17), (19) one may prove that $F^{\prime}(u(\cdot))$ is Lipschitz continuous

$$
\begin{equation*}
\left\|F^{\prime}\left(u_{1}(\cdot)\right)-F^{\prime}\left(u_{2}(\cdot)\right)\right\| \leq L\left\|u_{1}(\cdot)-u_{2}(\cdot)\right\|_{\mathbb{L}_{2}} \tag{20}
\end{equation*}
$$

on $B(0, \mu)$.
The controllability of the linearization of system (11) along the trajectory $x(t, 0)$, is equivalent to positivity of the minimal eigenvalue $\nu$ of the controllability Gramian $W=W\left(t_{1}\right)$ of this system. The estimate mentioned above in this case has the form

$$
\begin{equation*}
\mu \leq \frac{\sqrt{\nu}}{2 L} \tag{21}
\end{equation*}
$$

Further we propose sufficient conditions for the reachable set $G\left(t_{1}\right)$ to be convex in the case when $\mu$ is fixed but the time interval $\left[t_{0}, t_{1}\right]$ is small, denote $t_{1}-t_{0}=\varepsilon$. Applying a change of variables $t=\varepsilon \tau+t_{0}$ and denoting $y(\tau)=$ $x\left(\varepsilon \tau+t_{0}\right), v(\tau)=\varepsilon u\left(\varepsilon \tau+t_{0}\right)$ we have

$$
\begin{equation*}
\dot{y}(\tau)=\tilde{f}_{1}(\tau, y(\tau))+\tilde{f}_{2}(\tau, y) v(\tau), 0 \leq \tau \leq 1, y(0)=x^{0}, \tag{22}
\end{equation*}
$$

where $\tilde{f}_{1}(\tau, y)=\varepsilon f_{1}\left(\varepsilon \tau+t_{0}, y\right), \tilde{f}_{2}(\tau, y)=f_{2}\left(\varepsilon \tau+t_{0}, y\right)$, with constraints on the control $v(\cdot)$ given by the inequality

$$
\begin{equation*}
\int_{0}^{1} v^{\top}(t) v(t) d t \leq(\mu \sqrt{\varepsilon})^{2} \tag{23}
\end{equation*}
$$

Let us assume that all the trajectories of system (11) corresponding to $u(\cdot) \in$ $B(0, \mu) \subset \mathbb{L}_{2}\left[t_{0}, \bar{t}_{1}\right]$ belong to some compact set $D$. Let $t_{1} \in\left(t_{0}, \bar{t}_{1}\right]$. Note that trajectories of (22), (23) are also lying in $D$ for $\varepsilon_{\tilde{\sim}} \leq \bar{t}_{1}-t_{0}$, and $y(\tau, 0)=$ $x\left(\varepsilon \tau+t_{0}, 0\right)$. The Lipschitz contstants of $\tilde{f}_{1}, \tilde{f}_{2}, \partial \tilde{f}_{1} / \partial y, \partial \tilde{f}_{2} / \partial y$ on the set $D$ equal respectively to $\varepsilon L_{1}, L_{2}, \varepsilon l_{3}, l_{4}$. The inequality (14) being applied to system (22) implies

$$
\begin{equation*}
\left\|y_{1}(\cdot)-y_{2}(\cdot)\right\|_{\mathbb{C}} \leq \tilde{K}\left\|v_{1}(\cdot)-v_{2}(\cdot)\right\|_{\mathbb{L}_{2}} \tag{24}
\end{equation*}
$$

for some $\tilde{K}$, which does not depend on $\varepsilon$. Notation $\mathbb{C}, \mathbb{L}_{2}$ refers here to spaces of functions defined on a segment $[0,1]$. Similarly, from (16), (17) we get

$$
\begin{gather*}
\int_{t_{0}}^{t_{1}}\left\|\tilde{A}_{1}(t)-\tilde{A}_{2}(t)\right\| d t \leq\left(\tilde{C}_{1} \varepsilon+\tilde{C}_{2}\right)\left\|v_{1}(\cdot)-v_{2}(\cdot)\right\|_{\mathbb{L}_{2}}  \tag{25}\\
\left\|\tilde{B}_{1}(\cdot)-\tilde{B}_{2}(\cdot)\right\|_{\mathbb{C}} \leq \tilde{C}_{3}\left\|v_{1}(\cdot)-v_{2}(\cdot)\right\|_{\mathbb{L}_{2}} \tag{26}
\end{gather*}
$$

for some $\tilde{C}_{i} \geq 0$. The matrices $\tilde{A}_{i}(t), \tilde{B}_{i}(t)$ denote here the matrices of the linearization of system (22) along the pairs $\left(y_{i}(\cdot), u_{i}(\cdot)\right)$.

Note that in the case when $f_{2}(t, x)$ does not depend on $x$, a constant $\tilde{C}_{2}$ equals to zero.

The inequality (20) can be rewritten as follows

$$
\begin{equation*}
\left\|\tilde{F}^{\prime}\left(v_{1}(\cdot)\right)-\tilde{F}^{\prime}\left(v_{2}(\cdot)\right)\right\| \leq L(\varepsilon)\left\|v_{1}(\cdot)-v_{2}(\cdot)\right\|_{\mathbb{L}_{2}} \tag{27}
\end{equation*}
$$

where $\tilde{F}$ is an analog of the map $F$ for the system (22) and a Lipschitz constant of $\tilde{F}^{\prime} L(\varepsilon)=\tilde{L_{1}} \varepsilon+\tilde{L_{2}}$ for some $\tilde{L_{i}} \geq 0$. As above $\tilde{L_{2}}=0$ if $f_{2}(t, x)=f_{2}(t)$. The inequality (21) takes the form here

$$
\begin{equation*}
4 \mu^{2} \varepsilon L^{2}(\varepsilon) \leq \nu \tag{28}
\end{equation*}
$$

this inequality gives the sufficient conditions for the reachable set $\tilde{G}(1)$ of the system (22) under constraints (23) to be convex. Taking into account that $G\left(t_{1}\right)=\tilde{G}(1)$ we come to the following

Theorem 2. Let $\nu(\varepsilon)$ be the minimal eigenvalue of the controllability Gramian of the linearization of system (22) along $x(t, 0)$. Suppose that there exist $C>0$, $\alpha>0, \bar{\varepsilon}>0$ such that for all $\varepsilon \leq \bar{\varepsilon}$

$$
\nu(\varepsilon) \geq C \varepsilon^{1-\alpha}
$$

or

$$
\nu(\varepsilon) \geq C \varepsilon^{3-\alpha}
$$

in the case $f_{2}(t, x)=f_{2}(t)$. Then $G\left(t_{1}\right)$ is convex for all sufficiently small $t_{1}$.

## 5 Time-Invariant Systems on a Small Time Interval

Consider here the autonomous control system with a single input

$$
\begin{equation*}
\dot{x}(t)=f(x(t))+B u(t), x(0)=x^{0}, 0 \leq t \leq t_{1}, \tag{29}
\end{equation*}
$$

where $0 \leq t \leq t_{1}, x \in \mathbb{R}^{n}, u \in \mathbb{R}, f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a continuously differential mapping, $B$ is an $n \times 1$ matrix (a column vector), $x^{0}$ is a fixed initial state, with control variables subjected to quadratic integral constraints $u(\cdot) \in B(0, \mu)$.

Suppose, as before, that there exists a compact set $D \subset \mathbb{R}^{n}$ containing all the trajectories of the system (29), and that $f(x)$ has a Lipschitz continuous derivative on this set.

Denote $A(t)=\frac{\partial f}{\partial x}(x(t, 0))$ a matrix of the linearization of the system along $x(t, 0)$. Suppose that $f\left(x^{0}\right)=0$, in this case $x(t, 0) \equiv 0$, hence,

$$
A(t)=\frac{\partial f}{\partial x}(x(t, 0))=\frac{\partial f}{\partial x}\left(x^{0}\right)=A
$$

is a constant matrix. Let $W_{\varepsilon}$ be the controllability Gramian of the pair $(\varepsilon A, B)$ on the interval $[0,1]$ and $\nu(\varepsilon)$ be the minimal eigenvalue of $W_{\varepsilon}$. If the pair $(A, B)$ is controllable then by Theorem $1 \nu\left(W_{\varepsilon}\right) \geq \alpha \varepsilon^{2}$ if $n=2$, and $\nu\left(W_{\varepsilon}\right) \leq \beta \varepsilon^{4}$ if $n \geq 3$ for some $\alpha, \beta>0$.

With this in mind from Theorem 2 we get the following:
Corollary 1. If $n=2$ and the linearization of the system (29) at the point $x^{0}$ is controllable then the reachable set $G\left(t_{1}\right)$ is convex for all sufficiently small $t_{1}$. For $n \geq 3$ the sufficient conditions of convexity of $G\left(t_{1}\right)$ are not satisfied.

As an illustrative example consider the Duffing equation

$$
\begin{equation*}
\dot{x}_{1}=x_{2}, \quad \dot{x}_{2}=-x_{1}-10 x_{1}^{3}+u, \quad 0 \leq t \leq t_{1} \tag{30}
\end{equation*}
$$

which describes the motion of nonlinear stiff spring on impact of an external force $u$, under integral constraints

$$
\int_{0}^{t_{1}} u^{2}(t) d t \leq \mu^{2}
$$

and zero initial state $x_{1}(0)=0, x_{2}(0)=0$. Consider a Lyapunov-type function

$$
V(x)=V\left(x_{1}, x_{2}\right)=\frac{5}{2} x_{1}^{4}+\frac{1}{2} x_{1}^{2}+\frac{1}{2} x_{2}^{2} .
$$

Differentiating $V(x(t))$ along an arbitrary trajectory of the system (30) one get

$$
\frac{d V}{d t}(x(t))=x_{2}(t) u(t),
$$

hence

$$
\begin{equation*}
V(x(t))=\int_{0}^{t} x_{2}(\tau) u(\tau) d \tau \leq \mu\left(\int_{0}^{t} x_{2}^{2}(\tau) d \tau\right)^{1 / 2} \leq \mu\left(2 \int_{0}^{t} V(\tau) d \tau\right)^{1 / 2} . \tag{31}
\end{equation*}
$$

An analog of the Grownwall lemma (see, for example, [16]) being applied to differential inequality (31) yields $V(x(t)) \leq \mu^{2} t$. Hence, all the trajectories of system (30) belongs to a compact set

$$
D=\left\{x \in \mathbb{R}^{2}: V(x) \leq \mu^{2} t_{1}\right\} .
$$

The linearization of (30) along $x(t) \equiv 0$ after time variable change

$$
\dot{x}_{1}=t_{1} x_{2}, \quad \dot{x}_{2}=-x_{1}+u, \quad x(0)=(0,0), \quad 0 \leq t \leq 1
$$

is completely controllable. From Corollary 1 it follows that the reachable sets $G\left(t_{1}\right)$ in this example are convex for small $t_{1}$.

In the next figure the results of the numerical simulation are shown. These results are obtained using the proposed in [8] algorithm based on Pontryagin's maximum principle for boundary trajectories.


Fig. 1. The reachable sets for the Duffing system.

Figure 1 shows the plot of the reachable sets for $\mu^{2}=2$ at times $t_{1}=$ $0.3,0.5,0.7,0.9,1.2,1.5$ respectively. A larger set in the Figure corresponds to a larger value of $t_{1}$. This plot indicates that reachable sets are convex for small values of $t_{1}$ and lose their convexity as $t_{1}$ increase.
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#### Abstract

For an optimal control problem with intermediate state constraints, we construct an iterative descent algorithm and prove a related necessary optimality condition. Finally, we show how these results can be applied to measure-driven multiprocesses.
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## 1 Introduction

In this paper we consider the following optimal control problem with intermediate state constraints:

$$
\begin{cases}J=l\left(x\left(\theta_{N}\right)\right) \rightarrow \min , & \text { (cost) }  \tag{P}\\ \dot{x}=f(t, x, u), \quad u(t) \in U, & \text { (dynamics) } \\ x(0)=x_{0}, & \text { (initial condition) } \\ x\left(\theta_{i}\right) \in A_{i}, \quad i=1, \ldots, N, & \text { (intermediate constraints) }\end{cases}
$$

where $U \subset \mathbb{R}^{m}$ is a compact set, $a=\theta_{0}<\theta_{1}<\cdots<\theta_{N}=b$ are given time moments on the segment $T=[a, b]$, and $A_{i}, i=1, \ldots N$, are given closed subsets of the phase space $\mathbb{R}^{n}$.

Let us remark that any control system with intermediate constrains can be naturally considered as a hybrid control system, or a multiprocess in the terminology of [5].

In what follows, we impose the usual regularity assumptions on $f$ and $l$ :
(H) $(t, x, u) \mapsto f(t, x, u)$ is continuous on $T \times \mathbb{R}^{n} \times U$, sublinear, i.e., $f(t, x, u) \leq$ $C(1+|x|)$ for all $t, x, u$, and continuously differentiable in $x ; l: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuously differentiable.

Note that, if $(H)$ holds, the input-output map $u(\cdot) \mapsto x(\cdot)$ of the dynamical system is single-valued, so we may think of $J$ as a function of $u$, i.e., $J=J[u]$.

[^24]Setting aside the methods involving integrating the Hamilton-Jacobi-Bellman equation, there are two main ways to tackle numerically an optimal control problem. The first approach consists in replacing it with a certain finite-dimensional optimization problem and then solving the latter (see, for instance, [4, 21, 22]). The second approach uses control variations in infinite dimensional spaces to construct a sequence of controls along which the cost of the problem monotonically decrease (see $[9,12,20]$ ). Roughly speaking, such algorithms can be thought of as gradient descent methods in infinite dimensional spaces; for this reason we will call them the iterative descent algorithms.

Methods of the first type usually involve time discretization and thus can be easily applied to the problem $(P)$. On the other hand, methods of the second type deal, as a rule, only with unconstrained optimal control problems (in the sense that such problems contain no terminal or intermediate constraints). There were attempts to use them for solving hybrid problems similar to $(P)$, but they led to highly complicated numerical algorithms $[2,18]$. In the present paper, we make another effort in this direction, but we base it on completely different ideas.

More precisely, we aim at constructing an iterative algorithm for $(P)$ which, starting from an admissible $u^{0}$, generates a sequence of admissible controls $u^{k}$, $k \in \mathbb{N}$, with the descending property: $J\left[u^{k}\right]<J\left[u^{k-1}\right]$ for all $k \in \mathbb{N}$. To that end, we replace $(P)$, for a given reference control $\bar{u}$, with an unconstrained optimal control problem $\left(P_{\bar{u}}\right)$ with the property

$$
J_{\bar{u}}[u]<J_{\bar{u}}[\bar{u}] \quad \Rightarrow \quad J[u]<J[\bar{u}] .
$$

Then, applying to $\left(P_{\bar{u}}\right)$ any known descent method, we obtain a control $u$ satisfying $J[u]<J[\bar{u}]$. As a byproduct we will prove a new necessary optimality condition, which, being rougher than the usual Hybrid maximum principle [1, 6, 8], has strong relations with the proposed algorithm. Finally, we show that optimal impulsive control problems with intermediate state constraints, interpreted as measure-driven optimal multiprocesses, can be reduced to the problem $(P)$.

## 2 Preliminaries

We collect in this section several important definitions and lemmas that will be used throughout the paper.

### 2.1 Flows

Throughout this section, let $g: \mathbb{R}^{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a time dependent vector field satisfying the usual regularity assumptions: $g=g(t, x)$ is measurable in $t$, continuously differentiable in $x$, and obeys the sublinear growth condition.

Definition 1. The map $\Phi: \mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined by $\Phi_{s}^{t}(x)=y(t, s, x)$, where $y(\cdot, s, x)$ satisfies the Cauchy problem

$$
\left\{\begin{array}{l}
\dot{y}(t)=g(t, y(t))  \tag{1}\\
y(s)=x
\end{array}\right.
$$

is called the flow of the time dependent vector field $g$.
Recall some essential properties of the flow [3]:
(i) for any $s, t, \theta \in \mathbb{R}^{+}$, one has $\Phi_{\theta}^{s} \circ \Phi_{t}^{\theta}=\Phi_{t}^{s}$ and $\Phi_{t}^{t}=i d$.
(ii) for any $s, t \in \mathbb{R}^{+}$, the map $x \mapsto \Phi_{s}^{t}(x)$ is a diffeomorphism and its derivative is given by $D \Phi_{s}^{t}(x)=M(t)$, where $M(\cdot)$ satisfies the linear matrix equation

$$
\left\{\begin{array}{l}
\dot{M}(t)=D g\left(t, \Phi_{s}^{t}(x)\right) M(t)  \tag{2}\\
M(s)=I
\end{array}\right.
$$

Above $i d$ denotes the identity map, $I$ the identity matrix, $D$ the differentiation with respect to the spatial variable $x$.

### 2.2 Regular Sets

Given a closed set $S \subset \mathbb{R}^{n}$ and a point $x \in S$, let us denote by $N_{S}(x)$ and $N_{S}^{L}(x)$ the Bouligand and the limiting normal cones to $S$ at $x$ (see, e.g., [7] for their definitions).

Definition 2. A closed set $S \subset \mathbb{R}^{n}$ is called regular at $x \in S$ if

$$
N_{S}(x)=N_{S}^{L}(x)=\operatorname{co} N_{S}^{L}(x)
$$

For details we refer to [7, Section 10.3 and Theorem 11.36].
Example 1 (cf. [7, Corollary 10.44]). Let us take

$$
S=\left\{x: g_{i}(x) \leq 0, i=1, \ldots, k\right\},
$$

where all $g_{i}$ are continuously differentiable functions, and $I(x)=\left\{i: g_{i}(x)=0\right\}$. Let $x \in S$ be such that $I(x) \neq \varnothing$. If the vectors $\left\{\nabla g_{i}(x), i \in I(x)\right\}$ are linearly independent then $S$ is regular at $x$ and

$$
N_{S}(x)=\left\{\sum_{i \in I(x)} \lambda_{i} \nabla g_{i}(x): \lambda_{i} \geq 0\right\} .
$$

Definition 3. Closed sets $A_{1}, A_{2}$ are said to be transversal at $x \in A_{1} \cap A_{2}$ if $-N_{A_{1}}^{L}(x) \cap N_{A_{2}}^{L}(x)=\{0\}$.

The following lemma helps to compute normal cones to the intersection of regular sets.

Lemma 1 (cf.[7, Theorem 11.39]). Let $A_{1}$ and $A_{2}$ be regular and transversal at $x \in A_{1} \cap A_{2}$. Then

$$
N_{A_{1} \cap A_{2}}(x)=N_{A_{1}}(x)+N_{A_{2}}(x)
$$

The next lemma describes how the normal cone to a set evolves when this set is transported by a vector field.

Lemma 2. Let $\Phi$ be the flow of the time dependent vector field $(t, x) \mapsto g(t, x)$, $x(\cdot)$ be one of its integral curves, and $A \subset \mathbb{R}^{n}$ be a closed set such that $x(s) \in A$ for some $s \in \mathbb{R}^{+}$. Finally, let $\Psi$ denote the flow of the time dependent vector field $(t, p) \mapsto-p D g(t, x(t))$. If $A$ is regular at $x(s)$ then

$$
N_{\Phi_{s}^{t}(A)}(x(t))=\Psi_{s}^{t}\left(N_{A}(x(s))\right) \quad \forall t \in \mathbb{R}^{+}
$$

Lemma 2 is a simple consequence of [7, Theorem 10.19].

## 3 Auxiliary Problem

Throughout this section, let $(\bar{x}, \bar{u})$ be a fixed admissible process for $(P), \Phi$ and $\Psi$ be the flows of the time dependent vector fields $(t, x) \mapsto f(t, x, \bar{u}(t))$ and $(t, p) \mapsto-p D f(t, \bar{x}(t), \bar{u}(t))$, respectively.

For any $i=1, \ldots N$, consider the following auxiliary problem:

$$
\begin{cases}J_{i}=l \circ \Phi_{\theta_{i}}^{\theta_{N}}\left(x\left(\theta_{i}\right)\right) \rightarrow \min , & (\text { cost })  \tag{i}\\ \dot{x}=f(t, x, u), \quad u(t) \in U, & \text { (dynamics) } \\ x\left(\theta_{i-1}\right)=\bar{x}\left(\theta_{i-1}\right), & \text { (initial condition) } \\ x\left(\theta_{i}\right) \in \bigcap_{j=i}^{N} \Phi_{\theta_{j}}^{\theta_{i}}\left(A_{j}\right) . & \text { (terminal condition) }\end{cases}
$$

The next lemma establishes a relation between the problems $(P)$ and $\left(P_{i}\right)$.
Lemma 3. Let $\left(x_{i}, u_{i}\right)$ be an admissible process in $\left(P_{i}\right), u:[0, T] \rightarrow U$ be defined by

$$
u(t)= \begin{cases}u_{i}(t), & t \in\left[\theta_{i-1}, \theta_{i}\right] \\ \bar{u}(t), & \text { otherwise }\end{cases}
$$

and $x(\cdot)$ be a solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\dot{x}(t)=f(t, x(t), u(t)) \\
x(0)=x_{0}
\end{array}\right.
$$

Then the pair $(x, u)$ is an admissible process in $(P)$. Moreover, for any $i=$ $1, \ldots, N-1$, the inequality $J_{i}\left[u_{i}\right]<J_{i}[\bar{u}]$ implies $J[u]<J[\bar{u}]$.

Proof. Let us note that $x(t)=\bar{x}(t)$ for all $t \in\left[0, \theta_{i-1}\right]$. Moreover, from

$$
x\left(\theta_{i}\right) \in \bigcap_{j=i}^{N} \Phi_{\theta_{j}}^{\theta_{i}}\left(A_{j}\right)
$$

it follows that $x\left(\theta_{j}\right) \in A_{j}$, for all $j=i, \ldots, N$. Thus, the process $(x, u)$ is admissible in $(P)$.

If $J_{i}\left[u_{i}\right]<J_{i}[\bar{u}]$ then, by definition, $l \circ \Phi_{\theta_{i}}^{\theta_{N}}\left(x\left(\theta_{i}\right)\right)<l \circ \Phi_{\theta_{i}}^{\theta_{N}}\left(\bar{x}\left(\theta_{i}\right)\right)$. On the other hand, we have

$$
l \circ \Phi_{\theta_{i}}^{\theta_{N}}\left(x\left(\theta_{i}\right)\right)=l\left(x\left(\theta_{N}\right)\right), \quad l \circ \Phi_{\theta_{i}}^{\theta_{N}}\left(\bar{x}\left(\theta_{i}\right)\right)=l\left(\bar{x}\left(\theta_{N}\right)\right)
$$

Hence $J[u]<J[\bar{u}]$, as desired.
This lemma immediately implies the following
Proposition 1. If $\bar{u}$ is optimal in $(P)$ then its restriction $\left.\bar{u}\right|_{\left[\theta_{i-1}, \theta_{i}\right]}$ on each time interval $\left[\theta_{i-1}, \theta_{i}\right], i=1, \ldots, N$, is optimal in $\left(P_{i}\right)$.

The above proposition, in turn, allows us to prove a necessary optimality condition for the original problem $(P)$.

### 3.1 Necessary Optimality Condition

We state and prove the necessary optimality condition only in the generic case (under additional regularity assumptions). This greatly simplifies the proof and allows the reader to see the geometrical meaning of the result.

Regularity Assumption. Let $(\bar{x}, \bar{u})$ be an optimal pair in $(P)$ and

$$
E=\left\{x: l(x) \leq l\left(\bar{x}\left(\theta_{N}\right)\right)\right\}
$$

Then, for each $i=1, \ldots, N$,
(i) $A_{i}$ is regular at $\bar{x}\left(\theta_{i}\right)$ and $D l\left(\bar{x}\left(\theta_{N}\right)\right) \neq 0$;
(ii) the sets $\Phi_{\theta_{N}}^{\theta^{i}}(E), \Phi_{\theta_{j}}^{\theta_{i}}\left(A_{j}\right), j \geq i$, are pairwise transversal at $\bar{x}\left(\theta_{i}\right)$.

Note that (i) implies that each $\Phi_{\theta_{j}}^{\theta_{i}}\left(A_{j}\right), j \geq i$, is regular at $\bar{x}\left(\theta_{i}\right)$.
Theorem 1 (necessary optimality condition). Let ( $\bar{x}, \bar{u})$ be an optimal process in $(P)$ and the regularity assumption hold. Then there exists a family of arcs $p_{i}:\left[\theta_{i-1}, \theta_{i}\right] \rightarrow \mathbb{R}^{n}$ satisfying, for a.e. $t \in\left[\theta_{i-1}, \theta_{i}\right]$, the adjoint equation

$$
\begin{equation*}
\dot{p}_{i}(t)=-D f(t, \bar{x}(t), \bar{u}(t)) p_{i}(t) \tag{3}
\end{equation*}
$$

the maximum condition

$$
\begin{equation*}
\left\langle p_{i}(t), f(\bar{x}(t), \bar{u}(t))\right\rangle=\max _{\omega \in U}\left\langle p_{i}(t), f(\bar{x}(t), \omega)\right\rangle, \tag{4}
\end{equation*}
$$

the transversality condition

$$
\begin{equation*}
-p_{i}\left(\theta_{i}\right) \in \Psi_{\theta_{N}}^{\theta_{i}}\left(N_{E}\left(\bar{x}\left(\theta_{N}\right)\right)\right)+\sum_{j=i}^{N} \Psi_{\theta_{j}}^{\theta_{i}}\left(N_{A_{j}}\left(\bar{x}\left(\theta_{j}\right)\right)\right), \tag{5}
\end{equation*}
$$

and the nontriviality condition

$$
\begin{equation*}
p_{i}\left(\theta_{i}\right) \neq 0 . \tag{6}
\end{equation*}
$$

Proof. Let $(\bar{x}, \bar{u})$ be optimal in (P). Then, by Proposition 1, its restriction on $\left[\theta_{i-1}, \theta_{i}\right]$ is optimal in $\left(P_{i}\right)$ for each $i=1, \ldots, N$.

Fix some $i$. According to the classical Pontryagin maximum principle [7, Theorem 22.2], if a pair $(\bar{x}, \bar{u})$ is optimal in $\left(P_{i}\right)$ then there exist a scalar $\lambda_{i} \geq 0$ and an arc $p_{i}:\left[\theta_{i-1}, \theta_{i}\right] \rightarrow \mathbb{R}^{n}$ satisfying the nontriviality condition $\left(\lambda_{i}, p_{i}\left(\theta_{i}\right)\right) \neq$ 0 , the adjoint equation (3), the maximum condition (4), and the transversality condition

$$
\begin{equation*}
-p_{i}\left(\theta_{i}\right) \in N_{\bigcap_{j=i}^{N} \Phi_{\theta_{j}}^{\theta_{i}}\left(A_{j}\right)}\left(\bar{x}\left(\theta_{i}\right)\right)+\lambda_{i} D\left(l \circ \Phi_{\theta_{N}}^{\theta_{i}}\right)\left(\bar{x}\left(\theta_{i}\right)\right) . \tag{7}
\end{equation*}
$$

Note that

$$
\Phi_{\theta_{N}}^{\theta_{i}}(E)=\left\{x: l \circ \Phi_{\theta_{i}}^{\theta_{N}}(x) \leq l \circ \Phi_{\theta_{i}}^{\theta_{N}}\left(\bar{x}\left(\theta_{i}\right)\right)\right\} .
$$

Taking into account the regularity assumption and Example 1, we conclude that

$$
N_{\Phi_{\theta_{N}}^{\theta_{i}}(E)}\left(\bar{x}\left(\theta_{i}\right)\right)=\left\{\lambda D\left(l \circ \Phi_{\theta_{N}}^{\theta_{i}}\right)\left(\bar{x}\left(\theta_{i}\right)\right): \lambda \geq 0\right\} .
$$

Hence (7) can be equivalently expressed as

$$
-p_{i}\left(\theta_{i}\right) \in N_{\bigcap_{j=i}^{N} \Phi_{\theta_{j}}^{\theta_{i}}\left(A_{j}\right)}\left(\bar{x}\left(\theta_{i}\right)\right)+N_{\Phi_{\theta_{N}}^{\theta_{i}}(E)}\left(\bar{x}\left(\theta_{i}\right)\right),
$$

at the same time the nontriviality condition must be substituted with the one given by (6).

Now, Lemma 1 implies that

$$
N_{\bigcap_{j=i}^{N} \Phi_{\theta_{j}}^{\theta_{i}}\left(A_{j}\right)}\left(\bar{x}\left(\theta_{i}\right)\right)=\sum_{j=i}^{N} N_{\Phi_{\theta_{j}}^{\theta_{i}}\left(A_{j}\right)}\left(\bar{x}\left(\theta_{i}\right)\right)
$$

while Lemma 2 together with the regularity assumption yields (5), as desired.
Remark 1. Let us describe the geometrical meaning of the transverslity condition (5). At the time moment $\theta_{i}$ it is constructed in the following way. We take all the targets ahead $A_{j}, j \geq i$, together with the favorable region $E$. Then we compute the normal cones to these sets at the points $\bar{x}\left(\theta_{j}\right), j \geq i$, and $\bar{x}\left(\theta_{N}\right)$, respectively. Next we transfer these cones back to the time moment $\theta_{i}$ with flow $\Psi$ of the adjoint system. Finally, we compute the sum of the translated cones to get the right-hand side of (5). See also Fig. 1.

Remark 2. Let us denote the right-hand side of (5) by $C_{i}$. It is easy to see that the sets $C_{i}$ can be constructed recursively as follows:

$$
\left\{\begin{array}{l}
C_{N}=N_{A_{N}}\left(\bar{x}\left(\theta_{N}\right)\right)+N_{E}\left(\bar{x}\left(\theta_{N}\right)\right), \\
C_{i}=N_{A_{i}}\left(\bar{x}\left(\theta_{i}\right)\right)+\Psi_{\theta_{i+1}}^{\theta_{i}}\left(C_{i+1}\right), i<N
\end{array}\right.
$$

Now, note that, for each $i=0, \ldots, N-1$, the following implications hold:

$$
\begin{aligned}
&-p_{i+1}\left(\theta_{i+1}\right) \in C_{i+1} \quad \Rightarrow \quad-p_{i+1}\left(\theta_{i}\right) \\
& \in \Psi_{\theta_{i+1}}^{\theta_{i}}\left(C_{i+1}\right) \quad \Rightarrow \\
&-p_{i+1}\left(\theta_{i}\right)+N_{A_{i}}\left(\bar{x}\left(\theta_{i}\right)\right) \subset C_{i} .
\end{aligned}
$$

If we replace, in the statement of Theorem 1, the transversality condition $-p_{i}\left(\theta_{i}\right) \in C_{i}$ with the more restrictive condition

$$
-p_{i}\left(\theta_{i}\right) \in-p_{i+1}\left(\theta_{i}\right)+N_{A_{i}}\left(\bar{x}\left(\theta_{i}\right)\right),
$$

we get exactly the jump condition of the Hybrid maximum principle [6, 8]. This allows us to conclude that our necessary optimality condition is rougher than the Hybrid maximum principle (any extremal of the latter satisfies the assumptions of Theorem 1, but not vice versa).


Fig. 1. The figure shows two snapshots of the phase space at the time moments $t=$ $\theta_{N-1}$ and $t=\theta_{N}$. One the right snapshot, $T_{N}$ is the tangent cone to $A_{N} \cap E$, i.e., the cone of "profitable directions", $C_{N}$ is the corresponding normal cone, $\Gamma_{N}$ is the cone of "feasible directions", i.e., those directions along which one can shift the terminal point $\bar{x}\left(\theta_{N}\right)$ by using needle variations of $\bar{u}$ on $\left[\theta_{N-1}, \theta_{N}\right]$. Since $\bar{u}$ is optimal, $T_{N}$ and $\Gamma_{N}$ are weakly separated by a hyperplane $p_{N}\left(\theta_{N}\right) \cdot v=0$, hence $-p_{N}\left(\theta_{N}\right) \in C_{N}$. Similarly on the left snapshot, $T_{N-1}$ is the tangent cone to the set $A_{N-1} \cap \Phi_{\theta_{N}}^{\theta_{N-1}}\left(A_{N}\right) \cap \Phi_{\theta_{N}}^{\theta_{N-1}}(E)$, $C_{N-1}$ its normal cone, $\Gamma_{N-1}$ is again the cone of "feasible directions". Since $\Gamma_{N-1}$ and $T_{N-1}$ must be weakly separated, one has $-p_{N-1}\left(\theta_{N-1}\right) \in C_{N-1}$. The regularity assumption allows us to express $C_{N-1}$ and $C_{N}$ in the form (5).

## 4 Numerical Method

### 4.1 General Scheme

Suppose that there is an iterative descent algorithm $\mathcal{A}_{0}$ that can be used to solve each auxiliary problem $\left(P_{i}\right)$. In other words, starting from some admissible $u^{0}$,
the algorithm $\mathcal{A}_{0}$ produces a sequence of admissible controls $u^{k}, k \in \mathbb{N}$, with the property $J_{i}\left[u^{k}\right] \leq J_{i}\left[u^{k-1}\right]$, for all $k \in \mathbb{N}$. Now, the following scheme provides a descent algorithm for $(P)$.

## Algorithm $\mathcal{A}$.

0 . Let $u^{0}$ be an initial guess. Set $i:=1, k:=0$.

1. Make one iteration of $\mathcal{A}_{0}$ in the auxiliary problem $\left(P_{i}\right)$ using $u^{k}$ as the initial guess. This gives $u_{i}^{k}$ satisfying $J_{i}\left[u_{i}^{k}\right] \leq J_{i}\left[u^{k}\right]$.
2. Set

$$
u^{k+1}(t):= \begin{cases}u_{i}^{k}(t), & t \in\left[\theta_{i-1}, \theta_{i}\right] \\ u^{k}(t), & \text { otherwise }\end{cases}
$$

3. If $i<N$ then $i:=i+1$ else $i:=1$.
4. Return to step 1.

Indeed, according to Proposition 1, the algorithm produces a sequence $u^{k}$, $k \in \mathbb{N}$, satisfying $J\left[u^{k}\right] \leq J\left[u^{k-1}\right]$, for all $k \in \mathbb{N}$.

Definition 4. We say that $\mathcal{A}_{0}$ is strictly improving for $\left(P_{i}\right)$ if, for any initial guess $u^{0}$, the sequence $u^{k}$ produced by $\mathcal{A}_{0}$ is such that
(i) $J_{i}\left[u^{k}\right]=J_{i}\left[u^{k-1}\right]$ if $u^{k-1}$ satisfies the Pontryagin maximum principle,
(ii) $J_{i}\left[u^{k}\right]<J_{i}\left[u^{k-1}\right]$ otherwise.

Examining the proof of Theorem 1 , we conclude that if $\mathcal{A}_{0}$ is strictly improving for each $\left(P_{i}\right), i=1, \ldots, N$, then $\mathcal{A}$ is strictly improving for $(P)$ in the sense that, for any initial guess $u^{0}$, the sequence $u^{k}$ produced by $\mathcal{A}$ is such that
(i) $J\left[u^{k}\right]=J\left[u^{k-1}\right]$ if $u^{k-1}$ satisfies the necessary condition given by Theorem 1 , (ii) $J\left[u^{k}\right]<J\left[u^{k-1}\right]$ otherwise.

Roughly speaking, if $\mathcal{A}_{0}$ cannot improve the controls satisfying the Pontryagin maximum principle, then $\mathcal{A}$ cannot improve the controls satisfying the conditions of Theorem 1.

### 4.2 Implementation

As we have said before, most iterative descent algorithms can be applied only to problems with no terminal constraints. Hence, in practice, we use the penalty method to get rid of the terminal constraints in $\left(P_{i}\right)$.

Suppose, for example, that all target sets $A_{i}$ are uniformly prox-regular (see [17]). Then we can replace ( $P_{i}$ ) with the following minimization problem

$$
\left\{\begin{array}{l}
l \circ \Phi_{\theta_{i}}^{\theta_{N}}\left(x\left(\theta_{i}\right)\right)+\sum_{j=i}^{N} M_{j} d_{A_{j}}^{2}\left(\Phi_{\theta_{i}}^{\theta_{j}}\left(x\left(\theta_{i}\right)\right)\right) \rightarrow \min  \tag{P}\\
\dot{x}=f(t, x, u), \quad u(t) \in U \\
x\left(\theta_{i-1}\right)=\bar{x}\left(\theta_{i-1}\right)
\end{array}\right.
$$

where $d_{A}(x)$ denotes the distance between a point $x$ and a set $A, M_{j}, j=$ $i, \ldots, N$, are sufficiently large positive constants.

Note that the uniform prox-regularity of $A$ implies that $d_{A_{j}}^{2}$ is $C^{1,1}$ and $D d_{A}^{2}(x)=2\left(x-\operatorname{proj}_{A}(x)\right)$ on a neighborhood of $A$. Hence, if $\Phi_{\theta_{i}}^{\theta_{j}}(x)$ is sufficiently close to $A_{j}$, we have

$$
D d_{A_{j}}^{2}\left(\Phi_{\theta_{i}}^{\theta_{j}}(x)\right)=2\left(\Phi_{\theta_{i}}^{\theta_{j}}(x)-\operatorname{proj}_{A_{j}}\left(\Phi_{\theta_{i}}^{\theta_{j}}(x)\right)\right) \cdot D \Phi_{\theta_{i}}^{\theta_{j}}(x)
$$

Recall that for computing $D \Phi_{\theta_{i}}^{\theta_{j}}(x)$ it suffices to solve a linear matrix differential equation of the form (2).

Thus, to compute the cost at a given point $x$, one must solve a nonlinear differential equation of the form (1). To compute the gradient of the cost, one must solve in addition a linear matrix differential equation of the form (2).

With these observations taken into account, any algorithm from [9,12,20] can be directly applied to ( $\tilde{P}_{i}$ ), and thus taken as $\mathcal{A}_{0}$.

### 4.3 Numerical Example

Here we apply the algorithm to solve the "generalized travelling salesman problem". Unlike the classical travelling salesman problem, we want to visit a number of targets $A_{i} \subset \mathbb{R}^{2}$ at time moments $\theta_{i}$ with the minimal fuel consumption.

The state of the salesman is described by a vector $x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in \mathbb{R}^{4}$, where $\left(x_{1}, x_{2}\right)$ refers to the salesman's position and $\left(x_{3}, x_{4}\right)$ to his or her velocity. We assume that the salesman's acceleration $\left(u_{1}, u_{2}\right)$ can be controlled and the fuel consumption is proportional to the square of the acceleration.

Now, the problem can be formalized as follows:

$$
\left\{\begin{array}{l}
\int_{0}^{\theta_{N}}|u|^{2} d t \rightarrow \min \\
\ddot{x}=u, \quad|u| \leq a \\
x(0)=x_{0}, \quad x\left(\theta_{i}\right) \in A_{i}
\end{array}\right.
$$

where $a$ denotes the maximal absolute value of the acceleration.
The usual trick, which consists in introducing new variables $y(t)=\dot{x}(t)$ and $z(t)=\int_{0}^{t}|u(s)|^{2} \mathrm{~d} s$, allows us to rewrite the above problem in the form $(P)$.

To deal with the auxiliary problems $\left(\tilde{P}_{i}\right)$ we use the method of needle linearization [20]. Let us remark that this method is strictly improving in the sense of Definition 4. Some results of the computations are presented in Fig. 2.

## 5 Applications for Measure-Driven Multiprocesses

### 5.1 An Optimal Impulsive Control Problem with Intermediate State Constraints

In this section, we address an optimal impulsive control problem and show how the results presented above can be applied for measure-driven multiprocesses.


Fig. 2. The salesman must visit 5 targets $A_{1}, \ldots, A_{5}$ (the green balls on the plane) at the time moments $4,7,11,15,20$, respectively. The control found by the algorithm is on the right figure, the path of the salesman is on the left. (Color figure online)

We consider the optimal impulsive control problem ( $P_{\mathrm{imp}}$ ):

$$
J=l(x(b)) \rightarrow \min
$$

stated on solutions of the measure-driven dynamic system

$$
\begin{align*}
& d x(t)=f(t, x(t), u(t)) d t+G(t, x(t)) \mu(d t), \quad x\left(a^{-}\right)=x_{0}  \tag{8}\\
& x\left(\theta_{i}\right) \in A_{i}, \quad i=1, \ldots, N,  \tag{9}\\
& u(t) \in U \text { for } \mathcal{L} \text {-a.e. } t \in T, \quad \mu \in C^{*}(T, K) . \tag{10}
\end{align*}
$$

Here, $T=[a, b] \subset \mathbb{R}$ is a fixed time interval, $U$ is a given compact subset of $\mathbb{R}^{r}$, $K$ is a closed convex cone from $\mathbb{R}^{m}, A_{i}, i=1, \ldots, N$, are closed sets from $\mathbb{R}^{n}$, $\theta=\left\{\theta_{1}, \ldots, \theta_{N}\right\}$ is a given vector of time moments such that $a \leq \theta_{1}<\theta_{2}<$ $\cdots<\theta_{N} \leq b, N<\infty$, and $x_{0} \in \mathbb{R}^{n}$ is a given initial state. The symbol $\mathcal{L}$ stands for the Lebesgue measure on the real line. The dynamics (8)-(10) depends on two types of input signals: the "usual" control $u \in L^{\infty}(T, U)$, and the impulsive control $\mu$, which is a vector measure. The functions $x(\cdot)$ define trajectories and are functions of bounded variation.

We posit the following assumptions:
$\left(H_{1}\right)$ The function $l: \mathbb{R}^{n} \mapsto \mathbb{R}$ is continuous.
$\left(H_{2}\right)$ The functions $f: T \times \mathbb{R}^{n} \times U \mapsto \mathbb{R}^{n}, G: T \times \mathbb{R}^{n} \mapsto \mathbb{R}^{n \times r}$ are continuous and locally Lipschitz continuous in $x$. Moreover, there exist constants $c_{1,2}>0$ such that

$$
\|f(t, x, u)\| \leq c_{1}(1+\|x\|), \quad\|G(t, x)\| \leq c_{2}(1+\|x\|)
$$

for any $(t, x, u) \in T \times \mathbb{R}^{n} \times U$. Here, $\|\cdot\|$ denotes the vector norm defined by $\|x\|=\sum_{j=1}^{n}\left|x_{j}\right|$ or a consistent matrix norm of the proper dimension.
$\left(H_{3}\right)$ The set $f(t, x, U) \doteq\{f(t, x, u) \mid u \in U\}$ is convex for all $(t, x) \in T \times \mathbb{R}^{n}$.
The solution concept for the control system (8)-(10) is given in Sect. 5.2. We note that any interpretation of (8)-(10) as a measure-driven differential equation
cannot provide a concept of solution with well-posedness properties [13,15]. This is due to the fact that we do not assume any commutativity property of the vector fields generated by the columns of $G$. Namely, generally the Lie brackets [ $G_{i}, G_{j}$ ], $i, j=1, \ldots, m$, do not vanish identically. To overcome this drawback we extend the notion of impulsive control to a pair $\pi(\mu)$ consisting of $\mu$ and some additional components, which characterise a way of approximation of $\mu$ by some sequences of $\mathcal{L}$-absolutely continuous measures $\mu_{k}=v_{k}(t) d t$, where $v_{k}(\cdot) \in L^{\infty}(T, K)$.

Let $K_{1} \doteq\{v \in K:\|v\|=1\}$ and let co $A$ be the convex hull of a set $A$. Given $\mu$, a bounded Borel measure on $T$, we denote by $\mu_{\mathrm{c}},\left|\mu_{\mathrm{c}}\right|$, and $S_{\mathrm{d}}(\mu)$ the continuous component in the Lebesgue decomposition of the measure $\mu$, the total variation of $\mu_{\mathrm{c}}$, and the set on which the discrete component of $\mu$ is concentrated, i.e., $S_{\mathrm{d}}(\mu) \doteq\{s \in T: \mu(\{s\}) \neq 0\}$, respectively.

By an impulsive control $\pi$ we mean a collection

$$
\pi=\left(\mu, S,\left\{d_{s}, \omega_{s}(\cdot)\right\}_{s \in S}\right)
$$

satisfying the following conditions:
(i) $\mu$ is a bounded $K$-valued Borel measure on $T$,
(ii) the set $S$ is at most countable subset of the interval $T$, and $S_{\mathrm{d}}(\mu) \subseteq S$,
(iii) $d_{s} \in \mathbb{R}, d_{s} \geq\|\mu(\{s\})\|$ for all $s \in S$, and $\sum_{s \in S} d_{s}<\infty$;
(iv) the functions $\omega_{s}(\cdot):\left[0, d_{s}\right] \rightarrow c o K_{1}, s \in S$, are Borel measurable functions with the property

$$
\int_{0}^{d_{s}} \omega_{s}(\tau) d \tau=\mu(\{s\})
$$

By $\mathcal{W}(T, K)$ we denote the set of all impulsive controls. Taken $\pi \in \mathcal{W}(T, K)$, one defines the function $V=V[\pi]: T \rightarrow \mathbb{R}$ by the relation:

$$
V(t)=\left|\mu_{\mathrm{c}}\right|([a, t])+\sum_{s \leq t, s \in S} d_{s}, \quad t \in(a, b], \quad V(a)=0 .
$$

### 5.2 The Solution Concept and Comments

Let $B V\left(T, \mathbb{R}^{n}\right)$ be the space of $\mathbb{R}^{n}$-valued functions of bounded variation ( $B V$ functions) and $B V^{\mathrm{r}}\left(T, \mathbb{R}^{n}\right)$ be the space of $B V$-functions which are right continuous on $(a, b]$.

We propose the solution concept for the control system (8)-(10) via the concept of graph completions for $B V$-functions.

Let $\tau_{1}>0$ be given. We say that $\eta:\left[0, \tau_{1}\right] \rightarrow[a, b]$ is a time reparametrization if $\eta(\cdot)$ is a nondecreasing Lipschitz continuous function such that $\eta(0)=a$, $\eta\left(\tau_{1}\right)=b$.

Given a time reparametrization $\eta(\cdot)$, we define the pseudoinverse function $\theta:[a, b] \rightarrow\left[0, \tau_{1}\right]$ by the rule:

$$
\begin{equation*}
\theta(t)=\inf \left\{\tau \in\left[0, \tau_{1}\right]: \eta(\tau)>t\right\}, \quad t \in(a, b], \quad \theta(a)=0 \tag{11}
\end{equation*}
$$

Given $\eta(\cdot)$ and its pseudoinverse $\theta(\cdot)$, let $S^{\eta} \doteq S_{\mathrm{d}}(\theta), d_{s}^{\eta} \doteq \theta(s)-\theta(s-)$. Given $x \in B V^{\mathrm{r}}\left([a, b], \mathbb{R}^{n}\right)$, the time reparametrization $\eta(\cdot)$ is said to be consistent with $x(\cdot)$ if $S_{\mathrm{d}}(x) \subseteq S_{\mathrm{d}}(\theta)$.

Let $x \in B V^{\mathrm{r}}\left([a, b], \mathbb{R}^{n}\right), \eta(\cdot)$ be a consistent time reparametrization, and $\theta(\cdot)$ be the pseudoinverse for $\eta(\cdot)$. Let $z^{s}:\left[0, d_{s}^{\eta}\right] \rightarrow \mathbb{R}^{n}, s \in S^{\eta}$ be the family of Lipschitz continuous functions such that $z^{s}(0)=x(s-), z^{s}\left(d_{s}^{\eta}\right)=x(s), s \in S^{\eta}$. Then, we say that $x_{\eta} \doteq\left(x(\cdot),\left\{z^{s}(\cdot)\right\}_{s \in S^{\eta}}\right)$ is a graph completion corresponding to $\eta(\cdot)$ for $x(\cdot)$.

Following [13,14], given controls $(u, \pi)$, where $\pi=\left(\mu, S,\left\{d_{s}, \omega_{s}(\cdot)\right\}_{s \in S}\right) \in$ $\mathcal{W}(T, K), u \in L^{\infty}\left(T, \mathbb{R}^{m}\right)$, we define a function $x_{\mathrm{r}}(\cdot) \in B V^{\mathrm{r}}\left(T, \mathbb{R}^{n}\right)$ satisfying the following relations:

$$
\begin{align*}
& x_{\mathrm{r}}(t)= x_{0} \\
&+\int_{a}^{t} f\left(\tau, x_{\mathrm{r}}(\tau), u(\tau)\right) d \tau+\int_{a}^{t} G\left(\tau, x_{\mathrm{r}}(\tau)\right) \mu_{\mathrm{c}}(d \tau)  \tag{12}\\
&+\sum_{s \in S,}\left(z^{s}\left(d_{s}\right)-x_{\mathrm{r}}\left(s^{-}\right)\right), \quad t \in(a, b], \quad x_{\mathrm{r}}(a)=x_{0} \\
& \frac{d z^{s}(\tau)}{d \tau}= G\left(s, z^{s}(\tau)\right) \omega_{s}(\tau), \quad z^{s}(0)=x_{\mathrm{r}}\left(s^{-}\right),  \tag{13}\\
& \text {for } \mathcal{L} \text {-a.e. } \tau \in\left[0, d_{s}\right] \text { and all } s \in S .
\end{align*}
$$

We note that the collection $\left(x_{\mathrm{r}}(\cdot),\left\{z^{s}(\cdot)\right\}_{s \in S}\right)$ is a graph completion for $x_{\mathrm{r}}(\cdot)$. Indeed, given $\pi$ and $V=V[\pi]$, let $\theta_{\mu}(t)=t-a+V(t)$ for all $t \in T$. Denote $\tau_{1} \doteq b-a+V(b)$ and consider the function $\eta_{\mu}:\left[0, \tau_{1}\right] \rightarrow[a, b]$ for which $\theta_{\mu}(\cdot)$ is the pseudoinverse defined by (11). Then, $x_{\eta_{\mu}}=\left(x_{\mathrm{r}}(\cdot),\left\{z^{s}(\cdot)\right\}_{s \in S}\right)$ and $\eta_{\mu}(\cdot)$ is a consistent time reparametrization for $x_{\mathrm{r}}(\cdot)$.

Next, we consider a set-valued function $X: T \rightarrow \operatorname{comp}\left(\mathbb{R}^{n}\right)$ defined as
(i) $\quad X(t)=x_{\mathrm{r}}(t)$ for all $t \in T \backslash S$,
(ii) $X(s)=\left\{z^{s}(\tau): \tau \in\left[0, d_{s}\right]\right\}$ for all $t=s \in S$.

Then, $X$ is said to be the solution of the measure-driven equation (8) corresponding to the controls $(u, \pi)$. We say that $X$ satisfies the intermediate constraints (9) if

$$
\begin{equation*}
X\left(\theta_{i}\right) \cap A_{i} \neq \emptyset, \quad i=1, \ldots, N \tag{14}
\end{equation*}
$$

In what follows, $\sigma$ denotes a feasible process of problem $\left(P_{\mathrm{imp}}\right)$, i.e., a triple ( $X, u, \pi$ ) satisfying the conditions (8), (14) together with

$$
\begin{equation*}
u \in L^{\infty}(T, U), \quad \pi \in \mathcal{W}(T, K) \tag{15}
\end{equation*}
$$

and $\Sigma$ stands for the set of all feasible processes.
We can interpret ( $P_{\mathrm{imp}}$ ) as a relaxation of a conventional optimal control problem. Indeed, let $\left\{\varepsilon_{k}\right\}$ be a sequence such that $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$. We consider the following problem $\left(P_{0, \varepsilon_{k}}\right)$ :

$$
J_{0, \varepsilon_{k}}=l(x(b)) \rightarrow \inf
$$

subject to the dynamics

$$
\begin{gather*}
\dot{x}(t)=f(t, x(t), u(t))+G(t, x(t)) v(t), \quad x(a)=x_{0}  \tag{16}\\
x\left(\theta_{i}\right) \in A_{i}+\varepsilon_{k} B, \quad i=1, \ldots, N,  \tag{17}\\
u(t) \in U, v(t) \in K \text { for } \mathcal{L} \text { - a.e. } t \in T \tag{18}
\end{gather*}
$$

where $x \in A C\left(T, \mathbb{R}^{n}\right), u \in L^{\infty}\left(T, \mathbb{R}^{r}\right), v \in L^{\infty}\left(T, \mathbb{R}^{m}\right), B \subset \mathbb{R}^{n}$ is the closed unit ball centered at zero. We say that $g=(x(\cdot), u(\cdot), v(\cdot))$ is a feasible process for the problem $\left(P_{0, \varepsilon_{k}}\right)$ if the components of $g$ satisfy the relation (16)-(18). We denote by $\Sigma_{\varepsilon_{k}}$ the collection of all feasible processes $g$.

In general, the problem $\left(P_{0, \varepsilon_{k}}\right)$ does not have optimal solution with measurable controls $u(\cdot), v(\cdot)$ and absolutely continuous trajectories $x(\cdot)$. This is due to the fact that the velocity set defined by the Eq. (16) is unbounded.

The following theorems clarify the sense in which the problem ( $P_{\mathrm{imp}}$ ) is considered as a relaxation of a conventional optimal control problem.
Theorem 2 (approximation of solutions). Let $\sigma=(X, u, \pi(\mu)) \in \Sigma$. Then, there exist sequences $\left\{\varepsilon_{k}\right\}$ and $\left\{g_{k}\right\}$ such that:
(i) $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$,
(ii) $g_{k}=\left(x_{k}(\cdot), u_{k}(\cdot), v_{k}(\cdot)\right) \in \Sigma_{\varepsilon_{k}}$ for all $k \in \mathbb{N}$,
(iii) there exists a selection $x(\cdot)$ of the set-valued function $X$ such that $x_{k}(t) \rightarrow$ $x(t) \quad$ for all $t \in T$.

Theorem 3 (existence of an optimal solution). Let sequences $\left\{\varepsilon_{k}\right\}$ and $\left\{x_{k}(\cdot), u_{k}(\cdot), v_{k}(\cdot)\right\}$ be such that: (i) $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$,
(ii) for every $k \in \mathbb{N}$ the process $g_{k}=\left(x_{k}(\cdot), u_{k}(\cdot), v_{k}(\cdot)\right)$ is feasible for $\left(P_{0, \varepsilon_{k}}\right)$;
(iii) $\sup _{k} \int_{a}^{b}\left\|v_{k}(t)\right\| d t<+\infty$;
(iv) $l\left(\lim _{k \rightarrow \infty} x_{k}(b)\right)=\lim _{k \rightarrow \infty} \inf _{g \in \Sigma_{\varepsilon_{k}}} J_{\varepsilon_{k}}(g)$.

Then, there exists $\bar{\sigma}=(\bar{X}, \bar{u}, \bar{\pi}) \in \Sigma$, where $\bar{\pi}=\left(\bar{\mu}, \bar{S},\left\{\bar{d}_{s}, \bar{\omega}_{s}(\cdot)\right\}_{s \in \bar{S}}\right)$ and $\bar{X}$ is defined by the corresponding collection $\left(\bar{x}_{\mathrm{r}}(\cdot),\left\{\bar{z}^{s}(\cdot)\right\}_{s \in \bar{S}}\right)$, such that

$$
J(\bar{\sigma})=\min _{\sigma \in \Sigma} J(\sigma)
$$

and $x_{k}(t) \rightarrow \bar{x}_{\mathrm{r}}(t)$ for all $t \in T \backslash \bar{S}$.
The proofs of Theorems 2, 3 follow from the approximation results in [19].

### 5.3 Space-Time Representation for Measure-Driven Multiprocesses

Following $[13,15,16,23]$, we consider a space-time representation of the measuredriven system (8)-(10). This representation reduces our impulsive model to a conventional variational problem with measurable compact-valued controls. The space-time problem $\left(P_{\mathrm{a}}\right)$ takes the form:

$$
\hat{J}=l\left(y\left(\tau_{b}\right)\right) \rightarrow \min
$$

subject to the relations:

$$
\begin{align*}
& \eta^{\prime}(\tau)=\omega_{0}(\tau), \quad \eta(0)=a, \quad \eta\left(\tau_{b}\right)=b  \tag{19}\\
& y^{\prime}(\tau)=f(\eta(\tau), y(\tau), \nu(\tau)) \omega_{0}(\tau)+G(\eta(\tau), y(\tau)) \omega(\tau), \quad y(0)=x_{0}  \tag{20}\\
& \left(\eta\left(\tau_{i}\right), y\left(\tau_{i}\right)\right) \in\left\{\theta_{i}\right\} \times A_{i}, \quad i=1, \ldots, N  \tag{21}\\
& \nu(\tau) \in U, \quad\left(\omega_{0}(\tau), \omega(\tau)\right) \in c o \tilde{K}_{1} \quad \text { for } \mathcal{L} \text {-a.e. } \tau \in\left[0, \tau_{b}\right] . \tag{22}
\end{align*}
$$

Here, $(\eta(\cdot), y(\cdot)) \in A C\left(\left[0, \tau_{b}\right], \mathbb{R}^{n+1}\right), \nu(\cdot) \in L^{\infty}\left(\left[0, \tau_{b}\right], \mathbb{R}^{r}\right),\left(\omega_{0}(\cdot), \omega(\cdot)\right) \in$ $L^{\infty}\left(\left[0, \tau_{b}\right], \mathbb{R}^{m+1}\right), \rho=\left(\tau_{1}, \ldots, \tau_{N}, \tau_{b}\right)$ is a vector of non-fixed points of time such that $0 \leq \tau_{1}<\tau_{2}<\cdots<\tau_{N} \leq \tau_{b} ; \tilde{K}_{1} \doteq\left\{\left(\omega_{0}, \omega\right) \in[0,1] \times K: \omega_{0}+\|\omega\|=1\right\} ;$ prime indicates the derivative w.r.t $\tau$.

Let $\zeta$ denote a feasible process of problem $\left(P_{\mathrm{a}}\right)$, i.e., a tuple ( $\rho, \eta, y, \nu, \omega_{0}, \omega$ ) satisfying the conditions (19)-(22), and $\Sigma_{\mathrm{a}}$ stands for the set of all feasible processes. Then, there is a one-to-one correspondence between the sets $\Sigma$ and $\Sigma_{\mathrm{a}}$ [15]. Furthermore,

$$
\min _{\sigma \in \Sigma} J(\sigma)=\min _{\zeta \in \Sigma_{\mathrm{a}}} \hat{J}(\zeta) .
$$

We note that applying the hybrid maximum principle [6] to the problem ( $P_{\mathrm{a}}$ ) allows us to obtain more general necessary optimality conditions for measuredriven multiprocesses than in $[10,11]$, where special assumptions about optimal controls were posited.

By a standard way, the problem $\left(P_{\mathrm{a}}\right)$ is transformed to an optimal control problem with fixed intermediate time points. Thus, $\left(P_{\mathrm{imp}}\right)$ can be considered as a particular case of $(P)$. Assuming additionally that the functions $f, G$ are continuously differentiable in $x$, and $l$ is differentiable, we can apply the necessary optimality condition presented by Theorem 1 and the numerical algorithm for our measure-driven multiprocesses.
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#### Abstract

The problem of the ellipsoidal estimation of the reachable set of the control system under uncertainties is considered. The matrix included in the differential equations of the system dynamics is uncertain and only bounds on admissible values of this matrix coefficients are known. It is assumed that the initial states of the system are unknown but belong to a given star-shaped symmetric nondegenerate polytope. This polytope may be a non-convex set. Under such conditions, the dynamical system is a nonlinear and reachable set loses convexity property. A Minkowski function is used in the investigation to describe the trajectory tubes and their set-valued estimates. The step by step algorithm for constructing external and internal ellipsoidal estimates of reachable sets for such bilinear control systems is proposed. Numerical experiments were performed. The results of these numerical experiments are included.
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## 1 Introduction

The present paper deals with the problem of reachable sets estimation for bilinear control systems described by differential equations. The case of the setmembership description of uncertain parameters is considered here. The matrix included in the differential equations of the system dynamics is uncertain, but the bounds on admissible perturbations of the matrix are known. These systems can be used for simulation of various electrical, mechanical and other types of systems with unknown parameters bounded by certain limits [1,2]. As an example, we can indicate mechanical systems in which the stiffness or friction coefficients are given inaccurately. Electrical systems where the resistance, capacitance, inductance, or feedback coefficients are known with a certain accuracy can also be described by such systems.

The systems with uncertainty on initial data were considered in $[3,8-10,17$, $18,21]$. The systems with convex initial sets were considered in many works.

[^25]However, in concrete applied problems the initial sets and reachable sets may be non-convex but have special properties. In the present paper it is assumed that the initial state of the system is bounded by a given star-shaped set [16,19]. In a common case this set may be a non-convex.

The most developed approaches for estimating reachable sets are the method of ellipsoidal calculus $[3,4,6,9,17$ ] and the method of polyhedral techniques [7]. In the present paper we continue the researches [11-14] and develop methods of ellipsoidal approximation. As the result of the study we present modified estimates of the reachable set of the system using a special structure of the initial set and unknown parameters. The external and internal ellipsoidal estimates of reachable sets for such bilinear control systems are considered here.

## 2 Problem Formulation

In this section, we introduce the main necessary notations used in the paper and give the basic formulation of the problem.

### 2.1 Basic Notations

Let comp $\mathbb{R}^{n}$ be the set of all compact subsets of the $\mathbb{R}^{n}$ and conv $\mathbb{R}^{n}$ be the set of all convex and compact subsets of $\mathbb{R}^{n}$. Here $\mathbb{R}^{n}$ is the $n$-dimensional vector space. Also let $\mathbb{R}^{n \times n}$ stands for the set of all real $n \times n$-matrices, $\widetilde{\mathbb{R}}^{n \times n} \subset \mathbb{R}^{n \times n}$ stands for the set of all symmetric positive definite matrices, and $x^{\prime} y=(x, y)=$ $\sum_{i=1}^{n} x_{i} y_{i}$ be the usual inner product of $x, y \in \mathbb{R}^{n}$ with prime as a transpose, $\|x\|=\left(x^{\prime} x\right)^{1 / 2}$. Let $I \in \mathbb{R}^{n \times n}$ be the identity matrix, $\operatorname{tr}(A)$ be the trace of $n \times n$ matrix $A$ (the sum of its diagonal elements), $\operatorname{diag} b=\operatorname{diag}\left\{b_{i}\right\}$ be the diagonal matrix $A$ with $a_{i i}=b_{i}$ where $b_{i}$ are components of the vector $b$. By the symbol $\overline{\mathrm{co}} A$ we denote closed convex hull of the set $A \subset \mathbb{R}^{n}$.

The Hausdorff distance between sets $A, B \in \mathbb{R}^{n}$ we denote by $h(A, B)$. Here $h(A, B)=\max \left\{h^{+}(A, B), h^{-}(A, B)\right\}$, with $h^{+}(A, B)$ and $h^{-}(A, B)$ being the Hausdorff semidistances between $A$ and $B, h^{+}(A, B)=\sup \{d(x, B): x \in A\}$, $h^{-}(A, B)=h^{+}(B, A), d(x, A)=\inf \{\|x-y\|: y \in A\}$.

By symbol

$$
B(a, r)=\left\{x \in \mathbb{R}^{n}:\|x-a\| \leq r\right\}
$$

we denote the ball in $\mathbb{R}^{n}$ with radius $r>0$ and center $a \in \mathbb{R}^{n}$. By symbol

$$
E(a, Q)=\left\{x \in \mathbb{R}^{n}:\left(Q^{-1}(x-a),(x-a)\right) \leq 1\right\}
$$

denote the ellipsoid in $\mathbb{R}^{n}$ with symmetric positive definite $n \times n$-matrix $Q$ and center $a \in \mathbb{R}^{n}$.

We suppose, that parallelepiped [7] $\mathcal{P}(p, P)$ in $\mathbb{R}^{n}$ is a set

$$
\begin{equation*}
\mathcal{P}(p, P)=\left\{x: x=p+\sum_{i=1}^{n} p^{i} \alpha_{i},\left|\alpha_{i}\right| \leq 1, i=\overline{1, n}\right\} \tag{1}
\end{equation*}
$$

where $p \in \mathbb{R}^{n}$ is its center, and $P=\left\{p^{1} \ldots p^{n}\right\}$ is the orientation matrix ( $\operatorname{det} P \neq$ 0 ), $p^{i}$ are the direction vectors. The unit cube is the parallelepiped with a unit orientation matrix $P=I$.

A set $Z \subseteq \mathbb{R}^{n}$ is called star-shaped (with center $c$ ) if $c+\lambda(Z-c) \subseteq Z$ for all $\lambda \in[0,1]$. By symbol $\operatorname{St}\left(c, \mathbb{R}^{n}\right)$ we will denote the set of all star-shaped compact subsets $Z \subseteq \mathbb{R}^{n}$ with center $c, \operatorname{St} \mathbb{R}^{n}=\operatorname{St}\left(0, \mathbb{R}^{n}\right)$.

### 2.2 Problem Statement

Introduce the bilinear control system

$$
\begin{equation*}
\dot{x}=A(t) x+u(t), \quad x \in \mathbb{R}^{n}, \quad x_{0} \in \mathcal{X}_{0} \quad t \in\left[t_{0}, T\right] \tag{2}
\end{equation*}
$$

where the matrix function $A(t) \in \mathbb{R}^{n \times n}$ is measurable, unknown and belongs to the set $\mathcal{A}$

$$
\begin{equation*}
A(t) \in \mathcal{A}, \quad t \in\left[t_{0}, T\right], \tag{3}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{A}=\left\{A(t) \in \mathbb{R}^{n \times n}: A(t)=\operatorname{diag} a, a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbf{A}_{0}\right\},  \tag{4}\\
\mathbf{A}_{0}=\left\{a \in \mathbb{R}^{n}: \sum_{i=1}^{n}\left|a_{i}\right|^{2} \leq 1\right\}
\end{gather*}
$$

It is assumed that control function $u(t) \in \mathbb{R}^{n}$ is Lebesgue measurable on $\left[t_{0}, T\right]$ and $u(t) \in \mathcal{U}=E(\hat{a}, \hat{Q})$ for all $t \in\left[t_{0}, T\right]$.

We suppose that the initial value $x_{0}=x(-0)$ for the system (2) is unknown but belongs to a given set $\mathcal{X}_{0} \in \operatorname{St}\left(p, \mathbb{R}^{n}\right)$, where $\mathcal{X}_{0} \in \mathbb{R}^{n}$. The set $\mathcal{X}_{0}$ is a symmetric nondegenerate polytope $\mathcal{M}(p)$ with center $p \in \mathbb{R}^{n}$ and $2 m$ faces $(m \geq n)$. It is assumed that $\mathcal{M}(p)$ can be represented by the union of $m$ parallelepipeds $\mathcal{P}\left(p, P_{k}\right)$

$$
\begin{equation*}
x_{0} \in \mathcal{X}_{0}=\mathcal{M}(p)=\bigcup_{k=1}^{m} \mathcal{P}\left(p, P_{k}\right) \tag{5}
\end{equation*}
$$

where $P_{k}=\left\{p_{k}^{1} \ldots p_{k}^{n}\right\}, p_{k}^{i}$ are the direction vectors for parallelepipeds $\mathcal{P}\left(p, P_{k}\right)$.
The control system (2)-(5) presents a model of an uncertain dynamic system with an unknown matrix and given inclusion descriptions $A(t) \in \mathcal{A}, x_{0} \in \mathcal{X}$, and $u(t) \in \mathcal{U}$.

Let the function $x(\cdot)=x\left(\cdot ; t_{0}, x_{0}, A(\cdot), u(\cdot)\right)$ be a solution of the system (2) for initial state $x_{0} \in \mathcal{X}$, a matrix $A(t) \in \mathcal{A}$ and admissible control $u(t) \in \mathcal{U}$. The trajectory tube $\mathcal{X}(\cdot)$ of the system (2) is defined as

$$
\mathcal{X}(\cdot)=\mathcal{X}\left(\cdot ; t_{0}, \mathcal{X}_{0}, \mathcal{A}, \mathcal{U}\right)=\bigcup\left\{x(\cdot): x_{0} \in \mathcal{X}_{0}, A(\cdot) \in \mathcal{A}, u(\cdot) \in \mathcal{U}\right\}
$$

and the reachable set is the cross-section $\mathcal{X}(t)$ of this set for the time moment $t \in\left[t_{0}, T\right]$. It should be note that a reachable set has the following evolutionary property: $\mathcal{X}\left(t ; t_{0}, \mathcal{X}_{0}, \mathcal{A}, \mathcal{U}\right)=\mathcal{X}(t ; \tau, \mathcal{X}(\tau), \mathcal{A}, \mathcal{U})$ where $\tau \in\left[t_{0}, t\right]$.

The problem of the study is to find the internal and external ellipsoidal estimates (with respect to the inclusion of sets) of the reachable set $\mathcal{X}(t)\left(t_{0}<t \leq T\right)$ for the bilinear system (2) by using the analysis of bilinear control systems with uncertainty on initial data.

## 3 Main Results

### 3.1 Ellipsoidal Estimates of the Initial Set

First we construct the ellipsoidal estimates of the initial set.
Lemma 1. [13] For the polytope $\mathcal{M}(p)$ defined in (5) the following ellipsoidal estimates holds

$$
\begin{gather*}
\bigcup_{k=1}^{m} E\left(p, D_{k}^{-}\right) \subseteq \mathcal{M}(p) \subseteq \bigcup_{k=1}^{m} E\left(p, D_{k}^{+}\right), \\
D_{k}^{-}=P_{k} P_{k}^{\prime}, \quad D_{k}^{+}=n P_{k} P_{k}^{\prime} \tag{6}
\end{gather*}
$$

Remark 1. If it is necessary to construct an estimate in the form of a single ellipsoid, then it is sufficient to find an external ellipsoidal estimate for the union of the ellipsoids in the inclusion (6). The algorithm of internal ellipsoidal estimation of the union of the ellipsoids is given in [20].

Example 1. Consider the symmetric polytope $\mathcal{M}(0)$ with vertices: $(4,0),(2,3)$, $(-2,5),(-3,1),(-4,0),(-2,-3),(2,-5),(3,-1)$. The octagon $\mathcal{M}(0)$ can be represented by the union of parallelograms $\mathcal{P}\left(0, P_{k}\right)(k=1, \ldots, 4)$

$$
\begin{gathered}
\mathcal{M}(0)=\bigcup_{k=1}^{4} \mathcal{P}\left(0, P_{k}\right), \\
P_{1}=\left(\begin{array}{cc}
0 & 2 \\
4 & -1
\end{array}\right), \quad P_{2}=\left(\begin{array}{cc}
3 & -1 \\
1.5 & 1.5
\end{array}\right), \\
P_{3}=\left(\begin{array}{cc}
3.5 & 1.5 \\
-0.5 & 0.5
\end{array}\right), \quad P_{4}=\left(\begin{array}{cc}
0.5 & -2.5 \\
2 & 3
\end{array}\right),
\end{gathered}
$$

where $P_{k}(k=1, \ldots, 4)$ are the orientation matrices composed of direction vectors $p_{i}$. The set $\mathcal{M}(0)$ and its external and internal ellipsoidal estimates are shown in Fig. 1.

### 3.2 External Ellipsoidal Estimates

Note that the sets $\mathcal{X}(t)$ need not be convex for the bilinear system (2)-(5). However, these sets have other geometrical properties.

Assumption 1. (i) For every $t \in\left[t_{0}, T\right]$ the inclusion $0 \in \mathcal{U}$ is true. (ii) The inclusion $0 \in \mathcal{X}_{0}$ is true.

The following theorem is valid.


Fig. 1. Polytope $\mathcal{M}(0)$ and its external and internal ellipsoidal estimates.

Theorem 1. [10] Under Assumption 1 the reachable sets $\mathcal{X}(t)$ are star-shaped and compact sets for all $t \in\left[t_{0}, T\right]\left(\mathcal{X}(t) \in \mathrm{St} \mathbb{R}^{n}\right)$.

We need the following notation

$$
\mathcal{M} * X=\left\{z \in \mathbb{R}^{n}: z=M x, M \in \mathcal{M}, x \in X\right\}
$$

where $\mathcal{M} \in \operatorname{conv} \mathbb{R}^{n \times n}, X \in \operatorname{conv} \mathbb{R}^{n}$. Then the evolution equation that describes the dynamics of trajectory tubes has the following form.

Theorem 2. [5] The trajectory tube $\mathcal{X}(t)$ of the bilinear differential system (2)-(5) is the unique solution to the evolution equation

$$
\begin{equation*}
\lim _{\sigma \rightarrow+0} \sigma^{-1} h(\mathcal{X}(t+\sigma),(I+\sigma \mathcal{A}) * \mathcal{X}(t)+\sigma \mathcal{U})=0, \quad \mathcal{X}\left(t_{0}\right)=\mathcal{X}_{0}, \quad t \in\left[t_{0}, T\right] \tag{7}
\end{equation*}
$$

Denote the Minkowski function of a set $M \in \operatorname{St} \mathbb{R}^{n}$ by

$$
h_{M}(z)=\inf \left\{t>0: z \in t M, z \in \mathbb{R}^{n}\right\} .
$$

Let $\rho(l \mid M)$ be the support function of a convex compact set $C \in \operatorname{conv} \mathbb{R}^{n}$, i.e.,

$$
\rho(l \mid C)=\max \left\{(l, c): c \in C, l \in \mathbb{R}^{n}\right\}
$$

Theorem 3. $[5,12]$ For every $z \in \mathbb{R}^{n}$ such that $z_{i} \neq 0(i=\overline{1, n})$ the following formula is true:

$$
\begin{equation*}
h_{\left(I+\sigma \mathcal{A}_{0}\right) * \mathcal{X}_{0}}(z, \sigma)=\min \left\{\max _{l \neq 0} \frac{1}{\rho\left(l \mid \mathcal{X}_{0}\right)} \sum_{i=1}^{n} \frac{l_{i} z_{i}}{1+\sigma a_{i}}: a \in \mathbf{A}_{0}, i=\overline{1, n}\right\} . \tag{8}
\end{equation*}
$$

By using equality (8) for the given set $\mathcal{A}$ and if $\mathcal{X}_{0}=E\left(0, Q_{0}\right)$ we get the Minkowski function of $\operatorname{set}(I+\sigma \mathcal{A}) * E\left(0, Q_{0}\right)$ [12]

$$
\begin{align*}
h_{(I+\sigma \mathcal{A}) * E\left(0, Q_{0}\right)}(z, \sigma) & =\left(\|w(z)\|^{2}-2 \sigma\left(\sum_{i=1}^{n} w_{i}^{4}(z)\right)^{\frac{1}{2}}\right)^{\frac{1}{2}}+o(\sigma)\|w(z)\|,  \tag{9}\\
w(z) & =Q_{0}^{\prime-\frac{1}{2}} z, \quad \lim _{\sigma \rightarrow+0} \sigma^{-1} o(\sigma)=0 .
\end{align*}
$$

Theorem 4. For the trajectory tube $\mathcal{X}(t)$ of the system (2)-(5) for all $\sigma>0$ the following inclusion holds

$$
\begin{equation*}
\mathcal{X}\left(t_{0}+\sigma\right) \subseteq \bigcup_{k=1}^{m} E\left(a^{+}(\sigma), Q_{k}^{+}(\sigma)\right)+o(\sigma) B(0,1), \quad \lim _{\sigma \rightarrow+0} \sigma^{-1} o(\sigma)=0 \tag{10}
\end{equation*}
$$

where

$$
\begin{gathered}
a^{+}(\sigma)=p+\sigma \hat{a}, \\
Q_{k}^{+}(\sigma)=\left(q_{1}^{-1}+1\right) H_{k}(\sigma)+\left(q_{1}+1\right) \sigma^{2} \hat{Q}, \\
H_{k}(\sigma)=\left(q_{2}^{-1}+1\right) \sigma^{2} \operatorname{diag}\left\{\left(p_{i}\right)^{2}\right\}+\left(q_{2}+1\right) R_{k}(\sigma) D_{k}^{+}, \quad p=\left\{p_{i}\right\} \\
R_{k}(\sigma)=\max _{z} \frac{z^{\prime}\left(D_{k}^{+}\right)^{-1} z}{\left(h_{(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{+}\right)}(z, \sigma)\right)}, \quad k=1, \ldots, m,
\end{gathered}
$$

where $h_{(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{+}\right)}(z, \sigma)$ may be found by formula (8) and $q_{1}$ and $q_{2}$ are the unique positive root of the equations

$$
\sum_{i=1}^{n} \frac{1}{q_{1}+\alpha_{i}}=\frac{n}{q_{1}\left(q_{1}+1\right)}, \quad \sum_{i=1}^{n} \frac{1}{q_{2}+\beta_{i}}=\frac{n}{q_{2}\left(q_{2}+1\right)}
$$

with $\alpha_{i} \geq 0(i=\overline{1, n})$ being the roots of the following equation $\mid H_{k}(\sigma)-$ $\alpha \sigma^{2} \hat{Q} \mid=0$ and $\beta_{i} \geq 0(i=\overline{1, n})$ being the roots of the following equation

$$
\prod_{i=1}^{n}\left(\sigma^{2}\left(p_{i}\right)^{2}-\beta R_{k}^{2}(\sigma)\right)=0
$$

Proof. From Theorem 2 we have the funnel equation for small $\sigma\left(t=t_{0}+\sigma\right)$

$$
h\left(\mathcal{X}\left(t_{0}+\sigma\right),(I+\sigma \mathcal{A}) * \mathcal{X}_{0}\right)=o(\sigma), \quad \lim _{\sigma \rightarrow+0} \sigma^{-1} o(\sigma)=0
$$

Note that

$$
(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{+}\right)=p+\sigma \mathcal{A} * p+(I+\sigma \mathcal{A}) * E\left(0, D_{k}^{+}\right)
$$

The set $\mathcal{A} * p$ is convex, therefore

$$
\begin{equation*}
\rho(l \mid \mathcal{A} * p)=\max _{A \in \mathcal{A}} l^{\prime} A p=\left(\sum_{i=1}^{n} l_{i}^{2}\left(p_{i}\right)^{2}\right)^{\frac{1}{2}}=\rho\left(l \mid E\left(0, \operatorname{diag}\left\{\left(p_{i}\right)^{2}\right\}\right)\right) \tag{11}
\end{equation*}
$$

Further we use the properties of the Minkowski function and the results of the Theorem 3. The inequality

$$
h_{E\left(0, R_{k}(\sigma) D_{k}^{+}\right)}(z) \geq h_{(I+\sigma \mathcal{A}) * E\left(0, D_{k}^{+}\right)}(z)
$$

holds for

$$
R_{k}(\sigma)=\max _{z} \frac{z^{\prime}\left(D_{k}^{+}\right)^{-1} z}{\left(h_{(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{+}\right)}(z, \sigma)\right)} .
$$

By direct calculation we obtain the following result

$$
\begin{gathered}
(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{+}\right)+\sigma \mathcal{U} \\
=E\left(p, \sigma^{2} \operatorname{diag}\left\{\left(p_{i}\right)^{2}\right\}\right)+(I+\sigma \mathcal{A}) * E\left(0, D_{k}^{+}\right)+\sigma E(\hat{a}, \hat{Q}) \\
\subseteq E\left(p, \sigma^{2} \operatorname{diag}\left\{\left(p_{i}\right)^{2}\right\}\right)+E\left(0, R_{k}(\sigma) D_{k}^{+}\right)+\sigma E(\hat{a}, \hat{Q}), \\
R_{k}(\sigma)=\max _{z} \frac{z^{\prime}\left(D_{k}^{+}\right)^{-1} z}{\left(h_{(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{+}\right)}(z, \sigma)\right)} .
\end{gathered}
$$

Based the procedure of external ellipsoidal estimate of the sum of the ellipsoids given in $[3,9]$ and estimate for initial set (6)

$$
\mathcal{X}_{0} \subseteq \bigcup_{k=1}^{m} E\left(p, D_{k}^{+}\right)
$$

we get the external estimate (10).
Algorithm 1. Introduce subsegments $\left[t_{i}, t_{i+1}\right]$ of the time segment $\left[t_{0}, T\right]$ where $t_{i}=t_{0}+i h(i=1, \ldots, m), t_{m}=T, h=\left(T-t_{0}\right) / m=\sigma$.

1. With applying of Lemma 1 find $m$ ellipsoids $E\left(p, D_{k}^{+}\right), k=\overline{1, m}$ for the given symmetric nondegenerate polytope $\mathcal{X}_{0}=\mathcal{M}(p)$.
2. With applying Theorem 4 define the ellipsoids $E\left(a_{k}^{1}, Q_{k}^{1}\right)=E\left(a^{+}(\sigma), Q_{k}^{+}(\sigma)\right)$ for each ellipsoid $E\left(p, D_{k}^{+}\right)(k=\overline{1, m})$.
3. Consider the system on the next subsegment $\left[t_{1}, t_{2}\right]$ with $E\left(a_{k}^{1}, Q_{k}^{1}\right)$ as the initial ellipsoids at instant $t_{1}$.
4. If $t=T$ then end of the procedure otherwise the next step repeats the previous iterations.

The result of the process is the external estimate of the reachable set $\mathcal{X}(T)$ of the system (2).

### 3.3 Internal Ellipsoidal Estimates

The following theorem allows us to find an internal ellipsoidal estimate the reachable set of the bilinear control system (2)-(5).

Theorem 5. For the trajectory tube $\mathcal{X}(t)$ of the system (2)-(5) for all $\sigma>0$ the following inclusion holds

$$
\begin{equation*}
\bigcup_{k=1}^{m} E\left(a^{-}(\sigma), Q_{k}^{-}(\sigma)\right) \subseteq \mathcal{X}\left(t_{0}+\sigma\right)+o(\sigma) B(0,1), \quad \lim _{\sigma \rightarrow+0} \sigma^{-1} o(\sigma)=0 \tag{12}
\end{equation*}
$$

where

$$
\begin{gathered}
a^{-}(\sigma)=p+\sigma \hat{a}, \\
Q_{k}^{-}(\sigma)=G_{k}(\sigma)+\sigma^{2} \hat{Q}+2 \sigma G_{k}(\sigma)^{\frac{1}{2}}\left(G_{k}(\sigma)^{-\frac{1}{2}} \hat{Q} G_{k}(\sigma)^{-\frac{1}{2}}\right)^{\frac{1}{2}} G_{k}(\sigma)^{\frac{1}{2}} \\
G_{k}(\sigma)=\sigma^{2} \operatorname{diag}\left\{\left(p_{i}\right)^{2}\right\}+r_{k}(\sigma) D_{k}^{-} \\
+2 \sigma r_{k}(\sigma) \operatorname{diag}\left\{\left(p_{i}\right)\right\}\left(\operatorname{diag}\left\{p_{i}^{-1}\right\} D_{k}^{-} \operatorname{diag}\left\{p_{i}^{-1}\right\}\right)^{1 / 2} \operatorname{diag}\left\{\left(p_{i}\right)\right\}, \quad p=\left\{p_{i}\right\}, \\
r_{k}(\sigma)=\min _{z} \frac{z^{\prime}\left(D_{k}^{-}\right)^{-1} z}{\left(h_{(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{-}\right)}(z, \sigma)\right)}, \quad k=1, \ldots, m,
\end{gathered}
$$

where $h_{(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{-}\right)}(z, \sigma)$ may be found by formula (8).
Proof. Consider the funnel Eq. (7). Note that

$$
(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{-}\right)=a_{0}+\sigma \mathcal{A} * p+(I+\sigma \mathcal{A}) * E\left(0, D_{k}^{-}\right)
$$

The following formulas may be derived by direct calculation by using the results of the Theorem 3, formulas (11) and Minkowski function for the ellipsoid

$$
\begin{gathered}
(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{-}\right)+\sigma \mathcal{U} \\
=E\left(p, \sigma^{2} \operatorname{diag}\left\{\left(p_{i}\right)^{2}\right\}\right)+(I+\sigma \mathcal{A}) * E\left(0, D_{k}^{-}\right)+\sigma E(\hat{a}, \hat{Q}) \\
\supseteq E\left(p, \sigma^{2} \operatorname{diag}\left\{\left(p_{i}\right)^{2}\right\}\right)+E\left(0, r_{k}(\sigma) D_{k}^{-}\right)+\sigma E(\hat{a}, \hat{Q}), \\
r_{k}(\sigma)=\min _{z} \frac{z^{\prime}\left(D_{k}^{-}\right)^{-1} z}{\left(h_{(I+\sigma \mathcal{A}) * E\left(p, D_{k}^{-}\right)}(z, \sigma)\right)} .
\end{gathered}
$$

Based the procedure of internal ellipsoidal estimate of the sum of two ellipsoids given in $[3,9]$ and estimate for initial set (6)

$$
\bigcup_{k=1}^{m} E\left(p, D_{k}^{-}\right) \subseteq \mathcal{X}_{0}
$$

we get the internal estimate (12).
Algorithm 2. Introduce subsegments $\left[t_{i}, t_{i+1}\right]$ of the time segment $\left[t_{0}, T\right]$ where $t_{i}=t_{0}+i h(i=1, \ldots, m), h=\left(T-t_{0}\right) / m=\sigma, t_{m}=T$.

1. Find $m$ ellipsoids $E\left(p, D_{k}^{-}\right), k=\overline{1, m}$ for the given symmetric nondegenerate polytope $\mathcal{X}_{0}=\mathcal{M}(p)$ by Lemma 1 .
2. Define the ellipsoids $E\left(a_{k}^{1}, Q_{k}^{1}\right)=E\left(a^{-}(\sigma), Q_{k}^{-}(\sigma)\right)$ for each ellipsoid $E\left(p, D_{k}^{-}\right)$ ( $k=\overline{1, m}$ ) by Theorem 5 .
3. Consider the system on the next subsegment $\left[t_{1}, t_{2}\right]$ with $E\left(a_{k}^{1}, Q_{k}^{1}\right)$ as the initial ellipsoids at instant $t_{1}$.
4. If $t=T$ then end of the procedure. Otherwise, the next step repeats the previous iterations.

At the end of the process, we will get the internal estimate of the reachable set $\mathcal{X}(T)$ of the system (2).

## 4 Numerical Simulation

The following example illustrates the main result of the study.
Example 2. Consider the following bilinear control system in $\mathbb{R}^{2}$

$$
\left\{\begin{array}{l}
\dot{x}_{1}=a_{1} x_{1}+u_{1}, \\
\dot{x}_{2}=a_{2} x_{2}+u_{2}, \quad 0 \leq t \leq 0.8 .
\end{array}\right.
$$

Here the uncertain bounded matrix function $A \in \mathcal{A}$ where

$$
\mathcal{A}=\left\{A: A=\operatorname{diag}\left\{a_{1}, a_{2}\right\}, a_{1}^{2}+a_{2}^{2} \leq 1\right\} .
$$

The control function

$$
u(t) \in \mathcal{U}=E(0, \hat{Q}), \quad \hat{Q}=\left(\begin{array}{ll}
5 & 4 \\
4 & 5
\end{array}\right) .
$$

The initial set $\mathcal{X}_{0}$ is the symmetric polytope $\mathcal{M}(0)$ with vertices: $(1.5,0)$, $(0.5,0.5),(0,1.5),(-0.5,0.5),(-1.5,0),(-0.5,-0.5),(0,-1.5),(0.5,-0.5)$. For $\mathcal{M}(0)$ parallelepipeds $\mathcal{P}\left(0, P_{i}\right), i=1,2,3,4$ were constructed,

$$
\begin{gathered}
\mathcal{X}_{0}=\mathcal{M}(0)=\bigcup_{i=1}^{4} \mathcal{P}\left(0, P_{i}\right), \\
P_{1}=\left(\begin{array}{cc}
-0.25 & 0.25 \\
1 & 0.5
\end{array}\right) \quad P_{2}=\left(\begin{array}{cc}
0.25 & 0.25 \\
1 & -0.5
\end{array}\right) \\
P_{3}=\left(\begin{array}{cc}
1 & -0.5 \\
0.25 & 0.25
\end{array}\right) \quad P_{4}=\left(\begin{array}{cc}
1 & 0.5 \\
0.25 & 0.25
\end{array}\right) .
\end{gathered}
$$

The external and internal ellipsoidal estimates for $\mathcal{X}_{0}$ are given in Fig. 2. The trajectory tube $\mathcal{X}(t)$ is shown in the Fig. 3. This tube was constructed approximately with using results [15]. The external and internal ellipsoidal estimates of the reachable set $\mathcal{X}(t)$ under $t=0.8$ are given in Fig. 4 .


Fig. 2. Polytope $\mathcal{M}(0)$ and its external and internal ellipsoidal estimates.


Fig. 3. The trajectory tube $\mathcal{X}(t), 0<t \leq 0.8$.


Fig. 4. External (red line) and internal (blue line) ellipsoidal estimates of the reachable set $\mathcal{X}(0.8)$. (Color figure online)

## 5 Conclusions

The paper deals with the problems of state estimation of the bilinear control system with uncertainties. It is assumed that the initial state is unknown but belongs to a given star-shaped symmetric nondegenerate polytope. The matrix in the linear part of the system is also unknown but bounded.

Basing on the results of ellipsoidal calculus developed earlier for some classes of uncertain systems the modified state estimation approach was presented. This approach uses the special constraints on the control and uncertainties and allows us to construct the external and internal ellipsoidal estimates of the reachable set.
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#### Abstract

We find conditions of unique strong solution existence for the generalized Showalter-Sidorov problem to semilinear evolution equations with a degenerate operator at the highest fractional GerasimovCaputo derivative and with some constraint on the image of the nonlinear operator. Then we consider a class of optimal control problems for systems, whose dynamics is described by such equations endowed with the respective initial value conditions. Target functional is assumed not to take into account control costs. In such situation we used the additional condition of the admissible controls set boundedness. The obtained result of the initial problem unique solvability and properties of some functions spaces are applied to the proof of optimal control existence for such class of problems. Abstract results are applied to study of a control problem for a system, which is described by an initial-boundary value problem to a nonlinear partial differential equation, not solvable with respect to the highest time fractional derivative.
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## 1 Introduction

Suppose that $\mathcal{X}, \mathcal{Y}, \mathcal{U}$ are Banach spaces, operators $L: \mathcal{X} \rightarrow \mathcal{Y}$, $\operatorname{ker} L \neq\{0\}$, $B: \mathcal{U} \rightarrow \mathcal{Y}$ are linear and continuous, $M: D_{M} \rightarrow \mathcal{Y}$ is linear and closed, $D_{M}$ is dense in $\mathcal{X}, N:\left(t_{0}, T\right) \times \mathcal{X}^{m-1} \rightarrow \mathcal{Y}$. In this work an optimal control problem without taking into account control costs for a system, described by the equation

$$
\begin{equation*}
L D^{\alpha} x(t)=M x(t)+N\left(t, x(t), x^{(1)}(t), \ldots, x^{(m-2)}(t)\right)+B u(t), t \in\left(t_{0}, T\right), \tag{1}
\end{equation*}
$$

with the fractional Gerasimov-Caputo [2,10] derivative $D^{\alpha}$ of the order $\alpha>0$, is studied. Note that fractional differential equations and systems of such equations often arise in mathematical modeling of various real processes (see [11,13]
and the bibliographies there). This research continues the series of the first author's works on the solvability investigation of degenerate evolution equations and of optimal control problems for corresponding systems. Particularly, the existence of a unique strong solution for initial problems to degenerate fractional order equation in Banach spaces was researched in the linear case [20], in the semilinear case with the nonlinear operator $N$, not depending on the degeneration subspace elements $[16,17,21]$, for the incomplete semilinear equation with restrictions on the image of the nonlinear operator $N(t, x(t))$ [17]. The existence of an optimal control in problems with compromise target functionals was investigated in [16-19] in the case of distributed control, in the work [19] for the start control problems. Obtained abstract results were applied to the problems for systems of equations of viscoelastic fluids dynamics [16, 18, 21], for pseudoparabolic equations [20] of time fractional order.

The presence of the degenerate $(\operatorname{ker} L \neq\{0\})$ linear operator $L$ in (1) at the highest derivative does not allow to investigate the equation by classical methods $[1,8,22]$. We use the methods of the degenerate evolution equations from the works $[5-7,14]$ of Fedorov and his co-authors. In this case, the original equation is represented as a system of a singular equation and an equation, resolved with respect to the fractional derivative. The paper considers the problem with the generalized Showalter-Sidorov initial conditions

$$
\begin{equation*}
(P x)^{(k)}\left(t_{0}\right)=x_{k}, k=0,1, \ldots, m-1 \tag{2}
\end{equation*}
$$

They mean, that the initial data are given only for the projection of the unknown function on the subspace $\mathcal{X}^{1}=\operatorname{im} P$ without degeneration.

The results of this work differ from the other works results of the author in this direction firstly in the condition on a nonlinear operator. Here we use the constraints on the nonlinear operator $N$ image, which are used before only for the incomplete nonlinear equation (1) [17]. The existence and the uniqueness of a strong solution for generalized Showalter-Sidorov problem (2) to nonlinear equation (1) is proved in the first part of this work.

Another feature of the present work is the form of the target functional

$$
\begin{equation*}
J_{q}(x, u)=\left\|x-x_{d}\right\|_{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}^{q} \rightarrow \inf \tag{3}
\end{equation*}
$$

which does not include control costs. Such control problems are often called problems of hard control [9]. When considering such problems, the properties of the coercivity of the target functional and its strict convexity (if any) are lost. The coercivity of the functional does not disappear, if we additionally require the boundedness of the set of admissible controls in the control space $\mathbf{U}$. Using these consideration, we proved the existence of an optimal control for the hard control problem to the system, which state is described by (1), (2). Obtained abstract results are illustrated on the example of the system, described by an initial-boundary value problem to a nonlinear partial differential equation, not solvable with respect to the time fractional derivative.

Other methods and approaches for optimal control problems study to fractional order systems, including systems, not solved with respect to the time
derivative, can be found in $[3,4,12,15,24]$ (see also the references lists there) and others.

## 2 Strong Solution of Semilinear Degenerate Equation

For $\beta>0, t>0$ we define functions $g_{\beta}(t):=t^{\beta-1} / \Gamma(\beta)$, where $\Gamma(\beta)$ is the Euler function at the point $\beta$. For convenience, we shall denote $\tilde{g}_{\beta}(t):=g_{\beta}\left(t-t_{0}\right)$.

The fractional Riemann-Liouville integral of order $\beta>0$ is

$$
J^{\beta} z(t):=\int_{t_{0}}^{t} \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} z(s) d s, \quad t>t_{0} .
$$

Let $m-1<\alpha \leq m \in \mathbf{N}, D^{m}:=\frac{d^{m}}{d t^{m}}$ be the ordinary derivative of the integer order $m$. The fractional Gerasimov-Caputo derivative of order $\alpha>0$ is defined as

$$
D^{\alpha} z(t):=D^{m} J^{m-\alpha}\left(z(t)-\sum_{k=0}^{m-1} z^{(k)}\left(t_{0}\right) g_{k+1}\left(t-t_{0}\right)\right) .
$$

Let $\mathcal{Z}$ is a Banach space, operator $A \in \mathcal{L}(\mathcal{Z})$, i. e. it is a linear continuous operator from $\mathcal{Z}$ into $\mathcal{Z}, m-1<\alpha \leq m \in \mathbf{N}$. An operator $B:\left(t_{0}, T\right) \times \mathcal{Z}^{m} \rightarrow$ $\mathcal{Z}$ is called Caratheodory mapping, if for any $z_{0}, z_{1}, \ldots, z_{m-1} \in \mathcal{Z}$ it is the measurable mapping on $\left(t_{0}, T\right)$, and for almost all $t \in\left(t_{0}, T\right)$ it is continuous with respect to $z_{0}, z_{1}, \ldots, z_{m-1} \in \mathcal{Z}$.

For a constant $q>1$ denote the space

$$
:=\left\{z \in C^{m-1}\left(\left[t_{0}, T\right] ; \mathcal{Z}\right): J^{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{Z}\right)}\left(z-\sum_{k=0}^{m-1} z^{(k)}\left(t_{0}\right) \tilde{g}_{k+1}\right) \in W_{q}^{m}\left(t_{0}, T ; \mathcal{Z}\right)\right\} .
$$

Consider the Cauchy problem

$$
\begin{equation*}
z^{(k)}\left(t_{0}\right)=z_{k}, \quad k=0,1, \ldots, m-1, \tag{4}
\end{equation*}
$$

for the semilinear equation

$$
\begin{equation*}
D^{\alpha} z(t)=A z(t)+B\left(t, z(t), z^{(1)}(t), \ldots, z^{(m-1)}(t)\right) \tag{5}
\end{equation*}
$$

A strong solution of (4), (5) on $\left(t_{0}, T\right)$ is a function $z \in \mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{Z}\right)$, for which conditions (4) and almost everywhere on $\left(t_{0}, T\right)$ equality (5) hold.

The bar over a symbol will mean an ordered set of $m$ elements with indexes from 0 to $m-1$, for example, $\bar{z}=\left(z_{0}, z_{1}, \ldots, z_{m-1}\right)$. A mapping $B:\left(t_{0}, T\right) \times$ $\mathcal{Z}^{m} \rightarrow \mathcal{Z}$ is called uniformly Lipschitz continuous in $\bar{y}$, if there exists $l>0$, such that the inequality $\|B(t, \bar{x})-B(t, \bar{y})\|_{\mathcal{Z}} \leq l \sum_{k=0}^{m-1}\left\|x_{k}-y_{k}\right\|_{\mathcal{Z}}$ is true for almost all $t \in\left(t_{0}, T\right)$ and for all $\bar{x}, \bar{y} \in \mathcal{Z}^{m}$.

Theorem 1. [16]. Let $A \in \mathcal{L}(\mathcal{Z}), B:\left(t_{0}, T\right) \times \mathcal{Z}^{m} \rightarrow \mathcal{Z}$ be Caratheodory mapping, uniformly Lipschitz continuous in $\bar{y}, q \in(\max \{1,1 / \alpha\}, \infty)$, for some $\bar{v} \in \mathcal{Z}^{m} B(\cdot, \bar{v}) \in L_{q}\left(t_{0}, T ; \mathcal{Z}\right)$. Then for any $z_{0}, z_{1}, \ldots, z_{m-1} \in \mathcal{Z}$ the Cauchy problem (4), (5) has a unique strong solution on $\left(t_{0}, T\right)$.

We assume that $\mathcal{X}, \mathcal{Y}$ are Banach spaces, $L \in \mathcal{L}(\mathcal{X} ; \mathcal{Y})$, i.e. it is a linear continuous operator from $\mathcal{X}$ into $\mathcal{Y}$, $\operatorname{ker} L \neq\{0\}, M \in \mathcal{C} l(\mathcal{X} ; \mathcal{Y})$, i. e. it is a linear closed operator with a dense domain $D_{M}$ in the space $\mathcal{X}$, which is acting into $\mathcal{Y}$. Define the $L$-resolvent set $\rho^{L}(M)=\left\{\mu \in \mathbf{C}:(\mu L-M)^{-1} \in \mathcal{L}(\mathcal{Y} ; \mathcal{X})\right\}$ and the $L$-spectrum $\sigma^{L}(M)=\mathbf{C} \backslash \rho^{L}(M)$ of the operator $M$.

An operator $M$ is said to be $(L, \sigma)$-bounded, if $L$-spectrum $\sigma^{L}(M)$ of operator $M$ is bounded, i. e.

$$
\exists a>0 \quad \forall \mu \in \mathbf{C} \quad(|\mu|>a) \Rightarrow\left(\mu \in \rho^{L}(M)\right) .
$$

In the case of $(L, \sigma)$-boundedness of the operator $M$ we can be define projectors $P$ and $Q$ on the spaces $\mathcal{X}$ and $\mathcal{Y}$ respectively. They have the forms

$$
P:=\frac{1}{2 \pi i} \int_{\gamma}(\mu L-M)^{-1} L d \mu \in \mathcal{L}(\mathcal{X}), Q:=\frac{1}{2 \pi i} \int_{\gamma} L(\mu L-M)^{-1} d \mu \in \mathcal{L}(\mathcal{Y})
$$

where $\gamma:=\{\mu \in \mathbf{C}:|\mu|=r>a\}$. Denote $\mathcal{X}^{0}:=\operatorname{ker} P, \mathcal{X}^{1}:=\operatorname{im} P, \mathcal{Y}^{0}:=\operatorname{ker} Q$, $\mathcal{Y}^{1}:=\operatorname{im} Q$. Then $\mathcal{X}=\mathcal{X}^{0} \oplus \mathcal{X}^{1}, \mathcal{Y}=\mathcal{Y}^{0} \oplus \mathcal{Y}^{1}$. By $M_{k}\left(L_{k}\right)$ we denote the restriction of the operator $M(L)$ onto $D_{M_{k}}:=\mathcal{X}^{k} \cap D_{M}\left(\mathcal{X}^{k}\right), k=0,1$.

Theorem 2 [23, pp. 90, 91]. Let an operator $M$ be (L, $\sigma$ )-bounded. Then
(i) $M_{1} \in \mathcal{L}\left(\mathcal{X}^{1} ; \mathcal{Y}^{1}\right), M_{0} \in \mathcal{C} l\left(\mathcal{X}^{0} ; \mathcal{Y}^{0}\right), L_{k} \in \mathcal{L}\left(\mathcal{X}^{k} ; \mathcal{Y}^{k}\right), k=0,1$;
(ii) the operators $M_{0}^{-1} \in \mathcal{L}\left(\mathcal{Y}^{0} ; \mathcal{X}^{0}\right)$, $L_{1}^{-1} \in \mathcal{L}\left(\mathcal{Y}^{1} ; \mathcal{X}^{1}\right)$ exist.

Denote $G:=M_{0}^{-1} L_{0}$. An operator $M$ is called $(L, p)$-bounded at $p \in \mathbf{N}_{0}:=$ $\mathbf{N} \cup\{0\}$, if $G$ is a nilpotent operator of the power $p$.

Lemma 1. Let $H \in \mathcal{L}(\mathcal{X})$ be a nilpotent operator of the power $p \in \mathbf{N}_{0}$, a function $h:\left[t_{0}, T\right] \rightarrow \mathcal{X},\left(H D^{\alpha}\right)^{n} h \in \mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)$ for $n=0,1, \ldots, p$. Then the equation $H D^{\alpha} x(t)=x(t)+h(t)$ has a unique strong solution. Moreover, it has the form $x(t)=-\sum_{n=0}^{p}\left(H D^{\alpha}\right)^{n} h(t)$.

Proof. Acting by the operator $H D^{\alpha}$ on the both sides of the equation, we get the equality $\left(H D^{\alpha}\right)^{2} x(t)=x(t)+h(t)+H D^{\alpha} h(t)$. After $p$ steps we have

$$
\left(H D^{\alpha}\right)^{p+1} x=x+\sum_{n=0}^{p}\left(H D^{\alpha}\right)^{n} h .
$$

Moreover, $\left(H D^{\alpha}\right)^{p+1} x=\left(D^{\alpha}\right)^{p+1} H^{p+1} x \equiv 0$ due to the nilpotency of the operator $H$.

The semilinear equation

$$
\begin{equation*}
L D^{\alpha} x(t)=M x(t)+N\left(t, x(t), x^{(1)}(t), \ldots, x^{(m-1)}(t)\right)+f(t) \tag{6}
\end{equation*}
$$

will be called degenerate, since it is assumed before, that $\operatorname{ker} L \neq\{0\}$. A strong solution of Eq. (6) on $\left(t_{0}, T\right)$ is $x \in C^{m-1}\left(\left[t_{0}, T\right] ; \mathcal{X}\right) \cap L_{q}\left(t_{0}, T ; D_{M}\right)$, for which $J^{m-\alpha}\left(x-\sum_{k=0}^{m-1} x^{(k)}\left(t_{0}\right) \tilde{g}_{k+1}\right) \in W_{q}^{m}\left(t_{0}, T ; \mathcal{X}\right), q>1$, and almost everywhere on $\left(t_{0}, T\right)$ equality (6) is valid.

Consider the initial value problem

$$
\begin{equation*}
(P x)^{(k)}\left(t_{0}\right)=x_{k}, \quad k=0,1, \ldots, m-1 \tag{7}
\end{equation*}
$$

for Eq. (6). A strong solution of problem (6), (7) on the interval $\left(t_{0}, T\right)$ is a solution of Eq. (6), such that conditions (7) are satisfied. Here we take into account that the smoothness of the function $P x(t)=L_{1}^{-1} Q L x(t)$ is not less, than for $L x(t)$.
Theorem 3. Let $\alpha>0, q>(\alpha-m+1)^{-1}, p \in \mathbf{N}_{0}$, an operator $M$ be $(L, p)$ bounded, an operator $N:\left(t_{0}, T\right) \times \mathcal{X}^{m} \rightarrow \mathcal{Y}$ be Caratheodory mapping, uniformly Lipschitz continuous in $\bar{v} \in \mathcal{X}^{m}$, for some $\bar{z} \in \mathcal{X}^{m} N(\cdot, \bar{z}) \in L_{q}\left(t_{0}, T ; \mathcal{Y}\right)$, $\operatorname{im} N \subset \mathcal{Y}^{1}, Q f \in L_{q}\left(t_{0}, T ; \mathcal{Y}\right),\left(G D^{\alpha}\right)^{n} M_{0}^{-1}(I-Q) f \in \mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)$ for $n=0,1, \ldots, p ; x_{0}, x_{1}, \ldots, x_{m-1} \in \mathcal{X}^{1}$. Then problem (6), (7) has a unique strong solution on $\left(t_{0}, T\right)$.

Remark 1. If a function $f$ is smooth enough, then all the conditions on $f$ in Theorem 3 are satisfied.

Proof. If $\operatorname{im} N \subset \mathcal{Y}^{1}$, then $(I-Q) N \equiv 0, Q N \equiv N$. In this case Eq. (6) after acting on its both sides by the operator $M_{0}^{-1}(I-Q)$ has the form

$$
D^{\alpha} G w(t)=w(t)+M_{0}^{-1}(I-Q) f(t)
$$

where $w(t)=(I-P) x(t)$. By the nilpotency of the operator $G$ and Lemma 1 this equation has a unique strong solution

$$
w(t)=-\sum_{n=0}^{p}\left(D^{\alpha} G\right)^{n} M_{0}^{-1}(I-Q) f(t)
$$

It remains to show the unique solvability of the problem

$$
\begin{gathered}
D^{\alpha} v(t)=S_{1} v(t)+L_{1}^{-1} Q f(t) \\
+L_{1}^{-1} N\left(t, v(t)+w(t), v^{(1)}(t)+w^{(1)}(t), \ldots, v^{(m-1)}(t)+w^{(m-1)}(t)\right) \\
v^{(k)}\left(t_{0}\right)=P x_{k}, k=0,1, \ldots, m-1
\end{gathered}
$$

Here $S_{1}=L_{1}^{-1} M_{1}, v(t)=P x(t)$. Since the operator

$$
\begin{gathered}
B\left(t, v_{0}, v_{1}, \ldots, v_{m-1}\right) \\
=L_{1}^{-1} N\left(t, v_{0}+w(t), v_{1}+w^{(1)}(t), \ldots, v_{m-1}+w^{(m-1)}(t)\right)+L_{1}^{-1} Q f(t)
\end{gathered}
$$

satisfies the conditions of Theorem 1, we get the required result from this theorem.

## 3 Problems Without Control Costs

In this section we assume that $\mathcal{Y}$ is a Banach space, $\mathcal{X}, \mathcal{X}_{1}, \mathcal{U}$ are reflexive Banach spaces, $\mathcal{X}$ is compactly embedded in $\mathcal{X}_{1}, L \in \mathcal{L}(\mathcal{X} ; \mathcal{Y})$, $\operatorname{ker} L \neq\{0\}, M \in \mathcal{C l}(\mathcal{X} ; \mathcal{Y})$ is $(L, p)$-bounded operator, $N:\left(t_{0}, T\right) \times \mathcal{X}^{m-1} \rightarrow \mathcal{Y}, B \in \mathcal{L}(\mathcal{U} ; \mathcal{Y})$. Endow the domain $D_{M}$ of the operator $M$ with the graph norm, then $D_{M}$ is the Banach space due to the closedness of $M$. Denote the space

$$
\begin{aligned}
& \mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)=\left\{x \in L_{q}\left(t_{0}, T ; D_{M}\right) \cap C^{m-1}\left(\left[t_{0}, T\right] ; \mathcal{X}\right):\right. \\
& \left.J^{m-\alpha}\left(x-\sum_{k=0}^{m-1} x^{(k)}\left(t_{0}\right) \tilde{g}_{k+1}\right) \in W_{q}^{m}\left(t_{0}, T ; \mathcal{X}\right)\right\}, \quad q>1 .
\end{aligned}
$$

Lemma 2 [16,19]. $\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)$ and $\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)$ are Banach spaces with the norms $\|x\|_{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}=\|x\|_{C^{m-1}\left(\left[t_{0}, T\right] ; \mathcal{X}\right)}+\left\|D^{\alpha} x\right\|_{L_{q}\left(t_{0}, T ; \mathcal{X}\right)}$ and

$$
\|x\|_{\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}=\|x\|_{L_{q}\left(t_{0}, T ; D_{M}\right)}+\|x\|_{C^{m-1}\left(\left[t_{0}, T\right] ; \mathcal{X}\right)}+\left\|D^{\alpha} x\right\|_{L_{q}\left(t_{0}, T ; \mathcal{X}\right)}
$$

respectively.
Consider the problem of hard control

$$
\begin{gather*}
L D^{\alpha} x(t)=M x(t)+N\left(t, x(t), x^{(1)}(t), \ldots, x^{(m-2)}(t)\right)+B u(t), t \in\left(t_{0}, T\right),  \tag{8}\\
(P x)^{(k)}\left(t_{0}\right)=x_{k}, k=0,1, \ldots, m-1,  \tag{9}\\
u \in \mathcal{U}_{\partial},  \tag{10}\\
J_{q}(x, u)=\left\|x-x_{d}\right\|_{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}^{q} \rightarrow \inf , \tag{11}
\end{gather*}
$$

where $m-1<\alpha \leq m \in \mathbf{N}, x_{d} \in \mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)$. Here $\mathcal{U}_{\partial}$ is the set of admissible controls.

Introduce the continuous operator $\gamma_{0}: C\left(\left[t_{0}, T\right] ; \mathcal{X}\right) \rightarrow \mathcal{X}, \gamma_{0} x=x\left(t_{0}\right)$.
Set of pairs $(x, u)$ will be called admissible pairs set $\mathcal{W}$ of problem (8)-(11), if $u \in \mathcal{U}_{\partial}, x \in \mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)$ is a strong solution of (8), (9), J(x,u)<ळ. Problem (8)-(11) is a problem of finding of pairs $(\hat{x}, \hat{u}) \in \mathcal{W}$, which minimize the cost functional, i. e. $J(\hat{x}, \hat{u})=\inf _{(x, u) \in \mathcal{W}} J(x, u)$.

Lemma 3 [18]. Let $\mathcal{X}_{0}, \mathcal{X}_{1}$ be reflexive Banach spaces, space $\mathcal{X}_{0}$ be compactly embedded in $\mathcal{X}_{1}, q \in(1,+\infty)$. Then for $m \in \mathbf{N} W_{q}^{m}\left(t_{0}, T ; \mathcal{X}_{0}\right)$ is compactly embedded in $W_{q}^{m-1}\left(t_{0}, T ; \mathcal{X}_{1}\right)$.

Theorem 4. Let $\alpha>1, q>(\alpha-m+1)^{-1}$, operator $M$ be $(L, p)$-bounded, $\mathcal{X}$ be compactly embedded in $\mathcal{X}_{1}$, the Banach space $\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)$ be reflexive, an operator $N:\left(t_{0}, T\right) \times \mathcal{X}_{1}^{m-1} \rightarrow \mathcal{Y}$ be Caratheodory mapping, uniformly Lipschitz continuous in $\bar{y}=\left(y_{0}, y_{1}, \ldots, y_{m-2}\right) \in \mathcal{X}_{1}^{m-1}$, for some $\bar{z} \in \mathcal{X}^{m-1} N(\cdot, \bar{z}) \in$ $L_{q}\left(t_{0}, T ; \mathcal{Y}\right), N\left[\left(t_{0}, T\right) \times \mathcal{X}^{m-1}\right] \subset \mathcal{Y}^{1}, x_{k} \in \mathcal{X}^{1}, k=0,1, \ldots, m-1$. Assume that $\mathcal{U}_{\partial}$ is a non-empty bounded closed convex subset in $L_{q}\left(t_{0}, T ; \mathcal{U}\right)$, for some $u_{0} \in$ $\mathcal{U}_{\partial}\left(G D^{\alpha}\right)^{l} M_{0}^{-1}(I-Q) B u_{0} \in C^{m-1}\left(\left[t_{0}, T\right] ; \mathcal{X}\right), D^{\alpha}\left(G D^{\alpha}\right)^{l} M_{0}^{-1}(I-Q) B u_{0} \in$ $L_{q}\left(t_{0}, T ; \mathcal{X}\right)$ for $l=0,1, \ldots, p$. Then problem (8)-(11) has a solution $(\hat{x}, \hat{u}) \in$ $\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right) \times \mathcal{U}_{\partial}$.

Proof. We use Theorem 2.4 from the monograph [9] for the proof of an optimal control existence. Take spaces $\mathbf{Y}:=\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right), \mathbf{Y}_{1}:=\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right), \mathbf{U}:=$ $L_{q}\left(t_{0}, T ; \mathcal{U}\right), \mathbf{V}:=L_{q}\left(t_{0}, T ; \mathcal{Y}\right) \times \mathcal{X}^{m}$ and operators

$$
\begin{aligned}
\mathbf{L}(x, u) & :=\left(L D^{\alpha} x-M x-B u, \gamma_{0} P x, \gamma_{0}(P x)^{(1)}, \ldots, \gamma_{0}(P x)^{(m-1)}\right) \\
\mathbf{F}(z(\cdot)) & :=-\left(N\left(\cdot, x(\cdot), x^{(1)}(\cdot), \ldots, x^{(m-2)}(\cdot)\right), x_{0}, x_{1}, \ldots, x_{m-1}\right)
\end{aligned}
$$

Since $\mathcal{X}$ is compactly embedded in $\mathcal{X}_{1}$, then the operator restriction $\left.N\right|_{\mathcal{X}}$ satisfies all the conditions of Theorem 3. Hence by Theorem 3 the set $\mathcal{W}$ of admissible pairs is nonempty.

The continuity of the linear operator $\mathbf{L}$ from $\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right) \times L_{q}\left(t_{0}, T ; \mathcal{U}\right)$ to $L_{q}\left(t_{0}, T ; \mathcal{Y}\right) \times \mathcal{X}^{m}$ follows from the inequalities

$$
\begin{gathered}
\left\|\left(L D^{\alpha} x-M x-B u, \gamma_{0} P x, \gamma_{0}(P x)^{(1)}, \ldots, \gamma_{0}(P x)^{(m-1)}\right)\right\|_{L_{q}\left(t_{0}, T ; \mathcal{Y}\right) \times \mathcal{X}^{m}} \\
\leq C_{1}\left(\|x\|_{\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}+\|u\|_{L_{q}\left(t_{0}, T ; \mathcal{U}\right)}+\|x\|_{C^{m-1}\left(\left[t_{0}, T\right] ; \mathcal{X}\right)}\right) \\
\leq C_{2}\|(x, u)\|_{\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right) \times L_{q}\left(t_{0}, T ; \mathcal{U}\right)} .
\end{gathered}
$$

If $\left\|x_{n}-x\right\|_{\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)} \rightarrow 0$ as $n \rightarrow \infty$, due to the uniform Lipschitz continuity of the operator $N$ we have

$$
\begin{aligned}
& \left\|N\left(\cdot, x_{n}(\cdot), x_{n}^{(1)}(\cdot), \ldots, x_{n}^{(m-2)}(\cdot)\right)-N\left(\cdot, x(\cdot), x^{(1)}(\cdot), \ldots, x^{(m-2)}(\cdot)\right)\right\|_{L_{q}\left(t_{0}, T ; \mathcal{Y}\right)} \\
& \quad \leq C_{1} \sum_{k=0}^{m-2}\left\|x_{n}^{(k)}-x^{(k)}\right\|_{C\left(\left[t_{0}, T\right] ; \mathcal{X}_{1}\right)} \leq C_{2}\left\|x_{n}-x\right\|_{C^{m-2}\left(\left[t_{0}, T\right] ; \mathcal{X}\right)} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. This fact and the continuous embedding

$$
\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right) \subset C^{m-2}\left(\left[t_{0}, T\right] ; \mathcal{X}\right)
$$

imply the continuity of the operator $\mathbf{F}: \mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right) \rightarrow \mathbf{V}$.
Choose $\mathbf{Y}_{-1}=W_{q}^{m-2}\left(t_{0}, T ; \mathcal{X}_{1}\right)$ and check the remaining conditions of Theorem 2.4 [9]. By Lemma 3 the space $\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right) \subset W_{q}^{m-1}\left(t_{0}, T ; \mathcal{X}\right)$ is compactly embedded in $W_{q}^{m-2}\left(t_{0}, T ; \mathcal{X}_{1}\right)$.

Due to the uniform Lipschitz continuity of the operator $N$ for a linear continuous functional $v^{*} \in\left(L_{q}\left(t_{0}, T ; \mathcal{X}_{1}\right)\right)^{*}$ we have

$$
\begin{gathered}
\left|v^{*}\left(N\left(\cdot, x_{n}(\cdot), x_{n}^{(1)}(\cdot), \ldots, x_{n}^{(m-2)}(\cdot)\right)-N\left(\cdot, x(\cdot), x^{(1)}(\cdot), \ldots, x^{(m-2)}(\cdot)\right)\right)\right| \\
\leq C_{1}\left\|v^{*}\right\|_{\left(L_{q}\left(t_{0}, T ; \mathcal{X}_{1}\right)\right)^{*}}\left\|x_{n}-x\right\|_{W_{q}^{m-2}\left(t_{0}, T ; \mathcal{X}_{1}\right)} .
\end{gathered}
$$

This reasoning allows us to conclude that the functional $w(\cdot):=v^{*}(\mathbf{F}(\cdot))$ can be continuously extended from $\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)$ onto $\mathbf{Y}_{-1}$.

For the pair $(x, u) \in \mathcal{W}$ we have

$$
\begin{gathered}
\|x\|_{\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}+\|u\|_{L_{q}\left(t_{0}, T ; \mathcal{U}\right)} \leq C_{1}\|x\|_{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)} \\
+\|M x\|_{L_{q}\left(t_{0}, T ; \mathcal{Y}\right)}+\|u\|_{L_{q}\left(t_{0}, T ; \mathcal{U}\right)}=C_{1}\|x\|_{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}+\|u\|_{L_{q}\left(t_{0}, T ; \mathcal{U}\right)} \\
+\left\|L D^{\alpha} x-N\left(\cdot, x(\cdot), x^{(1)}(\cdot), \ldots, x^{(m-2)}(\cdot)\right)-B u\right\|_{L_{q}\left(t_{0}, T ; \mathcal{Y}\right)} \\
\leq C_{2}\|x\|_{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}+C_{3}\|u\|_{L_{q}\left(t_{0}, T ; \mathcal{U}\right)} \\
+\left\|N\left(\cdot, x(\cdot), x^{(1)}(\cdot), \ldots, x^{(m-2)}(\cdot)\right)\right\|_{L_{q}\left(t_{0}, T ; \mathcal{Y}\right)} \\
\leq C_{3}\|x\|_{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}+C_{4}+\left\|N\left(\cdot, z_{0}, z_{1}, \ldots, z_{m-2}\right)\right\|_{L_{q}\left(t_{0}, T ; \mathcal{Y}\right)} \\
+l\|x\|_{W_{q}^{m-2}\left(t_{0}, T ; \mathcal{X}\right)}+l\left(T-t_{0}\right)^{1 / q} \sum_{k=0}^{m-2}\left\|z_{k}\right\|_{\mathcal{X}} \leq C_{3}\|x\|_{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)}+C_{5} .
\end{gathered}
$$

Here we take into account that the set $\mathcal{U}_{\partial}$ is bounded in $L_{q}\left(t_{0}, T ; \mathcal{U}\right)$, the operator $N$ is uniformly Lipschitz continuous, and $N\left(\cdot, z_{0}, z_{1}, \ldots, z_{m-2}\right) \in L_{q}\left(t_{0}, T ; \mathcal{Y}\right)$. Thus, the functional $J$ is coercive.

## 4 Application

Consider the initial-boundary value problem

$$
\begin{gather*}
\left(\frac{\partial^{2}}{\partial s^{2}}+\beta\right)\left(\frac{\partial^{k} w}{\partial t^{k}}\left(s, t_{0}\right)-v_{k}(s)\right)=0, \quad k=0,1, \ldots, m-1, \quad s \in(0, \pi)  \tag{12}\\
w(0, t)=w(\pi, t)=0, \quad t \in\left(t_{0}, T\right) \tag{13}
\end{gather*}
$$

for the model equation in $(0, \pi) \times\left(t_{0}, T\right)$

$$
\begin{equation*}
D_{t}^{\alpha}\left(\frac{\partial^{2}}{\partial s^{2}}+\beta\right)^{2} w=\delta w+\sum_{n=0}^{m-2} \delta_{n}(t)\left(\frac{\partial^{2}}{\partial s^{2}}+\beta\right) \ln \left(1+\left(\frac{\partial^{n} w}{\partial t^{n}}\right)^{2}\right)+u(s, t) \tag{14}
\end{equation*}
$$

where $D_{t}^{\alpha}$ is the Gerasimov-Caputo derivative with respect to $t$, constants $\beta, \delta \in \mathbf{R}, m-1<\alpha \leq m \in \mathbf{N}, \delta_{n}:\left(t_{0}, T\right) \rightarrow \mathbf{R}, n=1,2, \ldots, m-2$.

Define Banach spaces

$$
\begin{gathered}
\mathcal{X}:=\left\{v \in H^{4}(0, \pi): v(0)=v(\pi)=v^{\prime \prime}(0)=v^{\prime \prime}(\pi)=0\right\}, \\
\mathcal{X}_{1}:=\left\{v \in H^{2}(0, \pi): v(0)=v(\pi)=0\right\}, \quad \mathcal{Y}=\mathcal{U}:=L_{2}(0, \pi),
\end{gathered}
$$

and operators

$$
\begin{gathered}
L:=\left(\frac{\partial^{2}}{\partial s^{2}}+\beta\right)^{2}, \quad M:=\delta I, \quad B=I \\
N\left(t, x_{0}, x_{1}, \ldots, x_{m-2}\right):=\sum_{n=0}^{m-2} \delta_{n}(t)\left(\frac{\partial^{2}}{\partial s^{2}}+\beta\right) \ln \left(1+x_{n}^{2}\right),
\end{gathered}
$$

$x_{n} \in \mathcal{X}_{1}, n=0, \ldots, m-2$.
We assume that $\beta=k_{0}^{2}$ for some $k_{0} \in \mathbf{N}$, then ker $L=\operatorname{span}\left\{\sin k_{0} s\right\} \neq\{0\}$ and Eq. (14) is degenerate.

Theorem 5. Let $\alpha>0, q>(\alpha-m+1)^{-1}, \beta=k_{0}^{2}$ for some $k_{0} \in \mathbf{N}$, functions $\delta_{n}:\left(t_{0}, T\right) \rightarrow \mathbf{R}, n=0,1, \ldots, m-2$, be measurable and essentially bounded, $u \in L_{q}\left(t_{0}, T ; L_{2}(0, \pi)\right), v_{k} \in \mathcal{X}, k=0,1, \ldots, m-1$. Then there exists a unique strong solution of problem (12)-(14) on $\left(t_{0}, T\right)$.

Proof. Here we have $(L, 0)$-bounded operator $M$ due to [6, Theorem 8], hence $\operatorname{ker} L=\mathcal{X}^{0}, \operatorname{im} L=\mathcal{Y}^{1}$. We see that conditions (12) determine the initial data on the complement to ker $L$, i. e. on $\mathcal{X}^{1}$, therefore, generalized Showalter-Sidorov conditions (9) are equivalent to conditions (12). Hence problem (12)-(14) is equivalent to problem (8), (9). We have also

$$
\operatorname{im} N \subset \overline{\operatorname{span}}\left\{\sin k s: k \neq k_{0}\right\}=\operatorname{im} L=\mathcal{Y}^{1}
$$

at almost all $t \in\left(t_{0}, T\right)$. Here the overline means the closure of the set in $L_{2}(0, \pi)$.
It is obvious, that $\mathcal{X}$ is compactly embedded in $\mathcal{X}_{1}$. Besides, $\mathcal{X}_{1} \subset C^{1}[0, \pi]$, therefore, for any $x \in \mathcal{X}_{1}$ we have

$$
\begin{gathered}
\left(\ln \left(1+x^{2}\right)\right)^{\prime \prime}=\frac{2 x x^{\prime \prime}}{1+x^{2}}+\frac{2 x^{\prime 2}\left(1-x^{2}\right)}{\left(1+x^{2}\right)^{2}} \in L_{2}(0, \pi) \\
\ln \left(1+x^{2}(0)\right)=\ln \left(1+x^{2}(\pi)\right)=0
\end{gathered}
$$

hence $\ln \left(1+x^{2}\right) \in \mathcal{X}_{1}$. Consequently, for every $\bar{x}=\left(x_{0}, x_{1}, \ldots, x_{m-2}\right) \in \mathcal{X}_{1}^{m-1}$ and almost all $t \in\left(t_{0}, T\right)$ we have $N(t, \bar{x}) \in \mathcal{Y}$.

Denote for $z \in L_{2}(0, \pi)$ the Fourier coefficients

$$
[z]_{k}=\sqrt{\frac{2}{\pi}} \int_{0}^{\pi} z(s) \sin k s d s, \quad k \in \mathbf{N}
$$

with respect to the orthonormal basis $\left\{\sqrt{\frac{2}{\pi}} \sin k s: k \in \mathbf{N}\right\}$ in $L_{2}(0, \pi)$, then for any $z \in \mathcal{X}_{1}$ integration by parts implies the equality $\left[z^{\prime \prime}\right]_{k}=-k^{2}[z]_{k}$. Therefore,

$$
\|z\|_{H^{2}(0, \pi)}^{2}=\|z\|_{L_{2}(0, \pi)}^{2}+\left\|z^{\prime \prime}\right\|_{L_{2}(0, \pi)}^{2}=\sum_{k=1}^{\infty}\left([z]_{k}^{2}+\left[z^{\prime \prime}\right]_{k}^{2}\right)=\sum_{k=1}^{\infty}\left(1+k^{4}\right)[z]_{k}^{2}
$$

Besides,

$$
\begin{gathered}
{\left[\ln \left(1+x^{2}\right)-\ln \left(1+y^{2}\right)\right]_{k}=\sqrt{\frac{2}{\pi}} \int_{0}^{\pi} \sin k s \int_{0}^{1} \frac{d}{d \theta} \ln \left(1+(\theta x(s)+(1-\theta) y(s))^{2}\right) d \theta d s} \\
=\sqrt{\frac{2}{\pi}} \int_{0}^{\pi} \frac{2\left(\theta_{0} x(s)+\left(1-\theta_{0}\right) y(s)\right)}{1+\left(\theta_{0} x(s)+\left(1-\theta_{0}\right) y(s)\right)^{2}}(x(s)-y(s)) \sin k s d s \\
=\frac{2\left(\theta_{0} x(\xi)+\left(1-\theta_{0}\right) y(\xi)\right)}{1+\left(\theta_{0} x(\xi)+\left(1-\theta_{0}\right) y(\xi)\right)^{2}}[x-y]_{k}
\end{gathered}
$$

at some $\theta_{0} \in(0,1), \xi \in(0, \pi)$ due to the mean value theorem, which is applied twice here. Since $\frac{2|x|}{1+x^{2}} \leq 1$ for all $x \in \mathbf{R}$, we obtain the inequality

$$
\left|\left[\ln \left(1+x^{2}\right)-\ln \left(1+y^{2}\right)\right]_{k}\right| \leq\left|[x-y]_{k}\right|, \quad k \in \mathbf{N} .
$$

Denote $b_{n}=\operatorname{ess} \sup \left\{\left|\delta_{n}(t)\right|: t \in\left(t_{0}, T\right)\right\}, n=0,1, \ldots, m-2$. For any $\bar{x}, \bar{y} \in \mathcal{X}^{m-1}$ we have

$$
\begin{gathered}
\|N(t, \bar{x})-N(t, \bar{y})\|_{\mathcal{Y}}^{2} \leq 2 \sum_{n=0}^{m-2} b_{n}\left\|\left(\beta+\frac{d^{2}}{d s^{2}}\right)\left(\ln \left(1+x_{n}^{2}\right)-\ln \left(1+y_{n}^{2}\right)\right)\right\|_{L_{2}(0, \pi)}^{2} \\
\leq C_{1} \sum_{n=0}^{m-2} b_{n}\left\|\ln \left(1+x_{n}^{2}\right)-\ln \left(1+y_{n}^{2}\right)\right\|_{H^{2}(0, \pi)}^{2} \\
=C_{1} \sum_{n=0}^{m-2} b_{n} \sum_{k=1}^{\infty}\left(1+k^{4}\right)\left[\ln \left(1+x_{n}^{2}\right)-\ln \left(1+y_{n}^{2}\right)\right]_{k}^{2} \\
\leq C_{1} \sum_{n=0}^{m-2} b_{n} \sum_{k=1}^{\infty}\left(1+k^{4}\right)\left[x_{n}-y_{n}\right]_{k}^{2}=C_{1} \sum_{n=0}^{m-2} b_{n}\|x-y\|_{H^{2}(0, \pi)}
\end{gathered}
$$

Thus, operator $N:\left(t_{0}, T\right) \times \mathcal{X}_{1}^{m-1} \rightarrow \mathcal{Y}$ is uniformly Lipschitz continuous in $\bar{x}$ and the Caratheodory mapping. Hence its restriction

$$
\left.N\right|_{\left(t_{0}, T\right) \times \mathcal{X}^{m-1}}:\left(t_{0}, T\right) \times \mathcal{X}^{m-1} \rightarrow \mathcal{Y}
$$

has these properties, besides, $N(t, 0, \ldots, 0) \equiv 0 \in L_{q}\left(t_{0}, T ; \mathcal{Y}\right)$. By Theorem 3 we obtain the required statement.

Consider the control problem

$$
\begin{gather*}
\|u\|_{L_{q}\left(t_{0}, T ; L_{2}(0, \pi)\right)} \leq R,  \tag{15}\\
\|w\|_{\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; H^{2}(0, \pi)\right)}^{q} \rightarrow \inf \tag{16}
\end{gather*}
$$

for system (12)-(14).
Theorem 6. Let $\alpha>1, q>(\alpha-m+1)^{-1}, \beta=k_{0}^{2}$ for some $k_{0} \in \mathbf{N}$, functions $\delta_{n}:\left(t_{0}, T\right) \rightarrow \mathbf{R}$ be measurable and essentially bounded, $n=0,1, \ldots, m-2$, $v_{k} \in \mathcal{X}, k=0,1, \ldots, m-1$, the Banach space $\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)$ be reflexive. Then there exists a solution of optimal control problem (12)-(16).
Proof. Since the operator $M=\delta I$ is bounded, we have

$$
\mathcal{Z}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)=\mathcal{Q}_{\alpha, q}\left(t_{0}, T ; \mathcal{X}\right)
$$

Here the set of admissible controls

$$
\mathcal{U}_{\partial}=\left\{u \in L_{q}\left(\left(t_{0}, T\right) ; L_{2}(0, \pi)\right):\|u\|_{L_{q}\left(\left(t_{0}, T\right) ; L_{2}(0, \pi)\right)} \leq R\right\}
$$

contains the function $u_{0} \equiv 0$, which satisfies the conditions of Theorem 4. Besides, $\mathcal{U}_{\partial}$ is non-empty bounded closed convex subset in $L_{q}\left(t_{0}, T ; \mathcal{U}\right)$. Other conditions of that theorem are checked in the previous proof. By Theorem 4 we obtain the required result.

## 5 Conclusion

The results can be used for the correct choice of formulation and parameters of the applied problems, for the development of numerical methods for solving problems, etc. In the future, the obtained results will allow us to investigate perturbed equations of the corresponding classes, as well as to proceed to the study of similar problems for more complex classes of fractional order evolution equations, in particular, of equations with the nonlinearity, which contains lower fractional derivatives.
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#### Abstract

We consider a broad class of optimal control problems for nonlinear measure-driven equations. For such problems, we propose necessary optimality conditions, which are based on a specific procedure of "feedback variation" of a given, reference impulsive control. The approach is based on using impulsive feedback controls designed by means of "weakly invariant functions". The concept of weakly invariant function generalizes the notion of weakly monotone function. In the paper, we discuss the advantages of this approach and some perspectives of designing, on its base, nonlocal numeric algorithms for optimal impulsive control.
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## 1 Introduction

The work lays in the vein of optimal impulsive control theory-the area of dynamic optimization, where the state trajectories can be discontinuous due to "shock impacts" produced by Dirac-type distributions or signed measures, playing the part of control inputs $[1,3,4,9,13-15,17,19,21]$.

In this paper, we extend the ideas $[7,8,10,11,22,23]$ towards deriving new versions of "feedback" necessary optimality conditions for impulsive control problems with states of bounded variation. The approach is, to some extent, in tune with the dynamic programming [12]. At the same time, it does not require any global information (exact or viscosity solution to the Hamilton-Jacobi equation). Instead, it only operates with the known reference impulsive process, and, being applied iteratively, generates a nonlocal algorithm for optimal impulsive control. In order to discard ("improve") a reference process, we shall apply feedback controls of a specific "extremal" structure, whose construction appeals to the concept of weakly invariant (with respect to the impulsive system) function-a generalization of the more familiar notion of weakly monotone function [5, 6, 24].

[^26]
## 2 Problem Statement and Preliminaries

Assume that we are given the following data: a finite time interval $T=[a, b] \subset \mathbb{R}$, a compact set $U \subset \mathbb{R}^{m}$, a closed convex cone $K \subseteq \mathbb{R}^{r}$, and a vector $x_{0} \in \mathbb{R}^{n}$. Consider the following optimal impulsive control problem $(P)$ :

$$
\begin{gather*}
\text { Minimize } J=l(x(b)) \text { subject to }  \tag{1}\\
d x(t)=f(t, x(t), u(t)) d t+G(t, x(t)) \pi(d t), \quad x\left(a^{-}\right)=x_{0} ;  \tag{2}\\
u \in L^{\infty}(T, U), \quad \pi \in \mathcal{W}(T, K) \tag{3}
\end{gather*}
$$

Here, by $x\left(a^{-}\right)$we denote the left one-sided limit of a function $x$ at a point $t=a$.
In $(P)$, we operate with two principally different types of input signals: $u$ is a "usual" control, involved in the drift of our dynamical system, while the term $\pi$ presents an impulsive control produced by a vector-valued Borel measure, whose action is responsible for the jumps of the state $x$. An impulsive control is a collection

$$
\pi=\left(\mu, S,\left\{d_{s}, \omega_{s}(\cdot)\right\}_{s \in S}\right)
$$

containing the following objects: (i) a $K$-valued Borel measure $\mu$ on $T$; (ii) a finite or countable subset $S \supseteq S_{\mathrm{d}}(\mu) \doteq\{s \in T \mid \mu(\{s\}) \neq 0\}$ of the interval $T$; (iii) a collection of real numbers $d_{s}$ such that $d_{s} \geq\|\mu(\{s\})\|_{1}$ for all $s \in S$, and $\sum_{s \in S} d_{s}<\infty\left(\|\cdot\|_{1}\right.$ denotes the Manhattan norm in $\left.\mathbb{R}^{r}\right)$, and (iv) Borel measurable functions $\omega_{s}(\cdot):\left[0, d_{s}\right] \rightarrow c o K_{1}, s \in S$, with the property

$$
\int_{0}^{d_{s}} \omega_{s}(\tau) d \tau=\mu(\{s\})
$$

Here, $K_{1} \doteq\left\{v \in K \mid\|v\|_{1}=1\right\}$ and $\operatorname{co} A$ denotes the convex hull of a set $A$. The set of impulsive controls is denoted by $\mathcal{W}(T, K)$. Note that the cone $K$ establishes the constraint on admissible "directions" of impulsive actions.

Equations of the form (2), called measure differential equations, give a conventional but rather symbolic representation of impulsive dynamic processes. In fact, (2) performs certain limit version (impulsive relaxation) of an ordinary control system, which is affine in an "unbounded" (non-compact-valued) control input. To become precise, the measure differential equation should be interpreted as the following relations:

$$
\begin{align*}
& x(t)= x_{0} \\
&+\int_{a}^{t} f(\tau, x(\tau), u(\tau)) d \tau+\int_{a}^{t} G(\tau, x(\tau)) \mu_{\mathrm{c}}(d \tau)  \tag{4}\\
&+\sum_{s \in S, s \leq t}\left(z^{s}\left(d_{s}\right)-x\left(s^{-}\right)\right), t \in T, \\
& \frac{d z^{s}(\tau)}{d \tau}=G\left(s, z^{s}(\tau)\right) \omega_{s}(\tau), \quad z^{s}(0)=x\left(s^{-}\right),  \tag{5}\\
& \text {for } \mathcal{L} \text {-a.e. } \tau \in\left[0, d_{s}\right] \text { and all } s \in S .
\end{align*}
$$

Here, $\mathcal{L}$ stands for the Lebesgue measure on the real line, and $\mu_{c}$ is the continuous part of measure $\mu$.

Under the following (rather standard) assumptions $\left(H_{1}\right)-\left(H_{3}\right)$, a solution $x: T \mapsto \mathbb{R}^{n}$ to (4), (5) is correctly defined for any $(u, \pi) \in L_{\infty}(T, U) \times \mathcal{W}(T, K)$ as a (unique) right continuous on $[a, b)$ function of bounded variation $(x \in$ $\left.B V_{r}\left(T, \mathbb{R}^{n}\right)\right)[18]$.
$\left(H_{1}\right)$ The function $l: \mathbb{R}^{n} \mapsto \mathbb{R}$ is continuous.
$\left(H_{2}\right)$ The functions $f: T \times \mathbb{R}^{n} \times U \mapsto \mathbb{R}^{n}, G: T \times \mathbb{R}^{n} \mapsto \mathbb{R}^{n \times r}$ are continuous and locally Lipschitz continuous in $x$.
$\left(H_{3}\right)$ The set $f(t, x, U) \doteq\{f(t, x, u) \mid u \in U\}$ is convex for all $(t, x) \in T \times \mathbb{R}^{n}$.
Triples $\sigma=(x, u, \pi)$ satisfying conditions (3)-(5), are called feasible processes of problem $(P)$, and $\Sigma$ denotes the set of all feasible processes.

Given $\pi \in \mathcal{W}(T, K)$, we introduce the function $V=V[\pi]: T \rightarrow \mathbb{R}_{+}$as:

$$
\begin{equation*}
V(t)=\left|\mu_{\mathrm{c}}\right|([t, b])+\sum_{s \geq t, s \in S} d_{s}, \quad t \in[a, b), \quad V(b)=0 \tag{6}
\end{equation*}
$$

where $|\mu|$ denotes the total variation of $\mu, \mathbb{R}_{+} \doteq\{v \in \mathbb{R} \mid v \geq 0\}$. The value $V(t)$ characterizes the "resource" of impulsive control on the time interval $[t, b]$ (or rather, the remaining energy of the guide). In what follows, it will be convenient to consider our impulsive system (3)-(5) together with (6) (i.e. to treat $V$ as an extra state variable). Furthermore, in some cases, problem $(P)$ is naturally weighted by the constraint

$$
\begin{equation*}
V(a) \leq M \tag{7}
\end{equation*}
$$

with given $M \geq 0$. Note that, in this case, $(P)$ does have a solution [18].
In the next section, we propose a notion of weak invariance of a function with respect to (w.r.t.) the impulsive system. This property will be formulated in terms of supplemented trajectories to be introduced below: Taken $u \in L^{\infty}(T, U)$ and $\pi \in \mathcal{W}(T, K)$, let $x,\left\{z^{s}\right\}_{s \in S}$, and $V$ be the associated solutions to (4)(6). We define the set-valued function $X_{V}$, called a supplemented trajectory, as follows:
(i) $X_{V}(t)=(x(t), V(t))$, if $t \in T \backslash S$, and
(ii) $X_{V}(s)=\left\{\left(z^{s}(\tau), V\left(s^{-}\right)-\tau\right) \mid \tau \in\left[0, d_{s}\right]\right\}$, if $t=s \in S$.

The set of supplemented trajectories in problem $(P)$ is denoted by $\mathcal{X}$. The graph of $X_{V}$ on $T$ is defined as graph $X_{V} \doteq\left\{(t, x, V) \mid t \in T,(x, V) \in X_{V}(t)\right\}$.

### 2.1 Weakly Invariant Functions of the Lyapunov Type

Given a continuous function $\varphi: T \times \mathbb{R}^{n} \times \mathbb{R}_{+} \mapsto \mathbb{R}$, denote

$$
\begin{equation*}
Q_{\varphi} \doteq\left\{(t, x, V) \in T \times \mathbb{R}^{n} \times \mathbb{R}_{+} \mid \varphi(t, x, V) \leq 0\right\} \tag{8}
\end{equation*}
$$

Below, we introduce a specific class of the Lyapunov-type functions associated to the impulsive dynamics (3)-(6). These functions are called by us "weakly invariant", which reflects the following characteristic property: the 0 -sublevel set $Q_{\varphi}$ of such a function $\varphi$ should be weakly invariant w.r.t. our control system.

Definition 1. We say that $\varphi$ is weakly invariant iff the set $Q_{\varphi}$ is weakly invariant, i.e., for any $\left(t_{\alpha}, x_{\alpha}, V_{\alpha}\right) \in Q_{\varphi}$, there is $X_{V} \in \mathcal{X}$ with $X_{V}\left(t_{\alpha}-\right)=\left(x_{\alpha}, V_{\alpha}\right)$ such that graph $X_{V} \subset Q_{\varphi}$.

$$
\left[t_{\alpha}, b\right]
$$

We note that any function, which is weakly monotone w.r.t. the control system (3)-(6), is also weakly invariant.

Now we shall present a constructive criteria for the weak invariance of a closed set $Q \subset \mathbb{R}^{n+2}$ w.r.t. the control system (3)-(6).

First, recall the notion [6] of proximal normal cone: Given a closed set $A \subset \mathbb{R}^{k}$ and $x \in A$, a vector $\zeta \in \mathbb{R}^{k}$ is said to be proximal normal to $A$ at a point $x$ iff there exists $\alpha>0$ such that $d_{A}(x+\alpha \zeta)=\alpha\|\zeta\|$, where $d_{A}(y) \doteq \inf _{x \in A}\|y-x\|$. The set $N_{A}^{P}(x)$ of all proximal normals $\zeta$ is called the proximal normal cone to $A$ at $x$.

Introduce the functions

$$
\begin{aligned}
& \bar{h}_{0}\left(t, x, \psi_{1}, \psi_{2}\right)=\psi_{1}+\min _{u \in U}\langle\psi, f(t, x, u)\rangle, \\
& \bar{h}_{1}\left(t, x, \psi_{1}, \psi_{2}\right)=\psi_{1}+\min _{v \in K_{1}}\langle\psi, G(t, x) v\rangle,
\end{aligned}
$$

and denote

$$
\begin{aligned}
& Q_{[a, b)}=Q \cap\left([a, b) \times \mathbb{R}^{n} \times(0,+\infty)\right) \\
& Q_{[a, b] V_{0}}=\left\{(t, x) \in[a, b] \times \mathbb{R}^{n} \mid(t, x, 0) \in Q\right\} \\
& Q_{V_{0}}=\left\{(t, x) \in(a, b) \times \mathbb{R}^{n} \mid(t, x, 0) \in Q\right\} \\
& Q_{t}=\left\{(x, V) \in \mathbb{R}^{n} \times(0,+\infty) \mid(t, x, V) \in Q\right\} .
\end{aligned}
$$

Assumed that $Q_{[a, b] V_{0}}=\lim \sup _{V \downarrow 0} Q_{[a, b] V}$ and $\{x \mid(b, x, 0) \in Q\} \neq \varnothing$, consider the following condition, which characterizes the set $Q$ near a point $(t, x, V)$ w.r.t the impulsive dynamics:

Condition (A): for all $\zeta=\left(\zeta_{t}, \zeta_{x}, \zeta_{V}\right) \in N_{\bar{Q}_{[a, b)}}(t, x, V)$ and $(t, x, y) \in Q_{[a, b)}$ it holds:

$$
\min _{\substack{\omega_{0}, \omega_{1} \geq 0 \\ \omega_{0}+\omega_{1}=1}}\left\{\bar{h}_{0}\left(t, x, \zeta_{t}, \zeta_{x}\right) \omega_{0}+\bar{h}_{1}\left(t, x,-\zeta_{V}, \zeta_{x}\right) \omega_{1}\right\} \leq 0 ;
$$

for all $\left(\zeta_{t}, \zeta_{x}\right) \in N_{\bar{Q}_{V_{0}}}^{P}(t, x)$ and $(t, x) \in Q_{V_{0}}$,

$$
\bar{h}_{0}\left(t, x, \zeta_{t}, \zeta_{x}\right) \leq 0
$$

and, for all $\left(\zeta_{x}, \zeta_{V}\right) \in N \frac{P}{\bar{Q}_{b}}(x, V)$ and $(x, V) \in Q_{b}$,

$$
\bar{h}_{1}\left(b, x,-\zeta_{V}, \zeta_{x}\right) \leq 0
$$

Here, $\bar{Q}_{[a, b)}, \bar{Q}_{t}$, and $\bar{Q}_{V_{0}}$ are the closures of the sets $Q_{[a, b)}, Q_{t}$, and $Q_{V_{0}}$, respectively.

In [20], it is proved that Condition (A) is equivalent to the weak invariance of a closed set $Q \subset \mathbb{R}^{n+2}$ w.r.t. the control system (3)-(6).

### 2.2 Time Reparameterization and Impulsive Feedback Controls

Let us introduce the following variational problem $\left(P_{\mathrm{a}}\right)$, which is an ordinary counterpart of the impulsive control problem $(P)$. This problem is stated on processes of the so-called space-time system $\left(S_{\mathrm{a}}\right)$, obtained from the measure differential Eqs. (3)-(6) through the standard discontinuous time reparameterization technique [16-19, 21]. Problem $\left(P_{\mathrm{a}}\right)$ takes the form:

$$
\begin{gathered}
\text { Minimize } \hat{J}=l\left(y\left(\tau_{1}\right)\right) \text { subject to } \\
\frac{d}{d \tau} \eta \doteq \eta^{\prime}(\tau)=\omega_{0}(\tau), \quad \eta(0)=a, \quad \eta\left(\tau_{1}\right)=b, \\
y^{\prime}(\tau)=f(\eta(\tau), y(\tau), \nu(\tau)) \omega_{0}(\tau)+G(\eta(\tau), y(\tau)) \omega(\tau), \quad y(0)=x_{0} \\
m^{\prime}(\tau)=\omega_{0}(\tau)-1, \quad m\left(\tau_{1}\right)=0 \\
\nu(\tau) \in U, \quad\left(\omega_{0}(\tau), \omega(\tau)\right) \in c o \tilde{K}_{1} \quad \text { for } \mathcal{L} \text {-a.e. } \tau \in\left[0, \tau_{1}\right] .
\end{gathered}
$$

Here, $(\eta, y, m) \in W^{1,1}\left(\left[0, \tau_{1}\right], \mathbb{R}^{n+2}\right)$ are new states, and $\nu \in L^{\infty}\left(\left[0, \tau_{1}\right], \mathbb{R}^{m}\right)$, $\left(\omega_{0}, \omega\right) \in L^{\infty}\left(\left[0, \tau_{1}\right], \mathbb{R}^{r+1}\right)$ are controls;

$$
\tilde{K}_{1} \doteq\left\{\left(\omega_{0}, \omega\right) \in[0,1] \times K \mid \omega_{0}+\|\omega\|_{1}=1\right\} .
$$

Furthermore, if constraint (7) on the resource of impulsive control is imposed in the original system, than $\tau_{1} \leq b-a+M$.

Note that the set $\Sigma_{\mathrm{a}}$ of processes $\rho=\left(\tau_{1}, \eta, y, m, \nu, \omega_{0}, \omega\right)$ that are feasible for $\left(P_{\mathrm{a}}\right)$ is in one-to-one correspondence with $\Sigma$ [17], and $\min _{\sigma \in \Sigma} J(\sigma)=\min _{\rho \in \Sigma_{\mathrm{a}}} J(\rho)$ (in other words, problems $(P)$ and $\left(P_{\mathrm{a}}\right)$ are equivalent one to another).

Let $\tau_{1} \geq 0$. Now we shall fix an appropriate class of time reparameterizations, which are involved in the notion of feedback control. By the time reparametrization we mean a nondecreasing Lipschitz continuous function $\eta:\left[0, \tau_{1}\right] \mapsto[a, b]$ such that $\eta(0)=a$ and $\eta\left(\tau_{1}\right)=b$, and denote by $\mathcal{I}_{\tau_{1}}$ the set of time reparametrizations enjoying the property: $\eta^{\prime}(\theta) \in[0,1] \quad \mathcal{L}$-a.e. on $\left[0, \tau_{1}\right]$. The feedback control is a collection $\left(\tau_{1}, \eta(\cdot), \nu(\tau, y), \omega(\tau, y)\right)$, where

$$
\begin{gather*}
\eta(\cdot) \in \mathcal{T}_{\tau_{1}}  \tag{9}\\
\nu(\tau, y) \in U  \tag{10}\\
\omega(\tau, y) \in \mathcal{V}(\tau ; \eta) \doteq\left\{v \in K \mid\left(\eta^{\prime}(\tau), v\right) \in \operatorname{co} \tilde{K}_{1}\right\} \tag{11}
\end{gather*}
$$

(cf. [2]). Note that any feedback control produces at least one sampling (Krasovskii-Subbotin/Euler) solution of the closed-looped system ( $S_{\mathrm{a}}$ ) [6], and this sampling solution satisfies terminal constraint $\eta\left(\tau_{1}\right)=b$.

## 3 Feedback Necessary Optimality Conditions

In this section, we formulate the main result - the feedback necessary conditions for optimality,-and present some illustrative cases demonstrating the machinery of our approach along with its key features.

Let $\bar{\sigma}=(\bar{x}, \bar{u}, \bar{\pi}) \in \Sigma$ be a reference control process in problem $(P)$, and $\bar{g}=\left(\bar{\tau}_{1}, \bar{\eta}, \bar{y}, \bar{m}, \bar{\nu}, \bar{\omega}_{0}, \bar{\omega}\right)$ the associated process of $\left(P_{\mathrm{a}}\right)$. We abbreviate $\bar{x}_{1} \doteq \bar{x}(b)$. Consider a function $\varphi(t, x, V)$, which is weakly invariant w.r.t. system (3)-(5), and assume that i) $\varphi\left(a, x_{0}, V\right) \leq 0$ for all $V \in \mathbb{R}_{+}$and ii) $\varphi(b, x, 0) \geq l(x)-l\left(\bar{x}_{1}\right)$. Then, $\varphi(\eta, y, m)$ is weakly invariant w.r.t. system $\left(S_{\mathrm{a}}\right)$. Moreover, there exists $g=\left(\tau_{1}, \eta, y, m, \nu, \omega_{0}, \omega\right) \in \Sigma_{\mathrm{a}}$ such that the map $\tau \mapsto \varphi(\eta(\tau), y(\tau), m(\tau))$ is non-positive on $\left[0, \tau_{1}\right]$. One concludes that

$$
\begin{gather*}
\varphi\left(b, y\left(\tau_{1}\right), 0\right) \leq 0, \text { and } \\
l\left(y\left(\tau_{1}\right)\right)-l\left(\bar{x}_{1}\right) \leq 0 \tag{12}
\end{gather*}
$$

In view of this, one easily derives the following (variational) necessary optimality condition for problem $(P)$ :
Theorem 1. Assume that $\bar{\sigma}$ is globally optimal for $(P)$. Then the associated process $\bar{g}$ is a minimizer for $\left(P_{\mathrm{a}}\right)$, and the inequality (12) does not hold strictly.

This theorem, looking rather straightforward, shall be handled in its counterpositive version, i.e., as a sufficient condition for non-optimality. Then, applied iteratively, it is trivially turned into the following conceptual algorithm: Let an appropriate $\varphi$ be chosen. Fix $\tau_{1}$ and $\eta(\cdot)$. Design a feedback control $\left(\tau_{1}, \eta(\cdot), \nu(\tau, y), \omega(\tau, y)\right)$, satisfying conditions (9)-(11) in the way [6] (using the set $\Omega_{\varphi}(t, x, V)$ to be defined below, or the respective criterion for the invariance w.r.t $\left(S_{\mathrm{a}}\right)$ ), such that $\varphi$, contracted on an associated sampling solution, stays within the set $Q_{\varphi}$ (this is always possible due to the weak invariance of $\varphi$ ).

Here, given a weakly invariant function $\varphi$ and $(t, x, V) \in T \times \mathbb{R}^{n} \times \mathbb{R}_{+}$, $\Omega_{\varphi}(t, x, V)$ denotes the set of triples $\left(u, \omega_{0}, \omega\right)$ such that vector $\left(u, \omega_{0}, \omega_{1}, v\right)$ with $\omega_{1}=\|\omega\|_{1}$ and $v=\left\{\begin{array}{cc}\omega /\|\omega\|_{1}, & \|\omega\|_{1} \neq 0, \\ 0, & \|\omega\|_{1}=0\end{array}\right.$ brings the minima in the lefthand sides of the respective inequalities in Condition (A), applied to the set $Q=Q_{\varphi}$ at the point $(t, x, V)$.

To illustrate, how the formulated scheme works in practice, we propose three simple but eloquent cases, where an appropriate weakly invariant (for $\left(P_{\mathrm{a}}\right)$ ) function $\varphi$ can be chosen in the simplest state-linear form

$$
\begin{equation*}
\varphi(\tau, y)=\left(\psi(\tau)+l_{y}\left(\bar{y}_{1}\right)\right)(\bar{y}(\tau)-y)+l(y)-l(\bar{y}(\tau)) . \tag{13}
\end{equation*}
$$

Here, $\bar{y}_{1} \doteq \bar{y}\left(\bar{\tau}_{1}\right)$, and $\psi$ is the adjoint of $\bar{g}$ in the sense of the Maximum Principle. Note that this situation brings us to the paradigm of the so-called feedback minimum principle $[7,8]$.
Example 1. Minimize $J[\sigma]=\left\langle x\left(t_{1}\right), A x\left(t_{1}\right)\right\rangle, \quad A=\left(\begin{array}{rr}-5 & 3 \\ 3 & -5\end{array}\right)$, subject to

$$
\begin{gather*}
x_{1}(t)=\int_{0}^{t} \mu_{\mathrm{c} 1}(d \tau)+\sum_{s \in S, s \leq t}\left(z_{1}^{s}\left(d_{s}\right)-x_{1}\left(s^{-}\right)\right), \quad x_{1}(0)=0  \tag{14}\\
x_{2}(t)=\int_{0}^{t} x_{1}(\tau) \mu_{\mathrm{c} 2}(d \tau)+\sum_{s \in S, s \leq t}\left(z_{2}^{s}\left(d_{s}\right)-x_{2}\left(s^{-}\right)\right), \quad x_{2}(0)=0 \tag{15}
\end{gather*}
$$

$$
\begin{gather*}
\frac{z_{1}^{s}(\tau)}{d \tau}=\omega_{1}^{s}(\tau), \quad z_{1}^{s}(0)=x_{1}\left(s^{-}\right)  \tag{16}\\
\frac{z_{2}^{s}(\tau)}{d \tau}=z_{1}^{s}(\tau) \omega_{2}^{s}(\tau), \quad z_{2}^{s}(0)=x_{2}\left(s^{-}\right)  \tag{17}\\
\left|\omega_{1}^{s}(\tau)\right|+\left|\omega_{2}^{s}(\tau)\right| \leq 1 \quad \text { for } s \in S, \mathcal{L} \text { - a.e. } \tau \in\left[0, d_{s}\right]  \tag{18}\\
\left|\mu_{c}\right|\left(\left[0, t_{1}\right]\right)+\sum_{s \in S} d_{s} \leq M \tag{19}
\end{gather*}
$$

This problem is characterized by infinitely many extrema of the impulsive Maximum Principle [18]; the terminal states of any extremal trajectory belong to the four-point set presented on Fig. 1 (the two green points correspond to all local extrema, and the two red ones - to global solutions). Notice that the reachable set $\mathcal{R}\left(t_{1}\right)$ of system (14)-(19) at any time moment $t_{1} \geq 0$ can be represented as follows:

$$
\mathcal{R}\left(t_{1}\right)=\left\{\left(x_{1}, x_{2}\right) \mid \varphi_{1,2}\left(x_{1}, x_{2}, M\right) \leq 0\right\}
$$

where $\varphi_{1,2}$ are strongly decreasing functions of the form

$$
\begin{gathered}
\varphi_{1}\left(x_{1}, x_{2}, V\right)= \begin{cases}x_{2}+\left(V+x_{1}\right) x_{1}, & x_{1} \leq-V / 3 \\
x_{2}-\frac{\left(V-x_{1}\right)^{2}}{8}, & x_{1} \in[-V / 3,0] \\
x_{2}-\frac{\left(V+x_{1}\right)^{2}}{8}, & x_{1} \in[0, V / 3] \\
x_{2}-\left(V-x_{1}\right) x_{1}, & x_{1} \geq V / 3, \text { and }\end{cases} \\
\varphi_{2}\left(x_{1}, x_{2}, V\right)=\varphi_{1}\left(x_{1},-x_{2}, V\right)
\end{gathered}
$$

Let $M=3$. To illustrate the point, among all extremal controls, we choose the four ones with the property: $\left|\mu_{\mathrm{c}}\right|=0$ and $S=\{0\}$. For the respective control processes, we apply Theorem 1 . We are aimed at discarding non-optimal extrema $\widetilde{\sigma}^{1,2}$ produced by controls

$$
\widetilde{\omega}^{1}(\tau)=\left\{\begin{array}{l}
(1,0), \tau \in\left[0, \tau^{*}\right), \\
(0,1), \tau \in\left[\tau^{*}, 3\right]
\end{array} \quad \text { and } \widetilde{\omega}^{2}(\tau)=\left\{\begin{array}{ll}
(-1,0), & \tau \in\left[0, \tau^{*}\right), \\
(0,1), & \tau \in\left[\tau^{*}, 3\right],
\end{array} \quad \tau^{*}=1.6\right.\right.
$$

with $J\left[\widetilde{\sigma}^{1,2}\right]=-16,384$. Note that global solutions $\bar{\sigma}^{1,2}$ correspond to the inputs

$$
\bar{\omega}^{1}(\tau)=\left\{\begin{array}{ll}
(1,0), & \tau \in[0,2), \\
(0,-1), & \tau \in[2,3],
\end{array} \quad \bar{\omega}^{2}(\tau)=\left\{\begin{array}{l}
(-1,0), \tau \in[0,2), \\
(0,-1), \tau \in[2,3]
\end{array}\right.\right.
$$

and give $J\left[\bar{\sigma}^{1,2}\right]=-64$.
The Pontryagin function takes the form $H=\psi_{1} \omega_{1}+\psi_{2} y_{1} \omega_{2}$, and the adjoint system looks as follows:

$$
\dot{\psi_{1}}=-\psi_{2} \omega_{2}, \quad \psi_{1}(3)=10 y_{1}(3)-6 y_{2}(3), \quad \psi_{2} \equiv-6 y_{1}(3)+10 y_{2}(3)
$$



Fig. 1. Example 1: The level lines of the cost function and the reachable set $\mathcal{R}\left(t_{1}\right)$ for $M=3$ and any $t_{1} \geq 0$.

Consider a non-optimal (local) extrema $\widetilde{\sigma}^{1}$, and introduce the functions $g_{i}$ generated by $\varphi \doteq \varphi\left(\widetilde{\sigma}^{1}\right)$ from (13):

$$
\begin{gathered}
g_{1}=g_{1}\left(\tau, y ; \widetilde{\psi}_{1}^{1}\right) \doteq \varphi_{y_{1}}=\widetilde{\psi}_{1}^{1}(\tau)+l_{y_{1}}(y)-l_{y_{1}}\left(\widetilde{y}^{1}\right) \\
g_{2}=g_{2}\left(\tau, y ; \widetilde{\psi}_{2}^{1}\right) \doteq \varphi_{y_{2}} y_{1}=\left(\widetilde{\psi}_{2}^{1}(\tau)+l_{y_{2}}(y)-l_{y_{2}}\left(\widetilde{y}^{1}\right)\right) y_{1} .
\end{gathered}
$$

Then, the respective $H$-extremal set-valued function (which corresponds to the set $\left.\Omega_{\varphi}(t, x, V)\right)$ has the form

$$
\Omega_{\varphi}\left[g_{1}, g_{2}\right]= \begin{cases}(0,-1), & g_{2}<-\left|g_{1}\right|, \\ (0,1), & g_{2}>\left|g_{1}\right|, \\ (1,0), & g_{1}>\left|g_{2}\right|, \\ (-1,0), & g_{1}<-\left|g_{2}\right|, \\ (-\lambda, \lambda-1), \lambda \in[0,1], & g_{2}=g_{1}<0 \\ (\lambda, 1-\lambda), \lambda \in[0,1], & g_{2}=g_{1}>0 \\ (\lambda, \lambda-1), \lambda \in[0,1], & g_{2}=-g_{1}<0 \\ (-\lambda, 1-\lambda), \lambda \in[0,1], & g_{2}=-g_{1}>0 \\ g_{1}=g_{2}=0 & \omega^{*} \text { is any admissible. }\end{cases}
$$

Taken any selection of this multifunction such that $\omega^{*}=(1,0)$ for $g_{2}=g_{1}>0$, one generates a new process with

$$
\hat{\omega}(\tau)=\left\{\begin{array}{l}
(1,0), \quad \tau \in[0, \hat{\tau}), \\
(0,-1), \tau \in[\hat{\tau}, 3],
\end{array} \quad \hat{\tau}=\frac{274+\sqrt{96196}}{220}, \quad \text { and } J[\hat{\sigma}] \approx-53,835\right.
$$

Few consecutive iterations lead to a global solution, see Table 1.
Example 2. Consider a version of Example 1, where the cost functional is linear in $x\left(t_{1}\right)$, while the component $\mu_{2}$ of the control measure is non-negative.

Table 1. Example 1: Iterations of the feedback optimality condition (values of the functional, and improvement w.r.t. the previous iteration)

| Iteration | Problem value | $\%$ of improvement |
| :--- | :--- | :--- |
| 0 | $-16,384$ | - |
| 1 | $-53,835$ | 228,583 |
| 2 | $-60,058$ | 11,558 |
| 3 | $-63,464$ | 5,671 |
| 4 | $-63,716$ | 0,397 |
| 5 | $-63,930$ | 0,335 |
| 6 | $-63,974$ | 0,069 |
| 7 | $-63,988$ | 0,022 |
| 8 | $-63,997$ | 0,013 |
| 9 | $-63,997$ | $1,25005 \mathrm{E}-05$ |
| 10 | -64 | 0,004 |

For simplicity, we describe the model through its conventional prototype:

$$
\begin{align*}
& J=c_{1} x_{1}\left(t_{1}\right)+c_{2} x_{2}\left(t_{1}\right) \rightarrow \text { inf }  \tag{20}\\
& \dot{x}_{1}=v_{1}, \quad x_{1}(0)=0,  \tag{21}\\
& \dot{x}_{2}=x_{1} v_{2}, \quad x_{2}(0)=0,  \tag{22}\\
& v_{1}(t) \in \mathbb{R}, \quad v_{2}(t) \geq 0, \quad \int_{0}^{t_{1}}\left(\left|v_{1}(t)\right|+v_{2}(t)\right) d t \leq M . \tag{23}
\end{align*}
$$

Let $M=5$. Reachable sets of the respective impulsive system are depicted on Fig. 2. Again, we study the optimal impulsive control problem by using its space-time representation. We have:

$$
\begin{gathered}
H=\psi_{1} \omega_{1}-c_{2} y_{1} \omega_{2} \\
\dot{\psi}_{1}=c_{2} \omega_{2}, \quad \psi_{1}(M)=-c_{1}, \quad \psi_{2} \equiv-c_{2} \\
g_{1}=g_{1}\left(\psi_{1}\right) \doteq \psi_{1}, \quad g_{2}=g_{2}\left(y_{1}\right) \doteq-c_{2} y_{1},
\end{gathered}
$$

and the $H$-extremal controls can be described as follows:

$$
\begin{array}{ll}
\Omega_{1}: g_{2}>\left|g_{1}\right| & \Rightarrow \omega^{*}=(0,1), \\
\Omega_{2}: g_{2}<-g_{1}, g_{1}<0 \Rightarrow \omega^{*}=(-1,0), \\
\Omega_{3}: g_{2}<g_{1}, g_{1}>0 & \Rightarrow \omega^{*}=(1,0), \\
\Omega_{4}: g_{2}=g_{1}, g_{1}>0 & \Rightarrow \omega^{*}=(\lambda, 1-\lambda), \lambda \in[0,1], \\
\Omega_{5}: g_{2}=-g_{1}, g_{1}<0 & \Rightarrow \omega^{*}=(-\lambda, 1-\lambda), \lambda \in[0,1], \\
\Omega_{6}: g_{1}=0, g_{2}<0 & \Rightarrow \omega^{*}=(2 \lambda-1,0), \lambda \in[0,1], \\
\Omega_{7}: g_{1}=g_{2}=0 & \Rightarrow \omega^{*} \text { is any admissible. }
\end{array}
$$



Fig. 2. Example 2: The reachable sets of the impulsive system for $M=5, t_{1} \geq 0$.
(1) Let $c_{1}, c_{2}>0$. Then, simple calculations give the following characterization of the optimal solution:

$$
\begin{aligned}
& \bar{y}_{1}(\tau)=-\tau, \\
& \bar{y}_{2}(\tau) \equiv 0, \quad \tilde{J}(\bar{\sigma})=-M \\
& \bar{\psi}_{1}(\tau) \equiv-c_{1},
\end{aligned}
$$

(b) if $M>\frac{c_{1}}{c_{2}}$, then $\bar{\omega}(\tau)=\left\{\begin{array}{ll}(-1,0), & \tau \in \Delta_{1} \doteq\left[0, \tau^{*}\right], \\ (0,1), & \tau \in \Delta_{2} \doteq\left(\tau^{*}, M\right],\end{array} \quad \tau^{*}=\frac{c_{1}+c_{2} M}{2 c_{2}}\right.$,

$$
\begin{gathered}
\bar{y}_{1}(\tau)= \begin{cases}-\tau, & \tau \in \Delta_{1}, \\
-\frac{c_{1}+c_{2} M}{2 c_{2}}, & \tau \in \Delta_{2},\end{cases} \\
\bar{y}_{2}(\tau)= \begin{cases}0, \\
-\frac{c_{1}+c_{2} M}{2 c_{2}} \tau+\frac{\left(c_{1}+c_{2} M\right)^{2}}{4 c_{2}^{2}}, & \tau \in \Delta_{1}, \\
& \tau \in \Delta_{2},\end{cases} \\
\bar{\psi}_{1}(\tau)= \begin{cases}-\frac{c_{1}+c_{2} M}{2}, & \tau \in \Delta_{1} \doteq\left[0, \tau^{*}\right], \\
c_{2}(\tau-M)-c_{1}, \tau \in \Delta_{2} \doteq\left(\tau^{*}, M\right],\end{cases} \\
\tilde{J}(\bar{\sigma})=-\frac{c_{1}\left(c_{1}+c_{2} M\right)}{2 c_{2}}+\frac{\left(c_{1}+c_{2} M\right)^{2}}{4 c_{2}}-\frac{\left(c_{1}+c_{2} M\right) M}{2} .
\end{gathered}
$$

For example, put $c_{1}=c_{2}=1, M=2$ (case b), and let $\omega^{0} \equiv(0,0), y_{1}^{0}=$ $x_{2}^{0} \equiv 0, \psi_{1}^{0} \equiv-1, \tilde{J}^{0}=0$. Then $g_{1} \equiv-1, g_{2}=-y_{1}$. Consider the following feedback control

$$
\omega(\tau, y)= \begin{cases}(-1,0), & \text { in } \Omega_{2} \\ (0,1), & \text { in } \Omega_{1} \cup \Omega_{5} \\ \text { any admissible }, & \text { otherwise }\end{cases}
$$

Theorem 1 gives:
$\tilde{\omega}(\tau)=\left\{\begin{array}{l}(-1,0), \\ (0,1), \\ \tau \in[0,1],\end{array} \quad\right.$ with $\tilde{\psi}(\tau)=\left\{\begin{array}{ll}-2, & \tau \in[0,1], \\ t-3, & \tau \in(1,2],\end{array} \quad \tilde{J}[\tilde{\omega}]=-2\right.$,
and the second iteration $\tilde{\omega}$ leads to an optimal control

$$
\bar{\omega}(\tau)=\left\{\begin{array}{ll}
(-1,0), & \tau \in[0,3 / 2], \\
(0,1), & \tau \in(3 / 2,2]
\end{array} \quad \text { with } \quad \tilde{J}[\bar{\sigma}]=-\frac{9}{4} .\right.
$$

(2) A more interesting situation appears when $c_{1}>0, c_{2}<0$. Now, our problem admits up to two extrema. Indeed, taken $c_{1}=1, c_{2}=-1, M=5$, we obtain two extremal processes:

- a (strong) local minimum: $\tilde{\omega}=\left\{\begin{array}{l}(1,0), \tau \in \Delta_{1} \doteq[0,2], \\ (0,1), \tau \in \Delta_{2} \doteq(2,5],\end{array}\right.$

$$
\begin{gathered}
\tilde{y}_{1}(\tau)=\left\{\begin{array}{l}
\tau, \tau \in \Delta_{1}, \\
2, \tau \in \Delta_{2},
\end{array} \quad \tilde{y}_{2}(\tau)= \begin{cases}0, & \tau \in \Delta_{1}, \\
2 t-4, & \tau \in \Delta_{2},\end{cases} \right. \\
\tilde{\psi}_{1}(\tau)=\left\{\begin{array}{lr}
2, & \tau \in \Delta_{1}, \\
4-\tau, \tau \in \Delta_{2},
\end{array} \quad \tilde{J}[\tilde{\omega}]=-4,\right.
\end{gathered}
$$

and

- a global minimum: $\bar{\omega} \equiv(-1,0), \bar{y}_{1}(\tau)=-\tau, \bar{x}_{2}(\tau) \equiv 0, \bar{\psi}_{1}(\tau) \equiv-1$ with $\tilde{J}[\bar{\sigma}]=-5$.
Thus, any initial process satisfying $\int_{0}^{M} \omega_{2}(\tau) d \tau<1$ could be discarded (improved) in just one iteration.
Let $\omega^{0} \equiv(0,1), y_{1}^{0}=y_{2}^{0} \equiv 0, \psi_{1}(\tau)=4-\tau$. All extremal feedbacks generate the following parametrized family of open-loop controls:

$$
\tilde{\omega}=\tilde{\omega}\left(\tau, \tau^{*}\right)=\left\{\begin{array}{ll}
(1,0), & \tau \in[0,2), \\
(-1,0), & \tau \in\left[2, \tau^{*}\right), \\
(0,1), & \tau \in\left[\tau^{*}, 5\right],
\end{array} \quad \tau^{*} \in[2,5] .\right.
$$

Taken $\tau^{*}=2$, one comes to a point of local minimum, while, for $\tau^{*}=5$, one obtains a control with $\tilde{\omega}_{2} \equiv 0$, and the second iteration leads to the optimal solution.

Example 3. Consider an impulsive relaxation of the following ordinary variational problem:

$$
\begin{gathered}
J=x_{1}(1)+2 x_{2}(1)-3 x_{3}(1) \rightarrow \inf ; \\
\dot{x}_{1}=f_{1}(t)+\left(a x_{2}+b\right) v_{1}, \quad x_{1}(0)=x_{10}, \\
\dot{x}_{2}=f_{2}(t)+\left(c x_{1}+d\right) v_{2}, \quad x_{2}(0)=x_{20}, \\
\dot{x}_{3}=v_{1}+v_{2}, \quad x_{3}(0)=0, \quad x_{3}(1) \leq M, \\
v_{1}(t) \geq 0, \quad v_{2}(t) \geq 0, \quad t \in\left[0, t_{1}\right] .
\end{gathered}
$$

Here, $a=2, b=1, c=1, d=3, M=2, x_{0}=(1,1), f(t)=(1,1)$. Figure 3 demonstrates a cross-section of the reachable set of the associated measure differential equation, for $x_{3}=2, t_{1}=2$.


Fig. 3. Example 3: The cross-section of the reachable set for $x_{3}=2, t_{1}=2$.

In this example, the impulsive Maximum Principle [18] extracts two extremal process; the terminal values of the extremal trajectories are located at the points, depicted on Fig. 3: the green point ( $\sigma_{1}$ ) corresponds to a non-optimal extremum, and the red one $\left(\sigma_{2}\right)$ presents the global solution.

By applying Theorem 1 with $\varphi(\tau, y)=\psi(\tau)(\bar{y}(\tau)-y)(\bar{y}$ and $\psi$ are the phase and adjoint states corresponding to $\sigma_{1}$, respectively), we discard the non-optimal process $\sigma_{1}$. Furthermore, extremal feedback controls generated by $\varphi$ provide the property of descent (control improvement) w.r.t. the cost functional. By the arguments similar to Examples 1, 2, one finally reaches the globally optimal process $\sigma_{2}$, as above.

## 4 Conclusion

As we have shown, the proposed feedback optimality conditions enjoy a constructive feature: for impulsive processes, there are known criteria for weak invariance (weak monotonicity) [20], which let one to design the feedback controls generating "viable" trajectories, together with respective open-loop controls. By an appropriate choice of function $\varphi$, one can construct an admissible control process, whose cost is less or equal to the problem value on the reference process. Furthermore, as multiple (even rather pathological) cases show, the effect of such feedback variations can be quite essential; sometimes it serves to obtain a global solution in few iterations, starting from a local extremum.
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#### Abstract

This paper proposes a semi-supervised classification method which combines machine learning regularization framework and cluster ensemble approach. We use the low-rank decomposition of the coassociation matrix of the ensemble to significantly speed up calculations and save memory. Numerical experiments using Monte Carlo approach demonstrate the efficiency of the proposed method.
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## 1 Introduction

In pattern recognition problems, it is required to classify objects characterized by a set of features into several classes (patterns) obtaining an optimal value of a certain quality functional (e.g., minimize an estimate of misclassification probability). The creation of the classifier is based on the analysis of the learning sample consisting of precedents, i.e., objects for which their class labels are identified. In the basic formulation of the problem, the labels are known for all objects in the sample (fully supervised classification).

This paper considers another variant of the problem: so-called semisupervised classification. In this task, class labels are defined only for a small part of the sample. It is required to classify the existed unlabeled objects (transductive learning) or find a decision rule for classifying any new objects from the statistical population (inductive learning). In this paper, we consider the transductive learning problem.

Semi-supervised classification is important because the procedure of class registration can be rather costly. For example, measurement of vegetation type in remote sensing [1] requires expensive field research, therefore labels can be attributed to only a small part of pixels. To improve the accuracy of prediction, it is necessary to utilize information from both labeled and unlabeled data.

A number of approaches and methods in semi-supervised classification exist (see, e.g., [2]). At the present time, such methods as heuristic self-training, probabilistic mixture decomposition, transductive support vector machine, and graphbased Laplacian Regularization are widely used.

Unsupervised learning (clustering) is applied in the semi-supervised classification as an instrument of knowledge extraction from unlabeled data. Ensemble clustering is a way of obtaining robust clustering decisions, especially in the case of uncertainty in the data structure. This methodology aims at finding consensus decision from multiple partition variants [5]. Properly organized ensemble (even composed of "weak" classifiers), as a rule, significantly improves the overall clustering quality.

Different schemes of application of ensemble clustering in semi-supervised classification have been proposed in $[6,7]$. The suggested methods are based on evidence showing that usage of averaged co-association matrix in the role of similarity matrix often improves the accuracy of decisions. This observation was supported with theoretical analysis: it was proved in [7] that the probability of classification error decreases with increase in ensemble size under some regularity conditions.

In this paper, we propose a novel semi-supervised classification method using graph Laplacian regularization and cluster ensemble methodology. Graph regularization (also known as manifold regularization) postulates that if two data points belong to the same manifold, it is likely they have the same labels. A graph Laplacian is used to measure the smoothness of the classifications in the data manifold comprising both labeled and unlabeled data [8-10].

We suggest a low-rank decomposition of averaged co-association matrix to reduce numerical cost and storage of the method.

In the rest of the paper, we give a short overview of related methods and describe the details of the suggested method. Numerical experiments with artificial and real datasets are presented. Finally, concluding remarks are given.

## 2 Basic Preliminaries

Let a dataset $\mathbf{X}=\left\{x_{1}, \ldots, x_{n}\right\}$ be given, where $x_{i} \in \mathbf{R}^{d}$ is feature vector, $d$ is dimensionality of feature space $X=\left(X_{1}, \ldots, X_{d}\right)$. In a fully supervised classification, we are given an additional set $Y=\left\{y_{1}, \ldots, y_{n}\right\}$ of class labels, $y_{i} \in D_{Y}$, where $D_{Y}=\left\{c_{1}, \ldots, c_{K}\right\}$ is target feature domain, i.e., unordered set of categorical values (classes). Using this information, it is necessary to find a classifier $y=f(x)$ for predicting target feature labels for any new data point $x \in \mathbf{R}^{d}$ from the same statistical population. The function should be optimal in some sense, e.g., give minimal value to the expected losses.

In an unsupervised learning setting, the target feature values are not provided. The problem of cluster analysis, which is an important direction in unsupervised classification, consists in finding a partition $P=\left\{C_{1}, \ldots, C_{K}\right\}$ of $\mathbf{X}$ on a relatively small number of homogeneous clusters describing the structure of data. As a criterion of homogeneity, it is possible to use a function dependent
on the scatter of observations within groups and the distances between clusters. The desired number of clusters is either a predefined parameter or should be found in the best way.

In a semi-supervised transductive classification problem, the target feature labels are known only for a part of the data set $\mathbf{X}_{1} \subset \mathbf{X}$. It is possible to assume that $\mathbf{X}_{1}=\left\{x_{1}, \ldots, x_{n_{1}}\right\}$, and the unlabeled part is $\mathbf{X}_{0}=\left\{x_{n_{1}+1}, \ldots, x_{n}\right\}$. The set of labels for points from $\mathbf{X}_{1}$ is denoted by $\mathbf{Y}_{1}=\left\{y_{1}, \ldots, y_{n_{1}}\right\}$. It is required to predict labels $\mathbf{Y}_{0}=\left(y_{n_{1}+1}, \ldots, y_{n}\right)$ in some best way for a given unlabeled sample $\mathbf{X}_{0}$.

## 3 Overview of Methods

Consider some of the commonly used approaches in semi-supervised classification.

### 3.1 Heuristic Self-training

In this approach, some basic supervised classification algorithm is used. At the first step, the algorithm is trained on the labeled sample and then classifies the unlabeled part. For each classified object, a recognition quality score is calculated (for example, the distance to the separating hyperplane). In the next step, those observations for which the quality estimates are above a certain predetermined threshold are excluded from the set $\mathbf{X}_{0}$ and added to $\mathbf{X}_{1}$, and their labels are included to $\mathbf{Y}_{1}$. Then the basic algorithm is again used for training on the updated labeled sample and classification the remaining unlabeled part. The process is repeated until no unlabeled points remain.

Methods based on the described heuristic procedure, as a rule, are quite effective, but theoretical analysis of their properties is a difficult task.

### 3.2 Probabilistic Approach

When using this approach, it is assumed that for each class $c_{k}$ some distribution $p_{k}\left(x \mid \theta_{k}\right)$ is specified on feature space, where $\theta_{k}$ is a vector of parameters, $k=$ $1, \ldots, K$. It is assumed that the general form of the distribution is known (for example, multidimensional normal), and its parameters need to be estimated with the sample. Denote $\theta=\left(\theta_{1}, \ldots, \theta_{K}\right)$, and let $q=\left(q_{1}, \ldots, q_{K}\right)$ be a set of a priori probabilities of classes, where $q_{1}+\cdots+q_{K}=1$. Then for a labeled point $x_{i} \in \mathbf{X}_{1}$, for which $y_{i}=c_{k}$, by the Chain rule we obtain:

$$
p\left(x_{i}, y_{i} \mid \theta\right)=q_{k} p_{k}\left(x_{i} \mid \theta_{k}\right) .
$$

According to the Law of Total Probability, for unlabeled point $x_{i} \in \mathbf{X}_{0}$ the following is true:

$$
p\left(x_{i} \mid \theta\right)=\sum_{k=1}^{K} q_{k} p_{k}\left(x_{i} \mid \theta_{k}\right) .
$$

One may consider the problem of maximizing the likelihood function:

$$
\left(q^{*}, \theta^{*}\right)=\arg \max _{q, \theta}\left\{\sum_{x_{i} \in \mathbf{X}_{1}} \log p\left(x_{i}, y_{i} \mid \theta\right)+\sum_{x_{i} \in \mathbf{X}_{0}} \log p\left(x_{i} \mid \theta\right)\right\}
$$

For the solution of the problem, iterative algorithms have been developed (for example, EM algorithm for analysis of distribution mixture [2]). After finding optimal $q^{*}=\left(q_{1}^{*}, \ldots q_{K}^{*}\right), \quad \theta^{*}=\left(\theta_{1}^{*}, \ldots, \theta_{K}^{*}\right)$, the unlabeled objects are classified according to the Bayes formula:

$$
f\left(x_{i}\right)=c_{k *}, \text { where } k^{*}=\arg \max _{k}\left\{q_{k}^{*} p_{k}\left(x_{i} \mid \theta_{k}^{*}\right)\right\}, i=n_{1}+1, \ldots, n
$$

The disadvantage of this approach is that under significant violation of the assumptions on the distribution model, the found solutions will have large error.

### 3.3 Transductive Support Vector Machine

The methods of this type are based on support vector machine (SVM) methodology for the fully supervised two-class recognition problem (which can be extended to the multi-class case). In the basic formulation (binary classification), it is required to find the direction of the separating hyperplane, for which the width of the margin separating the classes is maximum. The input of the algorithm is a training sample $\mathbf{X}$ with class labels $\mathbf{Y}=\left\{y_{1}, \ldots, y_{n}\right\}, y_{i} \in\{-1,+1\}$, $i=1, \ldots, n$. In the case of linear separability of classes, there are an infinite number of separating hyperplanes. It is reasonable to choose a hyperplane, the distance from which to both classes is maximal. The points lying on the border of the separating margin are called support vectors.

The hyperplane equation can be represented as $\langle w, x\rangle+b=0$, where $\langle\cdot, \cdot\rangle$ is a scalar product, $w$ is a normal vector, and $b$ is an auxiliary parameter. The support vector method builds a decision function in the form

$$
f(x)=\operatorname{sign}\left(\sum_{i=1}^{n} \alpha_{i} y_{i}\left\langle x_{i}, x\right\rangle+b\right)
$$

where $\alpha_{1}, \ldots, \alpha_{n} \geq 0$ are some parameters; at the same time, the hyperplane coefficients are normalized so that $\left\langle w, x_{i}\right\rangle+b=1$ for the support vectors. It is important to note that the summation goes only over the support vectors for which $\alpha_{i} \neq 0$.

For transductive support vector machine, it is required to find a hyperplane which separates with the maximum margin not only labeled points from $\mathbf{X}_{1}$, but also the unlabeled points from $\mathbf{X}_{0}$. Thus, the hyperplane must be located in the region with the lowest density. The problem of finding the optimal hyperplane can be formulated as follows:

$$
\begin{gathered}
\text { find } \mathbf{Y}_{0}, w, b, \xi: \frac{1}{2}\|w\|^{2}+C \sum_{i} \xi_{i} \rightarrow \min _{\mathbf{Y}_{0}, w, b, \xi} \\
\text { s.t. } y_{i}\left(\left\langle w, x_{i}\right\rangle+b\right) \geq 1-\xi_{i}, \quad i=1, \ldots, n, \\
\xi_{i} \geq 0, i=1, \ldots, n .
\end{gathered}
$$

Here $\xi_{1}, \ldots, \xi_{n}$ are variables denoting penalty for violation margin boundaries, $C \geq 0$ is a given parameter. Thus, we need to maximize the width of separating margin (it can be shown that this requirement is equivalent to minimizing $\|w\|^{2}$ ), as well as minimize the total penalty for violating its boundaries.

Algorithms for the approximate solution of this problem exist (see [2]). For the solution, the corresponding dual problem is solved with respect to parameters $\alpha_{1}, \ldots, \alpha_{n}$.

With linearly non-separable classes, it is possible to find a transform $\varphi: X \rightarrow$ $X^{\prime}$ of the original feature space $X$ to a new space $X^{\prime}$ of higher dimensionality by use of some kernel function. In the new space, the objects can already be linearly separable.

It is known that the optimization problem for transductive support vector machine is not convex, and existing algorithms for its approximate solution have a polynomial complexity depending on the number of observations. Therefore, this approach is applicable to samples of relatively small size (about a thousand observations).

### 3.4 Graph Laplacian Regularization

Consider weighted non-oriented complete graph $G=(V, E)$, in which the set of vertices $V$ corresponds to points from $\mathbf{X}$, and the set of edges $E$ corresponds to pairs $\left(x_{i}, x_{j}\right), i, j=1, \ldots, n, \quad i \neq j$. Each edge $\left(x_{i}, x_{j}\right)$ is associated with a nonnegative weight $W_{i j}$ (the degree of similarity between the points). For example, the weight can be determined using the RBF kernel:

$$
W_{i j}=\exp \left(-\frac{\left\|x_{i}-x_{j}\right\|}{2 \sigma^{2}}\right)
$$

where $\sigma$ is a given parameter.
Let us introduce a diagonal matrix $D$ with elements $D_{i i}=\sum_{j} W_{i j}$. Matrix

$$
L=D^{-1 / 2} W D^{-1 / 2}
$$

is called normalized graph Laplacian. It has a dimension $n \times n$; elements of the matrix are: $L_{i j}=\frac{W_{i j}}{\sqrt{D_{i i}} \sqrt{D_{j j}}}$. Other types of graph Laplacian are also used: standard Laplacian [3] $L_{s}=D-W$, and graph Laplacian associated with random walk [4] $L_{r w}=D^{-1} W$.

Let $Y_{i}=\left(Y_{i 1}, \ldots, Y_{i K}\right)$ denote a Boolean vector of observable class labels: $Y_{i k}=\mathbb{I}\left[y_{i}=c_{k}\right]$, where $\mathbb{I}[\cdot]$ is an indicator function: $\mathbb{I}[$ true $]=1, \mathbb{I}[$ false $]=0$, $i=1, \ldots, n_{1}, k=1, \ldots, K$. Denote by $F_{i}=\left(F_{i 1}, \ldots, F_{i K}\right)$ classification vector with elements equal to the estimated degrees of belonging of point $x_{i}$ to classes $c_{1}, \ldots, c_{K}$, and let $F=\left(F_{1}, \ldots, F_{n}\right)^{T}$ denote classification matrix.

Consider the following optimization problem:

$$
\begin{gather*}
\text { find } F^{*}=\arg \min _{F \in R^{n \times K}} Q(F) \\
=\frac{1}{2}\left(\sum_{x_{i} \in X_{1}}\left\|F_{i}-Y_{i}\right\|^{2}+\beta \sum_{x_{i}, x_{j} \in \mathbf{X}} W_{i j}\left\|\frac{F_{i}}{\sqrt{D_{i i}}}-\frac{F_{j}}{\sqrt{D_{j j}}}\right\|^{2}\right) \text {, s.t. } F \geq 0 \tag{1}
\end{gather*}
$$

where $\beta>0$ is a regularization parameter. The first sum in the right side of (1) is aimed to reduce the fitting error on labeled data; the second component plays the role of a smoothing function: its minimization means that if two points $x_{i}, x_{j}$ (either labeled or unlabeled) are similar, their classification vectors should not be very different.

It is known that the optimized function is convex. To find the optimal solution, we differentiate (1), and after simple transformations with normalized graph Laplacian get:

$$
\begin{gather*}
\left.\frac{\partial Q}{\partial F_{i k}}\right|_{F_{i k}=F_{i k}^{*}}=F_{i k}^{*}-Y_{i k}+\beta F_{i k}^{*}-\beta L_{i} . F_{\cdot k}^{*}=0, \quad i=1, \ldots, n_{1},  \tag{2}\\
\left.\frac{\partial Q}{\partial F_{i k}}\right|_{F_{i k}=F_{i k}^{*}}=\beta F_{i k}^{*}-\beta L_{i} . F_{\cdot k}^{*}=0, \quad i=n_{1}+1, \ldots, n \tag{3}
\end{gather*}
$$

where $L_{i}, F_{. k}^{*}$ are $i$ th row of matrix $L$ and $k$ th column of the matrix $F^{*}$, respectively, $i=1, \ldots, n_{1}, k=1, \ldots, K$.

Denote by $Y_{1,0}$ the following matrix:

$$
Y_{1,0}=(Y_{1}, \ldots, Y_{n_{1}}, \underbrace{0, \ldots, 0}_{n-n_{1}})^{T}
$$

of dimensionality $n \times K$, and by $G$ diagonal matrix:

$$
G=\operatorname{diag}\left(G_{11} \ldots, G_{n n}\right), G_{i i}=\left\{\begin{array}{l}
\beta+1, i=1, \ldots, n_{1}  \tag{4}\\
\beta, i=n_{1}+1, \ldots, n
\end{array}\right.
$$

of dimensionality $n \times n$. Then one may rewrite (2), (3) in matrix form:

$$
\begin{equation*}
(G-\beta L) F^{*}=Y_{1,0} \tag{5}
\end{equation*}
$$

hence

$$
\begin{equation*}
F^{*}=(G-\beta L)^{-1} Y_{1,0} \tag{6}
\end{equation*}
$$

if the inverse matrix exists (note that it is always possible to choose regularization parameter $\beta$ to ensure the well-posedness of the problem).

To find $F^{*}$, one may use iterative matrix inversion methods [11]. The authors of [9] describe the iterative algorithm (Label Spreading) used to solve a problem similar to (6). One may also apply the existing methods of solving systems of linear algebraic equations for (5), where each system is determined for corresponding columns of matrices $F^{*}$ and $Y_{1,0}$. After calculating $F^{*}$, the final classification is determined as

$$
\begin{equation*}
y_{i}=c_{k *}, \text { where } k^{*}=\arg \max _{k=1, \ldots, K} F_{i k}^{*}, i=n_{1}+1, \ldots, n . \tag{7}
\end{equation*}
$$

A limitation of this approach is that one needs to keep in memory non-sparse graph Laplacian matrix of dimensionality $n \times n$, and also a large cost of matrix operations.

## 4 Proposed Method

The method proposed in this paper is based on a combination of ensemble clustering and graph Laplacian regularization. We use averaged co-association matrix of clustering ensemble [12] as similarity matrix in (1).

This replacement has a number of reasons. First of all, the co-association matrix defines semi-metric on observations space [13]. Thus the frequencies of assigning pairs of objects to the same clusters can be viewed as measures of similarity between data points. Second, one may believe that objects from a dense region in feature space share their class labels with larger probability, even though the region has complicated form (elongated or strip-like cluster) and the Euclidian distance between points is large. Viewed from this angle, such points are similar to each other.

Usually averaged co-association matrix is calculated in the process of cluster ensemble formation and requires a memory of quadratic size. However, it is possible to reduce the requirement by low-rank matrix decomposition.

### 4.1 Cluster Ensemble and Low-Rank Decomposition of the Co-association Matrix

Let us consider a set of partition variants $\left\{P_{l}\right\}_{l=1}^{r}$, where $P_{l}=\left\{C_{l, 1}, \ldots, C_{l, K_{l}}\right\}$, $C_{l, k} \subset \mathbf{X}, C_{l, k} \bigcap C_{l, k^{\prime}}=\varnothing, K_{l}$ is the number of clusters in $l$ th partition. For each $P_{l}$ we determine matrix $H_{l}=\left(h_{l}(i, j)\right)_{i, j=1}^{n}$ with elements indicating whether a pair $x_{i}, x_{j}$ belong to the same cluster in $l$ th variant or not: $h_{l}(i, j)=\mathbb{I}\left[c_{l}\left(x_{i}\right)=c_{l}\left(x_{j}\right)\right], c_{l}(x)$ is the cluster label assigned to $x$. The weighted averaged co-association matrix (WACM) is defined as follows:

$$
H=(H(i, j))_{i, j=1}^{n}, H(i, j)=\sum_{l=1}^{r} w_{l} H_{l}(i, j)
$$

where $w_{1}, \ldots, w_{r}$ are weights of ensemble elements, $w_{l} \geq 0, \sum w_{l}=1$. The weights should reflect the "importance" of base clustering variants in the ensemble and be dependent on some evaluation function $\Gamma$ (cluster validity index, diversity measure) [13]: $w_{l}=\gamma_{l} / \sum_{l^{\prime}} \gamma_{l^{\prime}}$, where $\gamma_{l}=\Gamma(l)$ is an estimate of clustering quality for the $l$ th partition (we assume that a larger value of $\Gamma$ indicates better quality).

The following obvious property of WACM allows increasing the processing speed.

Proposition 1. Weighted averaged co-association matrix admits low-rank decomposition in the form:

$$
\begin{equation*}
H=B B^{T}, B=\left[B_{1} B_{2} \ldots B_{r}\right] \tag{8}
\end{equation*}
$$

where $B$ is a block matrix, $B_{l}=\sqrt{w_{l}} A_{l}, A_{l}$ is $n \times K_{l}$ cluster assignment matrix for lth partition: $A_{l}(i, k)=\mathbb{I}\left[c\left(x_{i}\right)=k\right], i=1, \ldots, n, k=1, \ldots, K_{l}$.

As a rule, $m=\sum_{l} K_{l} \ll n$, thus (8) gives us an opportunity of saving memory by storing $n \times m$ sparse matrix instead of full $n \times n$ co-association matrix. The complexity of matrix-vector multiplication $H \cdot x$ is decreased from $O\left(n^{2}\right)$ to $O(n m)$.

### 4.2 Cluster Ensemble and Graph Laplacian Regularization

Let us consider normalized graph Laplacian in the form: $\tilde{L}=\tilde{D}^{-1 / 2} H \tilde{D}^{-1 / 2}$ where $\tilde{D}=\operatorname{diag}\left(\tilde{D}_{11}^{\prime}, \ldots, \tilde{D}_{n n}\right), \tilde{D}_{i i}=\sum_{j} H(i, j)$. We have:

$$
\begin{align*}
\tilde{D}_{i i} & =\sum_{j=1}^{n} \sum_{l=1}^{r} w_{l} \sum_{k=1}^{K_{l}} A_{l}(i, k) A_{l}(j, k) \\
& =\sum_{l=1}^{r} w_{l} \sum_{k=1}^{K_{l}} A_{l}(i, k) \sum_{j=1}^{n} A_{l}(j, k)=\sum_{l=1}^{r} w_{l} n_{l}(i) \tag{9}
\end{align*}
$$

where $n_{l}(i)$ is the size of the cluster which includes the point $x_{i}$ in $l$ th partition variant.

Substituting $\tilde{L}$ in (6), we obtain a cluster ensemble-based classification matrix:

$$
\begin{equation*}
F^{* *}=(G-\beta \tilde{L})^{-1} Y_{1,0} . \tag{10}
\end{equation*}
$$

Using low-rank decomposition, this expression can be transformed into the form which involves more efficient matrix operations.

Denote $U=\tilde{D}^{-1 / 2} B$. From (8) and (10) we get:

$$
F^{* *}=\left(G-\beta U U^{T}\right)^{-1} Y_{1,0} .
$$

In linear algebra, the following Woodbury matrix identity is known:

$$
(G+U V)^{-1}=G^{-1}-G^{-1} U\left(I+V G^{-1} U\right)^{-1} V G^{-1}
$$

where $G \in \mathbf{R}^{n \times n}$ is invertible matrix, $U \in \mathbf{R}^{n \times m}$ and $V \in \mathbf{R}^{m \times n}$. From (4) it follows that

$$
G^{-1}=\operatorname{diag}\left(1 / G_{11}, \ldots, 1 / G_{n n}\right) .
$$

Now it is possible to formulate the following statement:
Proposition 2. Cluster ensemble-based classification matrix (10) can be calculated using low-rank decomposition as follows:

$$
\begin{equation*}
F^{* *}=\left(G^{-1}+\beta G^{-1} U\left(I-\beta U^{T} G^{-1} U\right)^{-1} U^{T} G^{-1}\right) Y_{1,0} \tag{11}
\end{equation*}
$$

A remarkable fact is that in (11) one has to invert significantly smaller $m \times m$ dimensional matrix instead of $n \times n$ dimensional in (10). The overall computational complexity of (11) is $O\left(n m+m^{3}\right)$.

The scheme of the suggested semi-supervised classification algorithm based on graph Laplacian and low-rank decomposition of a co-association matrix (SSCLR ) is as follows.

## Algorithm SSC-LR <br> Input:

$\mathbf{X}$ : dataset including both labeled $\mathbf{X}_{1}$ and unlabeled samples $\mathbf{X}_{0}$;
$\mathbf{Y}_{1}$ : set of known labels;
$r$ : number of runs for base clustering algorithm;
$\boldsymbol{\Omega}$ : set of parameters (working conditions) of the clustering algorithm.
Output:
$\mathbf{Y}_{0}$ : predicted class labels for objects from $\mathbf{X}_{0}$.

## Steps:

1. Generate $r$ variants of clustering partition for working parameters randomly chosen from $\boldsymbol{\Omega}$; calculate weights $w_{1}, \ldots, w_{r}$ of variants.
2. Find normalized graph Laplacian in low-rank representation using matrices $B$ in (8) and $\tilde{D}$ in (9);
3. Determine predicted classification matrix according to (11);
4. Calculate label assignments $\mathbf{Y}_{0}$ using (7).
end.
In the computer implementation of SSC-LR, we use K-means as base clustering algorithm which has linear complexity with respect to data dimensions.

## 5 Numerical Experiments

In this section, we describe numerical experiments with the proposed SSC-LR algorithm. The aim of experiments is to confirm the usefulness of involving cluster ensemble for similarity matrix estimation in semi-supervised classification. We experimentally evaluate the classification quality on one synthetic and one real-life example.

In the first example, we consider data sets generated from a mixture of three multidimensional normal distributions $\mathcal{N}\left(a_{i}, \sigma_{X} I\right)$ under equal weights; $a_{i} \in \mathbf{R}^{d}$, $i=1,2,3, d=8, \sigma_{X}$ is a parameter, $a_{1}=(0,0, \ldots, 0)^{T}, a_{2}=(5,5, \ldots, 5)^{T}$, $a_{3}=(-5,5, \ldots, 5)^{T}$. To study the robustness of the algorithm, we also generate two independent random variables following uniform distribution $\mathcal{U}(0,5)$ and use them as additional "noisy" features.

In Monte Carlo modeling, we repeatedly generate samples of size $n$ according to the given distribution mixture. In the experiment, $10 \%$ of the points selected at random from each component compose the labeled sample; the remaining ones are included in the unlabeled part.

The ensemble variants are designed by random initialization of centroids (selected data points) in K-means; the number of clusters equals three. The ensemble size is $r=10$. The wights of ensemble elements are the same: $w_{l} \equiv 1 / r$. The regularization parameter $\beta=0.1$.

For the comparison purposes, we consider the method (denoted as SSC-RBF) which uses standard similarity matrix evaluated with RBF kernel (best results were obtained with RBF parameter $\sigma=4$ ), where the output classifications are calculated according to (6) and (7). The accuracy of classification is evaluated by comparison of the predictions with true class labels for $\mathbf{X}_{0}$ (unknown in the stage of classifier design).

To make the comparison results more statistically sound, we have averaged accuracy estimations over 40 Monte Carlo repetitions and compare the results by paired two-sample Student's t-test.

Table 1 presents the results of experiments. In addition to the averaged classification accuracy, the table shows the averaged execution times for the algorithms (working on dual-core Intel Core i5 processor with a clock frequency of 2.8 GHz and 4 GB RAM). For SSC-LR, we separately indicate ensemble generation time $t_{\text {ens }}$ and low-rank matrix operation time $t_{\text {matr }}$ (in seconds). The obtained $p$ values for Student's $t$-test are also taken into account. A $p$-value less than the given significance level indicates a statistically significant difference between the performance estimates.

Table 1. Results of experiments with a mixture of three distributions. Significantly larger accuracy estimates ( $p$-value $<10^{-5}$ ) are in bold. For $n=10^{5}$ and $n=10^{6}$, SSC-RBF failed due to unacceptable memory demands.

| $n$ | $\sigma_{X}$ | SSC-LR |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | Accuracy | $t_{\text {ens }}(\mathrm{sec})$ | $t_{\text {matr }}(\mathrm{sec})$ | Accuracy | Time (sec) |
| 1000 | 2 | 0.999 | 0.07 | 0.006 | 0.999 | 0.26 |
|  | 3 | 0.988 | 0.08 | 0.01 | 0.987 | 0.26 |
|  | 4 | $\mathbf{0 . 9 5 3}$ | 0.06 | 0.05 | 0.942 | 0.26 |
|  | 2 | 0.999 | 0.08 | 0.02 | 0.999 | 4.02 |
|  | 3 | 0.988 | 0.08 | 0.02 | 0.988 | 4.09 |
|  | 4 | $\mathbf{0 . 9 5 2}$ | 0.09 | 0.02 | 0.949 | 4.08 |
| 7000 | 2 | 0.999 | 0.75 | 0.12 | 0.999 | 44.7 |
|  | 3 | 0.989 | 0.78 | 0.13 | 0.989 | 47.1 |
|  | 4 | $\mathbf{0 . 9 5 3}$ | 0.28 | 0.08 | 0.951 | 44.1 |
| $10^{5}$ | 2 | 0.999 | 1.87 | 0.69 | - | - |
| $10^{6}$ | 2 | 0.999 | 27.2 | 8.28 | - | - |

The results show that the proposed algorithm has comparable or even better classification accuracy than SSC-RBF. At the same time, it works much faster. For a large volume of data $\left(n=10^{5}, n=10^{6}\right)$ only SSC-LR is able to find a solution because SSC-RBF has refused to work due to unacceptable memory demands ( 74.5 GB and 7450.6 GB correspondingly).

In the second example, we consider Cardiotocography Data Set [14]. Cardiotocography is a simultaneous recording of Fetal Heart Rate (FHR) and

Uterine Contractions (UC) and it is one of the most common diagnostic techniques to evaluate maternal and fetal well-being during pregnancy and before delivery. Fetal cardiotocograms were automatically processed and the respective diagnostic features were measured. The dataset includes a total of 2126 observations of which is 1655 normal, 295 suspicious and 176 pathologic samples which indicate the existing of fetal distress. 22 numerical features are FHR baseline (beats per minute), number of accelerations per second, number of fetal movements per second, number of UC per second, etc.

The following experiment's settings are used. The volume of the labeled sample is $10 \%$ of overall data; the cluster ensemble architecture is the same as in the previous example: $K$-means base algorithm with 10 clusters; ensemble size $r=10$. Parameter $\beta=0.1$; SSC-RBF parameter $\sigma=4$. The number of generations of labeled samples is 40 .

As a result of modeling, the averaged accuracy rate for SSC-LR equals 0.89. For SSC-RBF, the averaged accuracy is 0.80 . The $p$-value less than 0.0001 indicates a statistically significant difference between the quality estimates.

## 6 Conclusion

This work has introduced a semi-supervised classification method which combines graph Laplacian regularization and multiple clustering methodologies. Low-rank decomposition of co-association matrix gave us a possibility to speed up calculations and save memory from cubic to linear.

There are a number of arguments for the usefulness of ensemble clustering in semi-supervised classification. Ensemble decisions allow us to restore more accurately metric relations between objects under the existence of complex data structures. The obtained co-association matrix depends on the outputs of clustering algorithms and is less noise-addicted than conventional similarity matrices. Clustering with a sufficiently large number of clusters can be viewed as Learning Vector Quantization known for lowering the average distortion in data.

The efficiency of the suggested SSC-LR algorithm was confirmed experimentally. Monte Carlo experiments have demonstrated comparable or even statistically significantly better accuracy estimates and a considerable decrease in running time for SSC-LR in comparison with analogous SSC-RBF algorithm based on standard similarity matrix with RBF kernel.

We plan to continue studying the theoretical properties of the proposed method, as well as to perform a detailed comparison with other state-of-the-art methods. Applications of the method in various fields are also planned, especially for hyperspectral imagery classification and analysis of genetic sequences.
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#### Abstract

In this paper we consider the following Maximum Diversity Subset problem. Given a set of points in Euclidean space, find a subset of size $M$ maximizing the squared Euclidean distances between the chosen points. We propose an exact dynamic programming algorithm for the case of integer input data. If the dimension of the Euclidean space is bounded by a constant, the algorithm has a pseudo-polynomial time complexity. Using this algorithm, we develop an FPTAS for the special case where the dimension of the Euclidean space is bounded by a constant. We also propose a new proof of strong NP-hardness of the problem in the general case.
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## 1 Introduction

The subject of this research is the well-known Maximum Diversity Problem, assuming the squared Euclidean distance as a distance measure: given $N$ points in Euclidean space, choose a subset of size $M$ to maximize the sum of squared Euclidean distances between all points of the subset. It is also known as max-sum Dispersion Problem. The problem is strongly NP-hard [4].

Our goals are to study the possibility of finding approximate solutions to the problem, to develop an exact algorithm for the special case of the Maximum Diversity Problem where all points have integer coordinates, and to analyse the complexity of this algorithm.

Suppose an objective function $f(x)$ of a maximization problem is nonnegative (as in the case of the Maximum Diversity Problem). A feasible solution $x$ is called a $(1-\varepsilon)$-approximate solution if it satisfies the inequality $f(x) \geq(1-\varepsilon) f^{*}$, where $0<\varepsilon<1$ and $f^{*}$ is the optimal objective function value.

An algorithm is called a $(1-\varepsilon)$-approximation algorithm if in a polynomial time it outputs a $(1-\varepsilon)$-approximate solution for every solvable problem instance. A family of $(1-\varepsilon)$-approximation algorithms parameterized by $\varepsilon>0$, such that the time complexity of these algorithms is polynomially bounded by $1 / \varepsilon$ and by the problem instance length is called a fully polynomial-time approximation scheme (FPTAS).

The paper is organized as follows. In Sect. 2 we introduce the Maximum Diversity problem and survey known algorithmic results on this and related problems. In Sect. 3 we suggest a new proof of strong NP-hardness of the problem. Section 4 contains some supplementary results, related to the properties of the optimization criterion. In Sect. 5 we suggest an exact algorithm for the case of integer input data and study its complexity. Section 6 presents an FPTAS for the case when the dimension of the Euclidean space is bounded by a constant. Concluding remarks are given in Sect. 7 .

## 2 Problem Formulation, Related Problems and Known Results

The Maximum Diversity Problem (later on referred to as Problem 1) considered in this paper has the following formulation.

## Problem 1.

Input: an $N$-element set $Y$ of points in $k$-dimensional Euclidean space $\mathbb{R}^{k}$ and a positive integer $M \leq N$.

Problem: find a subset $C \subseteq Y$ of points such that the objective function

$$
\begin{equation*}
h(C):=\sum_{y \in C} \sum_{z \in C}\|z-y\|^{2} \tag{1}
\end{equation*}
$$

is maximal under the constraint $|C|=M$ on the size of the subset $C$.
Without loss of generality we can assume that $Y$ contains at least one non-zero vector (otherwise the problem is trivial).

Note that for any nonempty set $C$ of points in Euclidean space the following equations are true (see e.g. [5]):

$$
\begin{equation*}
f(C):=\sum_{z \in C}\|z-\bar{z}(C)\|^{2}=\frac{1}{2|C|} \sum_{z \in C} \sum_{y \in C}\|z-y\|^{2}=\frac{1}{2|C|} h(C) . \tag{2}
\end{equation*}
$$

Here and below, $\bar{z}(C):=\frac{1}{|C|} \sum_{z \in C} z$ denotes the centroid of a set $C$.
Therefore the optimum of the Problem 1 is attained on the same subsets as the optimum of $\max \{f(C)||C|=M, C \subseteq Y\}$ and these optimization problems are equivalent.

Problem 1 has numerous applications in ecological, medical or social sciences, in animal and plant genetics [17]. In particular, if the given points correspond to people so that the coordinates of points are equal to some characteristics of these people, then the Maximum Diversity Problem may be treated as a problem of finding a maximally diverse group of people of a given size (e.g. for composition of medical crews [2] or in immigration control [15]). In evolutionary algorithms for single-objective or multi-objective optimization in $\mathbb{R}^{k}$, maximally diverse subset of tentative solutions may be beneficial in selection for the next population.

The complexity and algorithmic issues of Problem 1 are addressed in a number of publications. Kuo, Glover and Dhir [14] have proposed several integer programming formulations for this problem and showed that a more general problem, where the distances between the points are arbitrary positive numbers, is strongly NP-hard. A generalization of Problem 1 to the distance spaces of negative type is considered by Cevallos, Eisenbrand, and Zenklusen [4], where a polynomial-time approximation scheme (PTAS) has been developed and the strong NP-hardness of the problem is established. Cevallos, Eisenbrand and Morell in [3] (along with other results) propose a proof of NP-hardness of Problem 1 in the case of 3-dimensional Euclidean space and give a survey of the current state of the art in theoretical analysis of Problem 1 and other diversity maximization problems.

Note that changing the optimization direction from maximization to minimization converts Problem 1 into the $M$-Variance problem [1]. Strong NPhardness of the $M$-Variance problem is established in [9]. In the same paper, it is shown that there does not exist a fully polynomial time approximation scheme (FPTAS) for this problem unless $\mathrm{P}=\mathrm{NP}$. The exact algorithms with time complexity $\mathcal{O}\left(k N^{k+1}\right)$ were proposed in [1,19]. If the space dimension $k$ is fixed, these algorithms are polynomial and their time complexity is $\mathcal{O}\left(N^{k+1}\right)$. An exact algorithm for the case of integer inputs was presented in [10]. The time complexity of the algorithm is $\mathcal{O}\left(k N(2 M B+1)^{k}\right)$, where $B$ is the maximum absolute coordinate value in the input set. If the space dimension is fixed, the algorithm is pseudo-polynomial and its time complexity is $\mathcal{O}\left(N(M B)^{k}\right)$. In [11], a 2-approximation polynomial algorithm with time complexity $\mathcal{O}\left(k N^{2}\right)$ was presented for the general case of the problem. A polynomial time approximation scheme (PTAS) was proposed in [18]. The time complexity of the scheme is $\mathcal{O}\left(k N^{2 / \varepsilon+1}(9 / \varepsilon)^{3 / \varepsilon}\right)$, where $\varepsilon>0$ is a relative error.

In [12], the algorithm was proposed which allows finding a $(1+\varepsilon)$-approximate solution in $\mathcal{O}\left(k N^{2}(2 \sqrt{k} M / \varepsilon+2)^{k}\right)$ time for given $\varepsilon \in(0,1)$. For fixed space dimension $k$, the algorithm runs in $\mathcal{O}\left(N^{2}(M / \varepsilon)^{k}\right)$ time and implements an FPTAS.

An improved approximation scheme that allows finding a $(1+\varepsilon)$-approximate solution in $\mathcal{O}\left(k N^{2}\left(\sqrt{\frac{2 k}{\varepsilon}}+2\right)^{k}\right)$ time was proposed in [13]. If the space dimension is fixed, the algorithm implements an FPTAS, since its time complexity in this
case is $\mathcal{O}\left(N^{2}(1 / \varepsilon)^{k / 2}\right)$. In the same work, an improved approximation scheme were proposed. The time complexity of this scheme is $\mathcal{O}\left(\sqrt{k} N^{2}\left(\frac{\pi e}{2}\right)^{k / 2}\left(\sqrt{\frac{2}{\varepsilon}}+2\right)^{k}\right)$. In the case of dimension $k=\mathcal{O}(\log N)$, the improved scheme remains polynomial. In this case it implements a PTAS with $\mathcal{O}\left(N^{c\left(1.05+\log \left(2+\sqrt{\frac{2}{\varepsilon}}\right)\right)}\right)$ time, where $c$ is a positive constant.

In [8], a parameterized randomized algorithm for the $M$-Variance problem was proposed. For given upper bounds on the relative error and failure probability, the parameter value is defined for which the algorithm finds approximate solutions in a polynomial time. The conditions are found under which these algorithms are asymptotically exact and have the time complexity that is linear in the space dimension and quadratic in the size of the input set.

## 3 New Proof of Strong NP-hardness

Theorem 9 in [4] implies that Problem 1 is NP-hard in the strong sense because the square of Euclidean norm induces a distance space of negative type. Nevertheless, for the sake of completeness, we provide a direct proof of this fact since it is very short and simple.

It is known [16] that the classic NP-complete Independent Set problem [6] remains NP-complete for regular graphs:

Independent Set in a Regular Graph. Given a regular graph $G$ of degree $d$ and a positive integer $M$, find whether this graph contains a vertex subset of cardinality $M$ such that every two vertices of this subset are not connected by an edge.

Theorem 1. Problem 1 is NP-hard in the strong sense.
Let $G$ be a regular graph of degree $d$ with $N$ vertices and $q=d N / 2$ edges. Construct the following instance of Problem 1. Put $k=q$ and assign to every vertex of the graph $G$ a $k$-dimensional vector $y$ whose $i$-th coordinate is 1 if the edge $i$ is incident with this vertex, and is 0 otherwise. Then, for a pair of vectors $y$ and $z$ from $Y=\left\{y_{1}, \ldots, y_{N}\right\}$, clearly, $\|y-z\|^{2}=2 d-2$, if the vertices of $G$ corresponding to $y$ and $z$ are adjacent, and $\|y-z\|^{2}=2 d$, otherwise. So, the optimum of Problem 1 is at least $2 d M(M-1)$ iff $G$ contains an independent set of size $M$.

Note that the instance of Problem 1 constructed in Theorem 1 has integer (indeed, Boolean) input vectors, and therefore, the objective function takes only integer values. Besides, the value of objective function is bounded by a polynomial in the input size. Therefore (see e.g. [6]), unless $\mathrm{P}=\mathrm{NP}$, the general case of Problem 1 does not admit a fully polynomial time approximation scheme (FPTAS).

## 4 Properties of the Objective Function

Denote by $C^{*}$ the optimal solution of the Problem 1. The following "folklore" result is well-known. It gives an expression of the total quadratic cluster spread with respect to any given point in terms of the cluster centroid.

Lemma 1. For an arbitrary point $x \in \mathbb{R}^{k}$ and a finite set $C \subset \mathbb{R}^{k}$, we have the equality

$$
\begin{equation*}
\sum_{z \in C}\|z-x\|^{2}=\sum_{z \in C}\|z-\bar{z}(C)\|^{2}+|C| \cdot\|x-\bar{z}(C)\|^{2} \tag{3}
\end{equation*}
$$

where $\bar{z}$ is the centroid of $C$.
The above mentioned equality (2) relating the objective functions $f(C)$ and $h(C)$ follows from Lemma 1 by summation over $x \in C$. A number of results in $[10,12,13]$ for the minimization version of the problem exploit Lemma 1 as well.

The next lemma provides another expression for the objective function $f(C)$, which will be useful for development of an exact algorithm based on dynamic programming in Sect.5. Here we use the Boolean programming formulation, where binary variables $x_{1}, \ldots, x_{N}$ give a natural representation of a subset $C \subseteq$ $Y$, assuming $x_{j}=1$ if point $y_{j} \in C$ and $x_{j}=0$ otherwise, $j=1, \ldots, N$. Let $x=\left(x_{1}, \ldots, x_{N}\right)$ and $f_{N}(x)=f(C)$, where $C$ is represented by $x$.

Let $y_{j}=\left(a_{1 j}, a_{2 j} \ldots, a_{k j}\right), j=1, \ldots, N$. Then Problem 1 is equivalent to the following Boolean linear programming problem.

Problem 2.

$$
\begin{equation*}
\max f_{N}(x)=\max \sum_{j=1}^{N} \sum_{r=1}^{k} x_{j}\left(a_{r j}-\frac{\sum_{i=1}^{N} a_{r i} x_{i}}{M}\right)^{2} \tag{4}
\end{equation*}
$$

subject to

$$
\begin{gather*}
\sum_{j=1}^{N} x_{j}=M,  \tag{5}\\
x_{j} \in\{0,1\}, j=1, \ldots, N . \tag{6}
\end{gather*}
$$

Lemma 2. If $\sum_{j=1}^{N} x_{j}=M$ then

$$
\begin{equation*}
f_{N}(x)=\sum_{j=1}^{N} \frac{x_{j}}{M} \sum_{r=1}^{k}\left((M-1) a_{r j}^{2}-2 a_{r j} \sum_{i=1}^{j-1} a_{r i} x_{i}\right) \tag{7}
\end{equation*}
$$

Proof. We can rewrite the objective function (4) as

$$
\begin{gathered}
f_{N}(x)=\sum_{r=1}^{k} \sum_{j=1}^{N} x_{j}\left(a_{r j}-\frac{\sum_{i=1}^{N} a_{r i} x_{i}}{M}\right)^{2} \\
=\sum_{r=1}^{k} \sum_{j=1}^{N}\left(a_{r j}^{2} x_{j}-\frac{2}{M} a_{r j} x_{j} \sum_{i=1}^{N} a_{r i} x_{i}+\frac{1}{M^{2}} x_{j} \sum_{i=1}^{N} a_{r i}^{2} x_{i}\right. \\
\left.+\frac{2}{M^{2}} x_{j} \sum_{i=1}^{N} a_{r i} x_{i} \sum_{h=1}^{i-1} a_{r h} x_{h}\right) \\
=\sum_{r=1}^{k}\left(\sum_{j=1}^{N} a_{r j}^{2} x_{j}-\frac{2}{M} \sum_{j=1}^{N} a_{r j} x_{j} \sum_{i=1}^{N} a_{r i} x_{i}+\frac{1}{M^{2}} \sum_{j=1}^{N} x_{j} \sum_{i=1}^{N} a_{r i}^{2} x_{i}\right. \\
\left.+\frac{2}{M^{2}} \sum_{j=1}^{N} x_{j} \sum_{i=1}^{N} a_{r i} x_{i} \sum_{h=1}^{i-1} a_{r h} x_{h}\right) \\
=\sum_{r=1}^{k}\left(\sum_{j=1}^{N} a_{r j}^{2} x_{j}-\frac{2}{M} \sum_{j=1}^{N} a_{r j}^{2} x_{j}-\frac{4}{M} \sum_{j=1}^{N} a_{r j} x_{j} \sum_{i=1}^{j-1} a_{r i} x_{i}+\frac{1}{M} \sum_{i=1}^{N} a_{r i}^{2} x_{i}\right. \\
\left.\quad+\frac{2}{M} \sum_{i=1}^{N} a_{r i} x_{i} \sum_{h=1}^{i-1} a_{r h} x_{h}\right) \\
=\sum_{r=1}^{k}\left(\frac{M-1}{M} \sum_{j=1}^{N} a_{r j}^{2} x_{j}-\frac{2}{M} \sum_{j=1}^{N} a_{r j} x_{j} \sum_{i=1}^{j-1} a_{r i} x_{i}\right) \\
=\sum_{j=1}^{N} \frac{x_{j}}{M} \sum_{r=1}^{k}\left((M-1) a_{r j}^{2}-2 a_{r j} \sum_{i=1}^{j-1} a_{r i} x_{i}\right) .
\end{gathered}
$$

## 5 Exact Algorithm for Integer Instances

Our exact algorithm for instances with integer coordinates is based on dynamic programming. Consider the Boolean programming formulation (4)-(6) and introduce functions $s_{j}(\cdot)$ for partial sums in (7):

$$
s_{j}\left(x_{1}, \ldots, x_{j}\right)=\frac{x_{j}}{M} \sum_{r=1}^{k}\left((M-1) a_{r j}^{2}-2 a_{r j} \sum_{i=1}^{j-1} a_{r i} x_{i}\right), j=1, \ldots, N .
$$

Then we have $f_{N}(x)=\sum_{j=1}^{N} s_{j}\left(x_{1}, \ldots, x_{j}\right)$.
Let $F_{j}\left(m, A_{1}, \ldots, A_{k}\right)$ be the maximum diversity for partial solutions $\left(x_{1}, \ldots, x_{j}\right)$ such that exactly $m \leq M$ components among $x_{1}, \ldots, x_{j}$ are equal to 1 and $\sum_{i=1}^{j-1} a_{r i} x_{i}=A_{r}$ for every $r=1, \ldots, k$. Formally,

$$
\begin{equation*}
F_{j}\left(m, A_{1}, \ldots, A_{k}\right)=\max \sum_{i=1}^{j} s_{i}\left(x_{1}, \ldots, x_{i}\right) \tag{8}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\sum_{i=1}^{j} x_{j}=m \tag{9}
\end{equation*}
$$

$$
\begin{gather*}
\sum_{i=1}^{j-1} a_{r i} x_{i}=A_{r}, \quad r=1, \ldots, k  \tag{10}\\
x_{i} \in\{0,1\}, i=1, \ldots, j \tag{11}
\end{gather*}
$$

In the case of integer inputs $y_{j} \in \mathbb{Z}^{k}, j=1, \ldots, N$, the partial sums $\sum_{i=1}^{j-1} a_{r i} x_{i}$ take only integer values from $[-B, B]$ (recall that $B$ denotes the maximum absolute coordinate value in the input set) and we have the Bellman Equation:

$$
\begin{aligned}
& F_{j}\left(m, A_{1}, \ldots, A_{k}\right)= \\
& \max _{x_{j} \in\{0,1\}} \begin{cases}F_{j-1}\left(m, A_{1}, \ldots, A_{k}\right), & \text { if } x_{j}=0 \\
F_{j-1}\left(m-1, A_{1}-a_{1 j}, \ldots, A_{k}-a_{k j}\right)+ & \\
+\frac{1}{M} \sum_{r=1}^{k}\left((M-1) a_{r j}^{2}-2 a_{r j} A_{r}\right), & \text { otherwise. }\end{cases}
\end{aligned}
$$

Our exact algorithm for instances with integer coordinates of the input points works as follows. Put $A:=\max _{1 \leq r \leq k} \sum_{j=1}^{N} a_{r j} \leq B N$. First, compute recursively the set of values $F_{j}\left(m, A_{1}, \ldots, A_{k}\right)$ for all $j=1, \ldots, N$, $m=1, \ldots, M$, and $A_{1}=-A, \ldots, A$, where they are defined (otherwise assume $\left.F_{j}\left(m, A_{1}, \ldots, A_{k}\right)=0\right)$. The set of binary vectors $x_{1}, \ldots, x_{j}$ corresponding to each $F_{j}\left(m, A_{1}, \ldots, A_{k}\right)$ can be easily back-tracked. Then, compute

$$
f_{N}\left(x^{*}\right)=\max _{x \in\{0,1\}^{N}} \sum_{j=1}^{N} s_{j}\left(x_{1}, \ldots, x_{j}\right)=\max _{\left(A_{1}, \ldots, A_{k}\right) \in[-A, A]^{k}} F_{N}\left(M, A_{1}, \ldots, A_{k}\right)
$$

Output a subset $C=\cup_{j: x_{j}^{*}=1}\left\{y_{j}\right\}$ as a solution to the problem. This algorithm is called Algorithm DP in what follows.

Clearly, Lemma 3 below establishes a relation between optimal and algorithmic solutions.

Lemma 3. Suppose that components of all points in $Y$ are integers from the interval $[-B, B]$. Then the solution found by the Algorithm DP has the objective value $f_{D P}=f\left(C^{*}\right)=\frac{1}{2 M} h\left(C^{*}\right)$.

The following theorem establishes the time complexity and correctness of the Algorithm DP.

Theorem 2. If components of all points in $Y$ have integer values in the interval $[-B, B]$, then Algorithm DP finds an optimal solution to Problem 2 in time $\mathcal{O}\left(M N(2 A+1)^{k}\right)$.

Algorithm DP is pseudo-polynomial for a fixed $k$ of the space dimension since the time complexity of this algorithm is $\mathcal{O}\left(M N(B N)^{k}\right)$ that is polynomially bounded in terms of problem dimension $N$ and the value of $B$. This is expressed in the following

Corollary 1. If components of all points in $Y$ are integers from the interval $[-B, B]$ and $k$ is bounded above by a constant, then Algorithm DP finds an optimal solution to Problem 1 in pseudo-polynomial time $\mathcal{O}\left(M N(B N)^{k}\right)$.

## 6 Approximation Scheme

In order to obtain an FPTAS in the case of fixed space dimension $k$, we can use the well-known rounding the input technique (see e.g. [7] or [6], Chapter 6).

For each subset $C \subset Y$ denote by $J(C) \subset\{1, \ldots, N\}$ the set of indices $j$ of all elements $y_{j}$ from $C$.

First of all, preprocess the input data in such a way that all coordinates become non-negative and, moreover, $\min _{j} a_{i j}=0$ for each $i=1, \ldots, k$. Recall that $a_{i j}$ is the $i$-th coordinate of the vector $y_{j}$. This can be done by an affine transformation that, clearly, changes neither the value of the objective function nor the set of indices $J^{*}:=J\left(C^{*}\right)$ of the optimal solution.

Given an instance of Problem 1, i.e. an $N$-element set $Y \subset \mathbb{R}^{k}$ and an integer $M \leq N$, modify the instance, replacing each coordinate $a_{i j}, i=1, \ldots, k$ of every vector $y_{j}, j=1 \ldots, N$ by the new value $\hat{a}_{i j}:=\left\lfloor a_{i j} / K\right\rfloor$ for some appropriate $K>0$ which will be chosen later. Let $\hat{y}_{j}=\left(\hat{a}_{1 j}, \ldots, \hat{a}_{k j}\right), j=1, \ldots, N$. Suppose that $B$ is the maximum absolute coordinate value in the input set. The time complexity of Algorithm DP on the resulting instance with integer input data is $\mathcal{O}\left(M N(N B / K)^{k}\right)$ by Corollary 1. Let the Algorithm DP output a set $\hat{C} \subseteq$ $\left\{\hat{y}_{1}, \ldots, \hat{y}_{N}\right\} \subset \mathbb{Z}^{k}$, where $|\hat{C}|=M$ and $h(\hat{C})$ is the optimal value of the objective function of the rounded instance.

Note that for every $j \neq j^{\prime}$ the squared distance $\left\|\hat{y}_{j}-\hat{y}_{j^{\prime}}\right\|^{2}$ is at least

$$
\sum_{i=1}^{k}\left(\frac{\left|a_{i j}-a_{i j^{\prime}}\right|}{K}-1\right)^{2}=\sum_{i=1}^{k}\left(\frac{a_{i j}}{K}-\frac{a_{i j^{\prime}}}{K}\right)^{2}-2 \sum_{i=1}^{k} \frac{\left|a_{i j}-a_{i j^{\prime}}\right|}{K}+k .
$$

So,

$$
\begin{align*}
\left\|y_{j}-y_{j^{\prime}}\right\|^{2} \leq K^{2}\left\|\hat{y}_{j}-\hat{y}_{j^{\prime}}\right\|^{2}+2 k K \max _{i} & \left|a_{i j}-a_{i j^{\prime}}\right|-k K^{2} \\
& \leq K^{2}\left\|\hat{y}_{j}-\hat{y}_{j^{\prime}}\right\|^{2}+2 k K B . \tag{12}
\end{align*}
$$

Denote by $Z(J)$ the subset of vectors $\left\{\hat{y}_{j}, j \in J\right\}$, of the rounded instance defined by the set of indices $J \subseteq\{1, \ldots, N\}$. Since $\left|C^{*}\right|=M$, we have the following inequality

$$
\begin{equation*}
h\left(C^{*}\right) \leq K^{2} h\left(Z\left(J^{*}\right)\right)+2 k K B M^{2}, \tag{13}
\end{equation*}
$$

giving us the following relation between the optimum value $h\left(C^{*}\right)$ and the optimum value $h(\hat{C})$ for the modified instance:

$$
\begin{equation*}
h\left(C^{*}\right) \leq K^{2} h(\hat{C})+2 k K B M^{2} . \tag{14}
\end{equation*}
$$

Similarly to (12), for every $j \neq j^{\prime}$ the squared distance $\left\|\hat{y}_{j}-\hat{y}_{j^{\prime}}\right\|^{2}$ is at most

$$
\sum_{i=1}^{k}\left(\frac{\left|a_{i j}-a_{i j^{\prime}}\right|}{K}+1\right)^{2}=\sum_{i=1}^{k}\left(\frac{a_{i j}}{K}-\frac{a_{i j^{\prime}}}{K}\right)^{2}+2 \sum_{i=1}^{k} \frac{\left|a_{i j}-a_{i j^{\prime}}\right|}{K}+k
$$

i.e.

$$
\begin{equation*}
\left\|y_{j}-y_{j^{\prime}}\right\|^{2} \geq K^{2}\left\|\hat{y}_{j}-\hat{y}_{j^{\prime}}\right\|^{2}-2 k K B-k K^{2} \tag{15}
\end{equation*}
$$

which means that

$$
\begin{equation*}
K^{2} h(\hat{C}) \leq \sum_{j \in J^{\prime}} \sum_{j^{\prime} \in J^{\prime}}\left\|y_{j}-y_{j^{\prime}}\right\|^{2}+\left(2 K B+K^{2}\right) k M^{2} \tag{16}
\end{equation*}
$$

where $J^{\prime}=J(\hat{C})$. So, for an approximate solution $C:=\cup_{j \in J^{\prime}}\left\{y_{j}\right\}$ of the original instance the value $h(C)=\sum_{j \in J^{\prime}} \sum_{j^{\prime} \in J^{\prime}}\left\|y_{j}-y_{j^{\prime}}\right\|^{2}$ differs from $K^{2} h(\hat{C})$ by at most (2KB + $K^{2}$ ) $k M^{2}$ due to (16). Combining this with (14), we conclude that

$$
\begin{equation*}
h\left(C^{*}\right)-h(C) \leq\left(4 K B+K^{2}\right) k M^{2} . \tag{17}
\end{equation*}
$$

Given a precision parameter $\varepsilon \in(0,1)$, choose

$$
K:=\frac{3 B}{2^{4} k^{2} M^{4}\left(\varepsilon^{-1}+1\right)^{2}}
$$

In what follows, Algorithm DP applied to the rounded input data with this $K$ outputting the feasible solution $C$ defined above is referred to as Algorithm $\mathrm{A}_{\varepsilon}$.

The approximation algorithm $\mathrm{A}_{\varepsilon}$ has the time complexity $\mathcal{O}\left(M N\left(N M^{4}\right.\right.$ $\left.\left.\left(\varepsilon^{-1}+1\right)^{2}\right)^{k}\right)$ which is polynomial in $N$ and $\varepsilon^{-1}$, if $k=O(1)$. Moreover, in view of (17) it holds that

$$
\begin{gathered}
h\left(C^{*}\right)-h(C) \leq\left(4 K B+K^{2}\right) k M^{2}<\frac{3 B^{2}}{4 k M^{2}\left(\varepsilon^{-1}+1\right)^{2}}+\frac{9 B^{2}}{k^{3} 2^{8} M^{6}\left(\varepsilon^{-1}+1\right)^{4}} \\
=\frac{B^{2}}{\varepsilon^{-1}+1}\left(\frac{3}{4} A+\frac{9}{256} A^{3}\right),
\end{gathered}
$$

where $A:=\frac{1}{k M^{2}\left(\varepsilon^{-1}+1\right)}<1 / 2$. So, $\frac{3}{4} A+\frac{9}{256} A^{3}<1$ and

$$
\begin{equation*}
h(C)>h\left(C^{*}\right)-\frac{B^{2}}{\varepsilon^{-1}+1} . \tag{18}
\end{equation*}
$$

Now note that $h\left(C^{*}\right) \geq D^{2}$, where $D:=\max _{j \neq j^{\prime}}\left\|y_{j}-y_{j^{\prime}}\right\|$ is the distance between the most remote points of the input set. Due to the preprocessing, we have $D \geq B$ and $h\left(C^{*}\right) \geq D^{2} \geq B^{2}$.

Therefore, by (18) it holds that

$$
\begin{equation*}
h(C)>B^{2}-\frac{B^{2}}{\varepsilon^{-1}+1} . \tag{19}
\end{equation*}
$$

Using (18) and (19) we get the approximation guarantee

$$
\begin{equation*}
\frac{h\left(C^{*}\right)}{h(C)} \leq \frac{h(C)+\frac{B^{2}}{\varepsilon^{-1}+1}}{h(C)}<1+\frac{\frac{B^{2}}{\varepsilon^{-1}+1}}{B^{2}-\frac{B^{2}}{\varepsilon^{-1}+1}}=1+\varepsilon . \tag{20}
\end{equation*}
$$

Therefore the following theorem holds.
Theorem 3. In the case of $k=\mathcal{O}(1)$, Algorithm $A_{\varepsilon}$ constitutes an FPTAS for Problem 1 with the time complexity $\mathcal{O}\left(N^{k+1} M^{4 k+1} \varepsilon^{-2 k}\right)$.

## 7 Conclusions

The Maximum Diversity Subset problem is considered, where the optimization criterion is to maximize the sum of squared Euclidean distances between all points of the chosen subset. The main results of this paper are obtained for the case when the dimension of the space is not a part of the input (i.e. the dimension is fixed or bounded by a constant). In particular we show that in this special case, the Maximum Diversity Subset problem is solvable in a pseudo-polynomial time, if the coordinates of the input points are all integer. Using this fact, a fully polynomial time approximation scheme is proposed for the case when the dimension of the space is not a part of the input.

Further "positive" results for the Maximum Diversity Subset problem with squared Euclidean distances may be expected for the special cases of Euclidean space dimensions 1 and 2 .
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#### Abstract

Stochastic optimization problems with probabilistic and quantile objective functions are considered. The probability objective function is defined as the probability that the value of losses does not exceed a fixed level. The quantile function is defined as the minimal value of losses that cannot be exceeded with a fixed probability. Sample approximations of the considered problems are formulated. A method to estimate the accuracy of the approximation of the probability maximization and quantile minimization is described for the case of a finite set of feasible strategies. Based on this method, we estimate the necessary sample size to obtain (with a given probability) an epsilon-optimal strategy to the original problems by solving their approximations in the cases of finite set of feasible strategies. Also, the necessary sample size is obtained for the probability maximization in the case of a bounded infinite set of feasible strategies and a Lipschitz continuous probability function.
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## 1 Introduction

Problems of stochastic programming with probabilistic and quantile objective functions are encountered in many applied problems, where special attention is paid to the reliability of the system. These problems and methods for solving them are well covered in [1].

In this paper, we research the sample average approximation (SAA) method for solving stochastic programming problems with probabilistic and quantile objective functions. This method is based on statistical estimation of the objective function. For the expectation objective function, the convergence of the SAA method is proved in [2]. The SAA method was applied to stochastic programming problems with probabilistic constraints in [3], where the convergence of the method was proved for a special case of the problem. In [4], the possibility of approximating a stochastic programming problem with probabilistic and
quantile objective function was investigated. The hypo-convergence of sampling probability functions is proved, which in turn guarantees the convergence of the approximation of the probability maximization and quantile minimization problems with respect to the value of the objective function and with respect to the optimization strategy.

From recent works on the SAA, [5] can be noted, where general approach to study approximations of stochastic programming problems is suggested. In [6], confidence bounds on the optimal objective value are constructed.

When the SAA method is applied, the reduced problem can be considered as a stochastic optimization problem with discrete distribution of the vector of random parameters. These problems can be reduced to mixed integer programming problems [7], which can be solved by using available software.

To apply the SAA method, it is useful to know the quality of the obtained approximate solution. In [8-10], in the case of a finite set of feasible strategies, an estimate of the required sample size was obtained to approximate an expectation minimization problem. This result was extended for the case of a Lipschitz continuous expectation function in [8]. To estimate the required number of realizations of the random vector, the exponential estimation of large deviations was used. In [11], the rate of convergence is studied for stochastic programming problems with probabilistic constraints.

This paper presents sample size estimates for problems of stochastic programming with probabilistic and quantile objective function. For the probability maximization, we consider cases of finite and bounded set of feasible strategies. For the quantile minimization, the case of finite set of feasible strategies is considered.

## 2 Statement

Let $(\mathcal{X}, \mathcal{F}, \mathbf{P})$ be a complete probability space. Let $X$ be a random vector defined on this probability space. For simplicity, we assume that $\mathcal{X} \subset \mathbb{R}^{m}$ is a closed set.

Let us denote by $\Phi(\cdot): U \times \mathcal{X} \rightarrow(-\infty,+\infty)$ a loss function, where $U \subset \mathbb{R}^{n}$ is a nonempty compact set of strategies $u$. We assume that the function $(u, x) \mapsto$ $\Phi(u, x)$ is lower semi-continuous in $u \in U$ and $\mathcal{B}(U) \times \mathcal{F}$-measurable in $x \in \mathcal{X}$, where $\mathcal{B}(U)$ is the Borel $\sigma$-algebra of subsets $U$. These conditions guarantees that the function $(u, x) \mapsto \Phi(u, x)$ is a normal integrand [12].

Let us introduce the probability function

$$
P_{\varphi}(u) \triangleq \mathbf{P}\{\Phi(u, X) \leqslant \varphi\}
$$

and quantile function

$$
\varphi_{\alpha}(u) \triangleq \min \left\{\varphi: P_{\varphi}(u) \geqslant \alpha\right\}
$$

where $\alpha \in\left(0, P^{*}\right)$ is a given reliability level,

$$
P^{*}=\sup _{u \in U} \mathbf{P}\{\Phi(u, X)<+\infty\} .
$$

We consider the probability maximization problem

$$
\begin{equation*}
\alpha^{*} \triangleq \sup _{u \in U} P_{\varphi}(u) \tag{1}
\end{equation*}
$$

and the quantile minimization problem

$$
\begin{equation*}
\varphi^{*} \triangleq \inf _{u \in U} \varphi_{\alpha}(u) \tag{2}
\end{equation*}
$$

The sets of $\varepsilon$-optimal solutions to problems (1) and (2) are denoted by

$$
\begin{gathered}
U_{\varphi}^{\varepsilon} \triangleq\left\{u \in U: P_{\varphi}(u) \geq \alpha^{*}-\varepsilon\right\} \\
V_{\alpha}^{\varepsilon} \triangleq\left\{u \in U: \varphi_{\alpha}(u) \leq \varphi^{*}+\varepsilon\right\}
\end{gathered}
$$

respectively.

## 3 Sample Approximation

Let $X_{1}, \ldots, X_{N}$ be a sample generated by random vector $X$, i.e., random vectors $X_{k}, k=\overline{1, N}$, are independent identically distributed with distribution function $F(x)=\mathbf{P}\{X \leqslant x\}$. We assume that the sample is defined on a complete probability space $\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}^{\prime}\right)$. This probability space may differ from the space $(\mathcal{X}, \mathcal{F}, \mathbf{P})$. However, below we will use the same letter $\mathbf{P}$ for the probability $\mathbf{P}^{\prime}$, because it is clear which probability space is considered. Then we can write the frequency of the event $\{\Phi(u, X) \leqslant \varphi\}$ as

$$
\begin{equation*}
P_{\varphi}^{(N)} \triangleq \frac{1}{N} \sum_{k=1}^{N} \chi_{(-\infty, \varphi]}\left(\Phi\left(u, X_{k}\right)\right) . \tag{3}
\end{equation*}
$$

where

$$
\chi_{A}(x) \triangleq \begin{cases}0, & x \in A \\ 1, & x \notin A\end{cases}
$$

By using (3), the quantile function can be estimated by

$$
\begin{equation*}
\varphi_{\alpha}^{(N)}(u) \triangleq \min \left\{\varphi: P_{\varphi}^{(N)}(u) \geq \alpha\right\} . \tag{4}
\end{equation*}
$$

The sample approximation of the probability maximization problem is formulated as

$$
\begin{equation*}
\hat{U}_{\varphi}^{(N)} \triangleq \operatorname{Arg} \max _{u \in U} P_{\varphi}^{(N)}(u), N \in \mathbb{N} \tag{5}
\end{equation*}
$$

and the sample approximation of the quantile minimization problem is formulated as

$$
\begin{equation*}
\hat{V}_{\alpha}^{(N)} \triangleq \operatorname{Arg} \min _{u \in U} \varphi_{\alpha}^{(N)}(u), N \in \mathbb{N} . \tag{6}
\end{equation*}
$$

From [4] it follows that quantile function (4) coincides with the order statistics of sample values $\left\{\Phi_{k}\right\}_{k=1}^{N}$ for the random variable $\Phi \triangleq \Phi(u, X)$ that has index $\lceil\alpha N\rceil$ and is called the sample quantile, where $\lceil x\rceil \triangleq \min \{k \in \mathbb{N}: x \leqslant k\}$.

## 4 Estimation of the Necessary Sample Size for Probability Maximization

In [4] the convergence of the approximating stochastic programming problems (5) and (6). These results, however, do not show the quality of solutions for a given sample of size $N$. In this section, we find upper bounds on the necessary sample size to consider a solution to (5) as an approximate solution to problem (1).

### 4.1 Case of Finite Set of Feasible Strategies

Let us begin with the case when the set $U$ is finite. Its cardinality is denoted by $|U|$.

We consider the event

$$
\left\{\hat{U}_{\varphi}^{(N)} \not \subset U_{\varphi}^{\varepsilon}\right\}=\bigcup_{u \in U \backslash U_{\varphi}^{\varepsilon}} \bigcap_{y \in U}\left\{\hat{P}_{\varphi}^{(N)}(u) \geqslant \hat{P}_{\varphi}^{(N)}(y)\right\}
$$

The event $\left\{\hat{U}_{\varphi}^{(N)} \not \subset U_{\varphi}^{\varepsilon}\right\}$ means that there exists an optimal solution $u_{\varphi}^{(N)}$ to the approximation problem (5) such that $u_{\varphi}^{(N)}$ is not $\varepsilon$-optimal solution to the true problem (1).

Then, given that the set $U$ is finite, we can find an upper bound for the probability

$$
\begin{equation*}
\mathbf{P}\left\{\hat{U}_{\varphi}^{(N)} \not \subset U_{\varphi}^{\varepsilon}\right\} \leq \sum_{u \in U \backslash U_{\varphi}^{\varepsilon}} \mathbf{P}\left(\bigcap_{y \in U}\left\{\hat{P}_{\varphi}^{(N)}(u) \geq \hat{P}_{\varphi}^{(N)}(y)\right\}\right) \tag{7}
\end{equation*}
$$

Let $u^{*}$ be an optimal solution to the true problem (1). If there several optimal solution to problem (1), then $u^{*}$ can be taken arbitrarily. It follows from (7) that

$$
\begin{align*}
\mathbf{P}\left\{\hat{U}_{\varphi}^{(N)} \not \subset U_{\varphi}^{\varepsilon}\right\} & \leq \sum_{u \in U \backslash U_{\varphi}^{\varepsilon}} \mathbf{P}\left\{P_{\varphi}^{(N)}(u) \geq P_{\varphi}^{(N)}\left(u^{*}\right)\right\} \\
& \leq|U| \max _{u \in U \backslash U_{\varphi}^{\varepsilon}} \mathbf{P}\left\{\hat{P}_{\varphi}^{(N)}(u) \geq \hat{P}_{\varphi}^{(N)}\left(u^{*}\right)\right\} \tag{8}
\end{align*}
$$

Let us introduce the random variables

$$
\xi_{k}=\chi_{(-\infty, \varphi]}\left(\Phi\left(u, X_{k}\right)\right)-\chi_{(-\infty, \varphi]}\left(\Phi\left(u^{*}, X_{k}\right)\right)
$$

Notice that $\xi_{k}$ are independent. Then we can write

$$
\mathbf{P}\left\{\hat{P}_{\varphi}^{(N)}(u) \geq \hat{P}_{\varphi}^{(N)}\left(u^{*}\right)\right\}=\mathbf{P}\left\{\sum_{k=1}^{N} \xi_{k} \geq 0\right\}=\mathbf{P}\left\{\exp \left(t \sum_{k=1}^{N} \xi_{k}\right) \geq 1\right\}
$$

where $t>0$. By Chebyshev's inequality,

$$
\begin{equation*}
\mathbf{P}\left\{\exp \left(t \sum_{k=1}^{N} \xi_{k}\right) \geq 1\right\} \leq \mathbf{E}\left[\exp \left(t \sum_{k=1}^{N} \xi_{k}\right)\right]=(M(t))^{N} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
M(t) \triangleq \mathbf{E}\left[\exp \left(t \xi_{1}\right)\right] \tag{10}
\end{equation*}
$$

is the moment-generating function of the random variable $\xi_{1}$.
Lemma 1. Let $M(t)$ be the function defined by (10). Let $0<\varepsilon<\alpha^{*}$. Then

$$
\inf _{t>0} M(t) \leq \sqrt{1-\varepsilon^{2}}
$$

If $\alpha^{*} \leq \frac{1+\varepsilon}{2}$, then

$$
\inf _{t>0} M(t) \leq 2 \sqrt{\left(\alpha^{*}-\varepsilon\right) \alpha^{*}}+1+\varepsilon-2 \alpha^{*} \leq \sqrt{1-\varepsilon^{2}} .
$$

Proof. Let us introduce the events

$$
\begin{aligned}
A \triangleq\{\Phi(u, X) & \leq \varphi\} \\
B \triangleq\left\{\Phi\left(u^{*}, X\right)\right. & \leq \varphi\}
\end{aligned}
$$

Then

$$
M(t)=p_{+} e^{t}+p_{-} e^{-t}+1-p_{+}-p_{-},
$$

where

$$
\begin{equation*}
p_{+}=\mathbf{P}(A \cap \bar{B}), \quad p_{-}=\mathbf{P}(\bar{A} \cap B) \tag{11}
\end{equation*}
$$

Since $u^{*}$ is an optimal solution to the true problem (1) and $u \in U \backslash U_{\varphi}^{\varepsilon}$, it holds that

$$
\begin{equation*}
\mathbf{P}(A) \leq \alpha^{*}-\varepsilon, \quad \mathbf{P}(B)=\alpha^{*} \tag{12}
\end{equation*}
$$

From (11) and (12), it follows that

$$
\begin{equation*}
p_{+} \in\left[0, \alpha^{*}-\varepsilon\right], \quad p_{-} \in\left[\varepsilon, \alpha^{*}\right] . \tag{13}
\end{equation*}
$$

Therefore,
$\varepsilon \leq \mathbf{P}(B)-\mathbf{P}(A)=\mathbf{P}(\bar{A} \cap B)+\mathbf{P}(A \cap B)-(\mathbf{P}(A \cap \bar{B})+\mathbf{P}(A \cap B))=p_{-} p_{+}$.

The function $t \mapsto M(t)$ is convex. From the optimality conditions, we obtain

$$
\operatorname{Arg} \min _{t>0} M(t)=\left\{\frac{1}{2} \ln \frac{p_{-}}{p_{+}}\right\}
$$

if $p_{+}>0$. From (14), it follows that

$$
\frac{1}{2} \ln \frac{p_{-}}{p_{+}}>0
$$

Thus,

$$
\begin{equation*}
Q\left(p_{+}, p_{-}\right)=\inf _{t>0} M(t)=2 \sqrt{p_{-} p_{+}}+1-p_{+}-p_{-} . \tag{15}
\end{equation*}
$$

If $p_{+}=0$, then equality (15) holds too.
The function $\left(p_{+}, p_{-}\right) \mapsto Q\left(p_{+}, p_{-}\right)$is concave (see, for example, [13, P. 74] ). Let us find

$$
\max _{p_{+}, p_{-}} Q\left(p_{+}, p_{-}\right)
$$

subject to (13), (14), and (15). Since the unconditional maximum of $Q\left(p_{+}, p_{-}\right)$ is attained when $p_{+}=p_{-}$, the conditional maximum is attained when the constraint (14) is active. Taking into account the constraint $p_{+}+p_{-} \leq 1$, it is easy to see that

$$
\begin{aligned}
& \inf _{t>0} M(t) \leq \\
& \max _{p_{+}, p_{-}}\left\{Q\left(p_{+}, p_{-}\right) \mid p_{-}-p_{+}=\varepsilon, p_{+}+p_{-} \leq 1, p_{+} \in\left[0, \alpha^{*}-\varepsilon\right], p_{-} \in\left[\varepsilon, \alpha^{*}\right]\right\} \\
& =\max _{p_{+}}\left\{2 \sqrt{p_{+}\left(p_{+}+\varepsilon\right)}+1-2 p_{+}-\varepsilon \mid p_{+}+p_{+}+\varepsilon \leq 1, p_{+} \in\left[0, \alpha^{*}-\varepsilon\right]\right\} \\
& \quad= \begin{cases}2 \sqrt{\frac{1-\varepsilon}{2} \cdot \frac{1+\varepsilon}{2}}+1-(1-\varepsilon)-\varepsilon=\sqrt{1-\varepsilon^{2}} & \text { if } \alpha^{*}-\varepsilon>\frac{1-\varepsilon}{2}, \\
2 \sqrt{\left(\alpha^{*}-\varepsilon\right) \alpha^{*}}+1+\varepsilon-2 \alpha^{*} \leq \sqrt{1-\varepsilon^{2}} & \text { if } \alpha^{*}-\varepsilon \leq \frac{1-\varepsilon}{2} .\end{cases}
\end{aligned}
$$

Thus, Lemma 1 is proved.
Let us prove a theorem on the necessary sample size to approximate the true problem (1).

Theorem 1. Let $\beta \in(0,1)$. If the set $U$ is finite and

$$
\begin{equation*}
N \geq 2 \frac{\ln |U|-\ln (1-\beta)}{\left|\ln \left(1-\varepsilon^{2}\right)\right|}, \tag{16}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathbf{P}\left\{\hat{U}_{\varphi}^{(N)} \subset U_{\varphi}^{\varepsilon}\right\} \geq \beta \tag{17}
\end{equation*}
$$

Moreover, if it is known that $\alpha^{*} \leq \frac{1+\varepsilon}{2}$, then inequality (17) holds if

$$
\begin{equation*}
N \geq \frac{\ln |U|-\ln (1-\beta)}{\left|\ln \left(2 \sqrt{\left(\alpha^{*}-\varepsilon\right) \alpha^{*}}+1+\varepsilon-2 \alpha^{*}\right)\right|} \tag{18}
\end{equation*}
$$

Proof. First, let us consider the case $\alpha^{*} \leq \varepsilon$. Then, it is obvious that

$$
\mathbf{P}\left\{\hat{U}_{\varphi}^{(N)} \subset U_{\varphi}^{\varepsilon}\right\}=1
$$

hence, the assertion of the theorem is true.
If $\alpha^{*}>\varepsilon$ and $\alpha^{*} \leq \frac{1+\varepsilon}{2}$, then, from (8), (9), and Lemma 1, it follows that

$$
\mathbf{P}\left\{\hat{U}_{\varphi}^{(N)} \not \subset U_{\varphi}^{\varepsilon}\right\} \leq \inf _{t>0}|U|(M(t))^{N} \leq\left(2 \sqrt{\left(\alpha^{*}-\varepsilon\right) \alpha^{*}}+1+\varepsilon-2 \alpha^{*}\right)^{N}
$$

Thus, inequality (17) holds if

$$
\begin{aligned}
|U|\left(2 \sqrt{\left(\alpha^{*}-\varepsilon\right) \alpha^{*}}+1+\varepsilon-2 \alpha^{*}\right)^{N} \leq 1-\beta \Leftrightarrow \\
N \geq \frac{\ln (1-\beta)-\ln |U|}{\ln \left(2 \sqrt{\left(\alpha^{*}-\varepsilon\right) \alpha^{*}}+1+\varepsilon-2 \alpha^{*}\right)}=\frac{\ln |U|-\ln (1-\beta)}{\left|\ln \left(2 \sqrt{\left(\alpha^{*}-\varepsilon\right) \alpha^{*}}+1+\varepsilon-2 \alpha^{*}\right)\right|}
\end{aligned}
$$

Since

$$
2 \sqrt{\left(\alpha^{*}-\varepsilon\right) \alpha^{*}}+1+\varepsilon-2 \alpha^{*} \leq \sqrt{1-\varepsilon^{2}}
$$

we obtain that inequality (17) holds for

$$
N \geq \frac{\ln |U|-\ln (1-\beta)}{\left|\ln \sqrt{1-\varepsilon^{2}}\right|}=2 \frac{\ln |U|-\ln (1-\beta)}{\left|\ln \left(1-\varepsilon^{2}\right)\right|}
$$

In the case when $\alpha^{*}>\varepsilon$ and $\alpha^{*}>\frac{1+\varepsilon}{2}$, the theorem is proved in the same manner. Theorem 1 is proved.

Remark 1. In [9, Theorem 5.17], a result similar to Theorem 1 is proved for the maximization of the expectation function. By applying this result to problem (1), it can be obtained that inequality (17) holds for

$$
N \geq 2 \frac{\ln |U|-\ln (1-\beta)}{\varepsilon^{2}}
$$

It is easy to check that

$$
\varepsilon^{2}<\left|\ln \left(1-\varepsilon^{2}\right)\right|
$$

for $\varepsilon \in(0,1)$. Thus, the sample estimate (16) improves the result in [8] for maximization of the probability function.

Remark 2. To apply the sample estimate (18), we need to know exact solution to problem (1). However, the sample approximation is construct to estimate $\alpha^{*}$. Sometimes, it possible to find an upper bound $\bar{\alpha} \geq \alpha^{*}$. If $\bar{\alpha} \leq \frac{1+\varepsilon}{2}$, then we can improve the sample estimate (16). It is guaranteed that inequality (17) holds if

$$
N \geq \frac{\ln |U|-\ln (1-\beta)}{|\ln (2 \sqrt{(\bar{\alpha}-\varepsilon) \bar{\alpha}}+1+\varepsilon-2 \bar{\alpha})|}
$$

### 4.2 Case of Bounded Set of Feasible Strategies

Let us consider the case when $U$ is a bounded, not necessarily finite, subset of $\mathbb{R}^{n}$. The diameter of $U$ is denoted by

$$
D \triangleq \sup _{u, v \in U}\|u-v\|
$$

where the norm $\|u\|=\max \left\{\left|u_{1}\right|, \ldots,\left|u_{n}\right|\right\}$ is used.

We suppose that the probability function $u \mapsto P_{\varphi}(u)$ is Lipschitz continuous on $U$ with a Lipschitz constant $L$, i.e.

$$
\begin{equation*}
\left|P_{\varphi}(u)-P_{\varphi}(v)\right| \leq L\|u-v\| \tag{19}
\end{equation*}
$$

for all $u, v \in U$.
Theorem 2. Let $\beta \in(0,1)$. If the assumption (19) is satisfied and

$$
\begin{equation*}
N \geq 2 \inf _{\gamma \in(0,1)} \frac{n \ln \left\lceil\frac{D L}{(1-\gamma) \varepsilon}\right\rceil-\ln (1-\beta)}{\left|\ln \left(1-\gamma^{2} \varepsilon^{2}\right)\right|} \tag{20}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathbf{P}\left\{\hat{U}_{\varphi}^{(N)} \subset U_{\varphi}^{\varepsilon}\right\} \geq \beta \tag{21}
\end{equation*}
$$

Proof. First, let us check that the event $\left\{\hat{U}_{\varphi}^{(N)} \subset U_{\varphi}^{\varepsilon}\right\} \in \mathcal{F}^{\prime}$. Since the function $(u, x) \mapsto \Phi(u, x)$ is a normal integrand, the function $u \mapsto P_{\varphi}(u)$ is upper semicontinuous and the set $U_{\varphi}^{\varepsilon}$ is compact [4]. Also, the $u \mapsto \hat{P}_{\varphi}^{(N)}(u)$ is upper semi-continuous for all fixed realizations of the sample. The compactness of $U$ and semi-continuity of these function imply that the supremum

$$
\sup _{u \in U} \hat{P}_{\varphi}^{(N)}(u)
$$

is attained and is a measurable function of the sample. Thus, the considered event can be represented as

$$
\begin{aligned}
\left\{\hat{U}_{\varphi}^{(N)} \subset U_{\varphi}^{\varepsilon}\right\} & =\bigcap_{u \in U \backslash U_{\varphi}^{\varepsilon}}\left\{\hat{P}_{\varphi}^{(N)}(u)<\sup _{v \in U} \hat{P}_{\varphi}^{(N)}(v)\right\} \\
& =\bigcap_{k \in \mathbb{N}}\left\{\sup _{u \in U_{k}} \hat{P}_{\varphi}^{(N)}(u)<\sup _{u \in U} \hat{P}_{\varphi}^{(N)}(u)\right\},
\end{aligned}
$$

where

$$
U_{k}=\left\{u \in U: \inf _{v \in U_{\varphi}^{\varepsilon}}\|u-v\| \geq \frac{1}{k}\right\}
$$

The set $U_{k}$ is compact, so the function

$$
\left(x_{1}, \ldots, x_{N}\right) \mapsto \sup _{u \in U_{k}} \hat{P}_{\varphi}^{(N)}(u)
$$

is measurable and, hence,

$$
\left\{\hat{U}_{\varphi}^{(N)} \subset U_{\varphi}^{\varepsilon}\right\} \in \mathcal{F}^{\prime}
$$

Let $\tilde{U}$ be a finite subset of $U$. Let

$$
\nu \triangleq \sup _{u \in U} \inf _{v \in \tilde{U}}\|u-v\|
$$

The value of $\nu$ shows the maximal distance between an arbitrary point of $U$ and the nearest point of $\tilde{U}$. The set $\tilde{U}$ can be selected in such a way that

$$
\begin{equation*}
|\tilde{U}| \leq\left\lceil\frac{D}{\nu}\right\rceil^{n} \tag{22}
\end{equation*}
$$

It will be assumed that condition (22) is satisfied.
Let

$$
\tilde{U}_{\varphi}^{\varepsilon} \triangleq\left\{u \in \tilde{U}: P_{\varphi}(u) \geq \alpha_{\tilde{U}}^{*}-\varepsilon\right\}
$$

where

$$
\alpha_{\tilde{U}}^{*} \triangleq \sup _{u \in \tilde{U}} P_{\varphi}(u)
$$

Since the function $u \mapsto P_{\varphi}(u)$ is Lipschitz continuous, the condition $u \in \tilde{U}_{\varphi}^{\varepsilon}$ implies $u \in U_{\varphi}^{\varepsilon+L \nu}$. If $\gamma \in(0,1)$ is a fixed number and $L \nu=(1-\gamma) \varepsilon$, then

$$
\begin{equation*}
\left\{\hat{U}_{\varphi}^{(N)} \subset \tilde{U}_{\varphi}^{\gamma \varepsilon}\right\} \subset\left\{\hat{U}_{\varphi}^{(N)} \subset U_{\varphi}^{\varepsilon}\right\} . \tag{23}
\end{equation*}
$$

From (23) and Theorem 1, it follows that

$$
\mathbf{P}\left\{\hat{U}_{\varphi}^{(N)} \subset U_{\varphi}^{\varepsilon}\right\} \geq \mathbf{P}\left\{\hat{U}_{\varphi}^{(N)} \subset \tilde{U}_{\varphi}^{\gamma \varepsilon}\right\} \geq \beta
$$

if

$$
N \geq 2 \frac{\ln |\tilde{U}|-\ln (1-\beta)}{\left|\ln \left(1-\gamma^{2} \varepsilon^{2}\right)\right|} \leq 2 \frac{\ln \left\lceil\frac{D}{\nu}\right\rceil^{n}-\ln (1-\beta)}{\left|\ln \left(1-\gamma^{2} \varepsilon^{2}\right)\right|}=2 \frac{n \ln \left\lceil\frac{D L}{(1-\gamma) \varepsilon}\right\rceil-\ln (1-\beta)}{\left|\ln \left(1-\gamma^{2} \varepsilon^{2}\right)\right|}
$$

Since $\gamma$ is selected arbitrarily, the theorem is proved.
Remark 3. A similar result for minimization of the expectation function is proved in [8]. This result can be obtained from Theorem 2 if $t=1 / 2$. Additional optimization in $t \in(0,1)$ can improve the result [8] for the special case of probability maximization. If the exact value of the infimum is difficult to find, then the sample estimate $N$ can be found by substituting several values of $t \in(0,1)$ into $(20)$. The minimal value of the obtained numbers can be set as the sample estimate $N$.

Remark 4. To apply the sample estimate (20), the Lipschitz constant is need to know. If the function $u \mapsto P_{\varphi}(u)$ is continuously differentiable on the set $U$, then, from the mean value theorem, it follows that

$$
\left|P_{\varphi}(u)-P_{\varphi}(v)\right| \leqslant \sup _{w \in U}\left\|\nabla P_{\varphi}(w)\right\|\|u-v\| .
$$

Therefore, we can take $L=\sup _{w \in U}\left\|\nabla P_{\varphi}(w)\right\|$. Methods to find the gradient of the probability function are described in $[14,15]$.

## 5 Estimation of the Necessary Sample Size for Quantile Minimization

In this section, we find upper bounds on the necessary sample size to consider a solution to (6) as an approximate solution to problem (2). We assume that the set $U$ is finite.

We suppose that the following assumption is satisfied.
Assumption 1. The random variable $\Phi(u, X)$ is absolutely continuous for all $u \in U$ with probability density function $p_{u}(\cdot)$ continuous at the point $\varphi_{\alpha}(u)$ with its neighborhood. Also, there exists a number $C>0$ such that

$$
\min _{u \in U} p_{u}\left(\varphi_{\alpha}(u)\right)>C .
$$

As for the probability function, consider the event

$$
\left\{\hat{V}_{\alpha}^{(N)} \not \subset V_{\alpha}^{\varepsilon}\right\}=\bigcup_{u \in U \backslash V_{\alpha}^{\varepsilon}} \bigcap_{y \in U}\left\{\hat{\varphi}_{\alpha}^{(N)}(u) \leqslant \hat{\varphi}_{\alpha}^{(N)}(y)\right\}
$$

Then we can find an upper bound for the probability

$$
\begin{equation*}
\mathbf{P}\left\{\hat{V}_{\alpha}^{(N)} \not \subset V_{\alpha}^{\varepsilon}\right\} \leq \sum_{u \in U \backslash V_{\alpha}^{\varepsilon}} \mathbf{P}\left(\bigcap_{y \in U}\left\{\hat{\varphi}_{\alpha}^{(N)}(u) \leqslant \hat{\varphi}_{\alpha}^{(N)}(y)\right\}\right) \tag{24}
\end{equation*}
$$

Let us fix an optimal solution to the true problem (2) $u^{*}$. From (24), we obtain

$$
\begin{align*}
& \mathbf{P}\left\{\hat{V}_{\alpha}^{(N)} \not \subset V_{\alpha}^{\varepsilon}\right\} \leq \sum_{u \in U \backslash V_{\alpha}^{\varepsilon}} \mathbf{P}\left\{\hat{\varphi}_{\alpha}^{(N)}(u) \leqslant \hat{\varphi}_{\alpha}^{(N)}\left(u^{*}\right)\right\} \\
& \leq|U| \max _{u \in U \backslash V_{\alpha}^{\varepsilon}} \mathbf{P}\left\{\hat{\varphi}_{\alpha}^{(N)}(u) \leqslant \hat{\varphi}_{\alpha}^{(N)}\left(u^{*}\right)\right\} \tag{25}
\end{align*}
$$

Let us define the random variables

$$
\eta_{N}=\hat{\varphi}_{\alpha}^{(N)}\left(u^{*}\right)-\hat{\varphi}_{\alpha}^{(N)}(u), \quad N \in \mathbb{N} .
$$

Notice that the random variables $\varphi_{\alpha}^{(N)}\left(u^{*}\right)$ and $\varphi_{\alpha}^{(N)}(u)$ can be dependent. We need to find an upper bound on the probability

$$
\mathbf{P}\left\{\eta_{N} \geq 0\right\}
$$

By the Mosteller theorem [16], the distribution of the order statistics $\varphi_{\alpha}^{(N)}\left(u^{*}\right)$ and $\varphi_{\alpha}^{(N)}(u)$ converges to a normal distribution:

$$
\begin{aligned}
& \sqrt{N}\left(\varphi_{\alpha}^{(N)}\left(u^{*}\right)-\varphi^{*}\right) \xrightarrow{d} Z_{u^{*}} \sim \mathcal{N}\left(0, \frac{\alpha(1-\alpha)}{p_{u^{*}\left(\varphi^{*}\right)}^{2}}\right), \\
& \sqrt{N}\left(\varphi_{\alpha}^{(N)}(u)-\varphi_{\alpha}(u)\right) \xrightarrow{d} Z_{u} \sim \mathcal{N}\left(0, \frac{\alpha(1-\alpha)}{p_{u}^{2}\left(\varphi_{\alpha}(u)\right)}\right) .
\end{aligned}
$$

Therefore, we can write

$$
\begin{gathered}
\lim _{N \rightarrow \infty} \mathbf{E} \eta_{N} \leq-\varepsilon \\
\limsup _{N \rightarrow \infty} \operatorname{var}\left[\eta_{N} \sqrt{N}\right]<\frac{4 \alpha(1-\alpha)}{C} .
\end{gathered}
$$

Thus, for any $0<\varepsilon^{\prime}<\varepsilon$, there exists $\tilde{N}\left(\varepsilon^{\prime}\right) \in \mathbb{N}$ such that

$$
\begin{gather*}
\mathbf{E} \eta_{N} \leq-\varepsilon+\varepsilon^{\prime},  \tag{26}\\
\operatorname{var}\left[\eta_{N}\right]<\frac{4 \alpha(1-\alpha)}{C N} \tag{27}
\end{gather*}
$$

for all $N>\tilde{N}\left(\varepsilon^{\prime}\right)$. We would like to notice that $\tilde{N}\left(\varepsilon^{\prime}\right)$ can depend on $u$. So, the maximal value of $\tilde{N}\left(\varepsilon^{\prime}\right)$ should be taken.

By Cantelli's inequality, for $N>\tilde{N}\left(\varepsilon^{\prime}\right)$,

$$
\begin{aligned}
\mathbf{P}\left\{\eta_{N} \geq 0\right\} & \leq \mathbf{P}\left\{\eta_{N}-\mathbf{E} \eta_{N} \geq \varepsilon-\varepsilon^{\prime}\right\} \leq \frac{\operatorname{var}\left[\eta_{N}\right]}{\operatorname{var}\left[\eta_{N}\right]+\left(\varepsilon-\varepsilon^{\prime}\right)^{2}} \\
& <\frac{4 \alpha(1-\alpha)}{4 \alpha(1-\alpha)+\left(\varepsilon-\varepsilon^{\prime}\right)^{2} C N}
\end{aligned}
$$

Thus, from (25), the theorem follows.
Theorem 3. Let $U$ be a finite set, $\beta \in(0,1)$. Assumption 1 is supposed to be satisfied. Then

$$
\begin{equation*}
\mathbf{P}\left\{\hat{V}_{\alpha}^{(N)} \not \subset V_{\alpha}^{\varepsilon}\right\} \leq|U| \frac{4 \alpha(1-\alpha)}{4 \alpha(1-\alpha)+\left(\varepsilon-\varepsilon^{\prime}\right)^{2} C N} \tag{28}
\end{equation*}
$$

for sufficiently large $N$.
Now, we can obtain the corollary from Theorem 3.
Corollary 1. Let assumptions of Theorem 3 be satisfied. Then

$$
\mathbf{P}\left\{\hat{V}_{\alpha}^{(N)} \subset V_{\alpha}^{\varepsilon}\right\} \geq \beta
$$

if

$$
\begin{equation*}
N \geq \frac{4 \alpha(1-\alpha)(|U|+\beta-1)}{(1-\beta)\left(\varepsilon-\varepsilon^{\prime}\right)^{2} C} \tag{29}
\end{equation*}
$$

and $N>\tilde{N}\left(\varepsilon^{\prime}\right)$.
Proof. From (28), it follows that the assertion of the theorem is true if

$$
|U|_{\frac{4 \alpha(1-\alpha)}{4 \alpha(1-\alpha)+\left(\varepsilon-\varepsilon^{\prime}\right)^{2} C N}} \leq 1-\beta
$$

By solving this inequality, we obtain (29). The corollary is proved.
Remark 5. Unfortunately, it is difficult find bounds on the value $\tilde{N}\left(\varepsilon^{\prime}\right)$. To use the estimate (29), inequalities (26) and (27) should be checked. It can be made by statistical methods.

## 6 Conclusion

In the paper, sample size estimates for approximation of stochastic optimization problems with probabilistic and quantile objective functions are obtained. These estimates are quite rough for practical use, but they allow us to judge the complexity of the solution to the original problem. In future research, it is planned to improve this result for special cases of stochastic optimization problems. We hope that it is possible to describe a class of problems for which exponential bounds can be obtained instead of (28). Also, a more general case of quantile minimization problem on a bounded set should be studied.
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#### Abstract

Polynomial time approximation algorithms are proposed with constant approximation factors for a problem of computing the smallest cardinality set of identical disks whose union intersects each segment from a given set $E$ of $n$ straight line segments on the plane. This problem has important applications in operations research, namely in wireless and road network analysis. It is equivalent to finding the least cardinality piercing (or hitting) set for the corresponding family of $n$ Euclidean $r$-neighborhoods of straight line segments of $E$ on the plane, which are called $r$-hippodromes in the literature. When the number of distinct orientations is upper bounded by $k$ of segments from $E$, a simple $O(n \log n)$-time $4 k$-approximate algorithm is known for this problem. Besides, when $E$ contains arbitrary straight line segments, overlapping at most at their endpoints, $O\left(n^{4} \log n\right)$-time 100-approximate algorithm is given recently. In the present paper, simple approximation algorithms are proposed with small approximation factors for $E$, being edge set of some special plane graphs of interest in road network applications; here the number of distinct orientations of straight line segments from $E$ can be arbitrarily large. More precisely, $O\left(n^{2}\right)$-time approximation algorithms are constructed for edge sets of either Gabriel or relative neighborhood graphs or of Euclidean minimum spanning trees with factors of 14,12 and 10 respectively. These algorithms are much faster, more accurate and conceptually much simpler than the aforementioned 100approximate algorithm for the general case of the problem on edge sets of arbitrary plane graphs.


Keywords: Operations research - Computational geometry •
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## 1 Introduction

Placement of geometric objects (or facilities) on the plane is a widely studied problem at the intersection of computational geometry and operations research,
known as the facility location problem in the literature. In its classical setting, an arbitrary fixed number of objects is to be placed, say, production plants, inventories or markets such that the average (or the maximum) distance from clients (e.g. from customers or from roads) to their nearest object is the minimum possible. Here feasible locations of objects to place are given by a set $F$ of simply shaped geometric objects like disks or rectangles on the plane whereas clients are given by a set $K$, which contains points or straight line segments. In the more involved problem setting the sum is minimized of transportation costs and placement fees. There is also a subclass of facility location problems called set covering problems in which one needs to either cover or intersect segments from $K$ with the least cardinality subset of objects from $F$. Such settings might model placement of markets at the vicinity of potential customers and road monitoring with sensors, having bounded sensing area. In this paper, small guaranteed constant factor approximation algorithms are designed for the following facility location problem from the class of set covering problems:

Intersecting Plane Graph with Disks (IPGD): given a fixed constant $r>0$ and a straight line embedding $G=(V, E)$ of a simple planar graph with $n$ straight line edges, which are allowed to intersect at most at their endpoints, find the smallest cardinality subset $H \subset \mathbb{R}^{2}$ of points (or disk centers) such that each $e \in E$ is within Euclidean distance $r$ from some point $x=x(e) \in H$; equivalently, a disk of radius $r$ centered at $x$ intersects $e$. Each isolated vertex $v \in V$ is considered a zero-length segment $e_{v} \in E$. Moreover, the vertex set $V$ is assumed to be in general position.

Below the term "plane graph" is used to denote any straight line embedding of a planar graph whose (straight line) edges intersect at most at their endpoints.

The IPGD problem is a special case of the well-known geometric piercing (or, more generally, hitting set) problem on the plane. In its general setting the latter problem is formulated as follows: one is to find the least cardinality subset $H \subset \mathbb{R}^{2}$ such that $H \cap R \neq \varnothing$ for every $R \in \mathcal{R}$, where $\mathcal{R}$ is a given family of subsets of $\mathbb{R}^{2}$ also called objects. Below a set $H \subset \mathbb{R}^{2}$ is called a piercing set for $\mathcal{R}$ when $H \cap R \neq \varnothing$ for every $R \in \mathcal{R}$.

Obviously, the IPGD problem is equivalent to the piercing problem for the family $\mathcal{N}_{r}(E)=\left\{N_{r}(e): e \in E\right\}$, where $N_{r}(e)=\left\{x \in \mathbb{R}^{2}: d(x, e) \leq r\right\}$ and $d(x, e)$ is Euclidean distance between a point $x \in \mathbb{R}^{2}$ and a segment $e \in E$. Objects from $\mathcal{N}_{r}(E)$ are called hippodromes or, more precisely, $r$-hippodromes in the literature.

Design of approximation algorithms for the IPGD problem above finds its applications in operations research, more specifically, in optimal sensor placement e.g. for road monitoring. Suppose a road network is to be monitored using identical sensors with a circular sensing area. Geometrically, its roads can be modeled by piecewise linear arcs on the plane. One can split these arcs into chains of elementary straight line segments such that any two of the resulting elementary segments intersect at most at their endpoints. When full road network surveillance is costly, it may be a good approach to place the minimum number of sensors such that each piece of every road (represented by an elementary segment) is partially covered by sensing area of some of the placed sensors.

This approach leads to a geometric combinatorial optimization model, which coincides with the IPGD problem.

### 1.1 Basic Definitions and Notations

In this paper a polynomial time and space algorithm (denote it by $\mathcal{A}$ ) for the IPGD problem is called $f$-approximate (or having an approximation factor of $f)$, if for any constant $r>0$ and any plane graph $G=(V, E)$ from a given graph class the following inequality holds true uniformly within that class:

$$
\frac{\left|H_{\mathcal{A}}(G, r)\right|}{\operatorname{OPT}(G, r)} \leq f
$$

where $H_{\mathcal{A}}(G, r)$ is a feasible solution to the IPGD problem for the graph $G$ and the radius $r$, output by $\mathcal{A}$, and $\mathrm{OPT}=\mathrm{OPT}(G, r)$ is the optimum of the IPGD problem for $G$ and $r$. Below $f$ is assumed to be some absolute constant, thus, being $r$-independent.

Let $\alpha$ and $\beta$ be computable functions with positive integer argument $m$. Below the standard notation $\alpha(m)=O(\beta(m))$ is used, reporting that there is a constant $D>0$ such that $|\alpha(m)| \leq D|\beta(m)|$ for any sufficiently large $m$.

### 1.2 Our Results and Related Work

The IPGD problem generalizes a classical problem of covering a given $n$-point set $E$ on the plane with the minimum number of identical disks on the case of sets of non-zero length segments. Therefore the IPGD problem is NP-hard [5, 8]. Apparently, [5] is the first work to tackle a close problem in which segments of $E$ generally overlap by their relative interiors and are restricted to have their orientations parallel to any of two coordinate axes. A simple 8-approximate algorithm is built for this latter problem, working in $O(n \log n)$ time and $O(n \log n)$ space. This algorithm can be easily extended to $4 k$-approximate algorithm for the case of at most $k$ distinct orientations of segments from $E$.

In the most general case, allowing segments to overlap by their relative interiors and admitting segment sets with arbitrarily large number of distinct orientations, it is unlikely [2] that an $O(1)$-approximate algorithm exists, at least, based on the known algorithmic paradigms. However, when segments from $E$ are allowed to intersect at most at their endpoints (which coincides with the general IPGD problem setting), 100-approximate algorithm [9] is known which takes $O\left(n^{4} \log n\right)$ time and $O\left(n^{2} \log n\right)$ space. It follows from results of the earlier paper [14] that an $O(1)$-approximate algorithm exists for the IPGD problem, though with huge constant upper bound on its approximation factor.

Besides, one can assume (without loss of generality) that $\mathcal{N}_{r}(E)$ is a set of closed convex pseudo-disks, i.e. $\left|\mathrm{bd} N_{1} \cap \mathrm{bd} N_{2}\right| \leq 2$ for any distinct $N_{1}, N_{2} \in$ $\mathcal{N}_{r}(E)$ and both $N_{1} \backslash N_{2}$ and $N_{2} \backslash N_{1}$ are connected, where bd $N$ denotes boundary of a set $N \subset \mathbb{R}^{2}$. Indeed, as straight line segments from $E$ intersect at most at their endpoints, segments of $E$ can be slightly shifted to become pairwise
disjoint and non-parallel while keeping all nonempty intersections of subsets of objects from $\mathcal{N}_{r}(E)$ with some slightly larger $r$. For two non-overlapping segments $e$ and $e^{\prime}$ it can be understood that $\left|\operatorname{bd} N_{r}(e) \cap \operatorname{bd} N_{r}\left(e^{\prime}\right)\right| \leq 2$ because Euclidean distance grows strictly monotonically from $e$ (or from $e^{\prime}$ ) to a point of the curve $\chi\left(e, e^{\prime}\right)=\left\{x \in \mathbb{R}^{2}: d(x, e)=d\left(x, e^{\prime}\right)\right\}^{1}$ as that point moves along $\chi\left(e, e^{\prime}\right)$ in any of two opposite directions starting from midpoint of the segment which joins closest points of $e$ and $e^{\prime}$; here also $\operatorname{bd} N_{r}(e) \cap \operatorname{bd} N_{r}\left(e^{\prime}\right) \subset \chi\left(e, e^{\prime}\right)$. This implies that $N_{r}(e) \backslash N_{r}\left(e^{\prime}\right)$ is connected.

It follows from the aforementioned assumption that the IPGD problem admits PTAS [13] (see also [12]) of large time complexity. Moreover, this assumption gives that a 4-approximate local search based algorithm can be constructed [3] for the IPGD problem taking $O\left(n^{18}\right)$ time.

Thus, for the general setting of the IPGD problem with arbitrary straight line segments, overlapping at most at their endpoints, there is an ugly tradeoff between accuracy estimates and time complexity of the known approximation algorithms. Namely, achieving close to 1 approximation factor (which results in high accuracy of produced feasible solutions) requires high computational cost whereas only loose approximation factor can be guaranteed by known algorithms with modest time complexity. This situation is very typical in geometric piercing problems for sets of objects of more or less sophisticated shape.

Under those circumstances, apparently the best one can hope is to provably approximate the IPGD problem well in some special cases, arising in various applications. In the present paper approximation algorithms are proposed combining both high accuracy and low complexity for the IPGD problem considered on special configurations of straight line segments forming edge sets of special graphs, called proximity graphs in the literature. These algorithms are conceptually much simpler than the algorithm from [9], designed for the general setting of the IPGD problem.

Let us give some definitions. Let $V$ be a finite point set in general position on the plane. Assuming that no 4 points of $V$ are cocircular, a plane graph $G=(V, E)$ is called a Gabriel graph [11] when $[u, v] \in E$ iff intersection of $V$ is empty with interior of the disk with diameter $[u, v]$. Under the same assumption a plane graph $G=(V, E)$ is called a relative neighborhood graph $[7]$ when $[u, v] \in E$ iff $\max \{d(u, w), d(v, w)\} \geq d(u, v)$ for any $w \in V \backslash\{u, v\}$.

A plane graph $G=(V, E)$ is called Euclidean minimum spanning tree if $G$ coincides with the smallest weight spanning tree for the complete weighted graph whose vertices are at points of $V$ whereas edge weights are given by Euclidean distances between edge endpoints. It can be shown that each Gabriel graph on $V$ contains some relative neighborhood graph on $V$, which itself contains some Euclidean minimum spanning tree on the set $V$.

All types of proximity graphs defined above appear in a variety of network applications. For example, they represent convenient network topologies, simplifying routing and control in geographical (e.g. wireless) networks.

[^27]In [8] for $r>0$ NP-hardness is proved of the IPGD problem for any of these three classes of proximity graphs. In the present paper, extending work [10], a 14approximate algorithm is proposed for the IPGD problem considered on the class of Gabriel graphs, 12-approximate algorithm—for relative neighborhood graphs and 10- approximate algorithm-for Euclidean minimum spanning trees. These algorithms have identical order $O(n \mathrm{OPT})$ of time complexity and $O(n)$ space cost. Furthermore, our algorithm for Gabriel graphs outperforms the algorithm from [9] designed for this type of graphs both with respect to its time and space cost.

## 2 Main Ideas of the Proposed Algorithms

Ideas beneath our $O(1)$-approximate algorithms can be summarized in the following algorithm and two underlying definitions.

Definition 1. A subset $\mathcal{I} \subseteq \mathcal{N}_{r}(E)$ is called a maximal (with respect to inclusion) independent set in $\mathcal{N}_{r}(E)$, if $I \cap I^{\prime}=\varnothing$ for any $I, I^{\prime} \in \mathcal{I}$, and for any $N \in \mathcal{N}_{r}(E)$ there is some $I \in \mathcal{I}$ with $N \cap I \neq \varnothing$.

Definition 2. Let $G=(V, E)$ be a plane graph and $C>0$ be some absolute constant. An edge $e \in E$ is called $C$-coverable with respect to $E$, if for any constant $\rho>0$ one can construct at most $C$-point piercing set $U(e, E) \subset \mathbb{R}^{2}$ for $\mathcal{N}_{e}(E)=\left\{N \in \mathcal{N}_{\rho}(E): N \cap N_{\rho}(e) \neq \varnothing\right\}$ in polynomial time with respect to $\left|\mathcal{N}_{e}(E)\right|$.

Consider the following basic algorithm:
Covering edges of special plane graphs with equal disks.
Input: a constant $r>0$ and a plane graph $G=(V, E)$;
Output: an approximate solution $H$ of the IPGD problem for $G$ and $r$.

1. $E^{\prime}:=\varnothing, E_{0}:=E$ and $H:=\varnothing$;
2. while $E_{0} \neq \varnothing$, repeat steps $3-4$ :
3. choose an arbitrary $C$-coverable edge $e^{*} \in E_{0}$ (with respect to $E_{0}$ ) and construct a piercing set $U\left(e^{*}, E_{0}\right)$ of at most $C$ points for $\mathcal{N}_{e^{*}}\left(E_{0}\right)$, applying some auxiliary procedure;
4. set $E_{0}:=E_{0} \backslash\left\{e \in E_{0}: N_{r}(e) \cap U\left(e^{*}, E_{0}\right) \neq \varnothing\right\}, E^{\prime}:=E^{\prime} \cup\left\{e^{*}\right\}$ and $H:=H \cup U\left(e^{*}, E_{0}\right)$;
5. return $H$.

To give a comprehensive description of work of the algorithm above for some class $\mathcal{G}$ of plane graphs, one should specify an algorithmic way to choose $C$ coverable edge $e^{*} \in E_{0}$ for any subset $E_{0} \subseteq E$ of edge set $E$ of any graph from $\mathcal{G}$. Besides, one should implement an auxiliary procedure, which, given an arbitrary $E_{0} \subseteq E$ and a $C$-coverable edge $e \in E_{0}$, seeks a piercing set $U\left(e, E_{0}\right)$ for $\mathcal{N}_{e}\left(E_{0}\right)$ of size at most $C$. Here it is assumed that such a procedure accepts an edge $e \in E_{0}$, a constant $r>0$ and a family $\mathcal{N}_{e}\left(E_{0}\right)$ as its input.

In the sequel notation $\mathcal{N}_{e}\left(E_{0}\right)$ is only used when one needs to emphasize that $\mathcal{N}_{e}\left(E_{0}\right)$ contains those $\rho$-hippodromes, $N_{\rho}(e)$, whose underlying segments are from some subset $E_{0} \subseteq E$, which is generally not equal to $E$. If $E_{0}=E$, a simpler notation $\mathcal{N}_{e}$ is applied.

In the statement below a sufficient condition is given under which the CovERING Edges of special plane graphs with equal disks algorithm is $C$-approximate.

Statement 1. Let $C>0$ be some constant and $\mathcal{G}$ be a class of plane graphs such that for any $G=(V, E) \in \mathcal{G}$ and any $E_{0} \subseteq E$ an edge $e^{*} \in E_{0}$ can be found in (polynomial) $O\left(\varphi\left(\left|E_{0}\right|\right)\right)$ time and linear space cost, which is $C$ coverable with respect to $E_{0}$. Let $O\left(\xi\left(\left|\mathcal{N}_{e^{*}}\left(E_{0}\right)\right|\right)\right)$ also be time complexity of an auxiliary procedure with linear space cost, which seeks a piercing set for $\mathcal{N}_{e^{*}}\left(E_{0}\right)$ of size at most $C$ for any $\rho>0$. Then the Covering edges of special PLANE GRAPHS WITH EQUAL DISKS algorithm is $C$-approximate for the IPGD problem within the class $\mathcal{G}$. Its time complexity is of the order $O((n+\varphi(n)+$ $\xi(n)) \operatorname{OPT}(G, r))$ whereas its space cost is $O(n)$ for any $G \in \mathcal{G}$ and $r>0$, where $n=|E|$.

Proof. As the set $\mathcal{N}_{r}\left(E^{\prime}\right)$ becomes maximal independent in $\mathcal{N}_{r}(E)$ to the step 5 of the Covering edges of special plane graphs with equal disks algorithm, $\left|E^{\prime}\right| \leq$ OPT and $|H| \leq C\left|E^{\prime}\right| \leq C$ OPT. Trivial arguments lead to claimed algorithm complexity bounds.

To build $O(1)$-approximate algorithms for the IPGD problem, relying on the Covering edges of special plane graphs with equal disks algorithm, one should implement efficient search of $C$-coverable edges. Below a sufficient condition is established for edge $C$-coverability. Given any $\mathcal{N} \subseteq \mathcal{N}_{r}(E)$ let $\mathcal{E}(\mathcal{N}) \subseteq E$ be such that $\mathcal{N}_{r}(\mathcal{E}(\mathcal{N}))=\mathcal{N}$.

Statement 2 Let $G=(V, E)$ be a plane graph and $C>0$ be some absolute constant. Then an edge $e^{*} \in E$ is $C$-coverable (with respect to $E$ ), if there is an auxiliary procedure, which for any $\rho>0$ efficiently seeks a point set $U\left(e^{*}, E\right) \subset$ $\mathbb{R}^{2}$ of size at most $C$ such that

$$
e \cap\left(N_{2 \rho}\left(e^{*}\right) \cap \bigcup_{u \in U\left(e^{*}, E\right)} N_{\rho}(u)\right) \neq \varnothing
$$

for any $e \in \mathcal{E}\left(\mathcal{N}_{e^{*}}(E)\right)$.
The statement proof relies on the fact that $e \cap N_{2 \rho}\left(e^{*}\right) \neq \varnothing$ for any $e \in$ $\mathcal{E}\left(\mathcal{N}_{e^{*}}(E)\right)$.

Without additional restrictions either on mutual location of edges and vertices of plane graphs in some more or less non-trivial graph class $\mathcal{G}$, or, perhaps, on either orientation or length of these edges, it is quite involved task to prove that the sufficient condition above holds true within $\mathcal{G}$ for some constant $C$.

An Idea to Implement Step 3 of the Basic Algorithm. For Euclidean minimum spanning trees, Gabriel and relative neighborhood graphs, it follows from their definitions that vertices and edges are located on the plane in some very specific way of graphs of either type. More precisely, for each of the aforementioned three graph types the following property holds true: for any subset $E_{0} \subseteq E$ of edge set $E$ of any graph of an arbitrary type one can find such an edge $e^{*} \in E_{0}$ that $M\left(e^{*}\right) \cap V_{0}=\varnothing$, where $V_{0}$ is the endpoint set for segments from $E_{0}$, orientation and location of object $M\left(e^{*}\right)$ is defined by $e^{*}$ whereas shape of $M\left(e^{*}\right)$ is defined by the graph type.

For any of the aforementioned three graph types, due to specifics of shape and mutual location of sets $M\left(e^{*}\right)$ and $N_{2 r}\left(e^{*}\right)$, it can be guaranteed that (see subsequent sections) each segment from $\mathcal{E}\left(\mathcal{N}_{e^{*}}\left(E_{0}\right)\right)$ must intersect $N_{2 r}\left(e^{*}\right) \backslash M\left(e^{*}\right)$. Due to the Statement 2, applied for $\rho:=r$, in order to get a piercing set for $\mathcal{N}_{e^{*}}\left(E_{0}\right)$ it is sufficient to compute a point set $U\left(e^{*}, E_{0}\right)$ of small constant size such that

$$
N_{2 r}\left(e^{*}\right) \backslash M\left(e^{*}\right) \subset \bigcup_{u \in U\left(e^{*}, E_{0}\right)} N_{r}(u) .
$$

Thus, to build a piercing set for $\mathcal{N}_{e^{*}}\left(E_{0}\right)$ one can compute a "good" partial cover of $N_{2 r}\left(e^{*}\right)$ with small number of radius $r$ disks, which does not depend on the location of segments from $\mathcal{E}\left(\mathcal{N}_{e^{*}}\left(E_{0}\right)\right)$ with respect to $e^{*}$. In the next three sections, procedures are described for each of the aforementioned three graph types to construct such partial covers.

Finally, one can design an approximation algorithm for those graphs by applying the Covering edges of special plane graphs with equal disks algorithm, evoking search at its step 3 of a cover of complement of $2 r$-hippodrome of some special edge $e^{*} \in E_{0}$ to the set $M\left(e^{*}\right)$ with at most $C$ radius $r$ disks for a graph type specific constant $C$. Moreover, one applies a graph type specific heuristic at this step to choose $C$-coverable edge $e^{*}$, trying to achieve the smallest possible constant $C$.

This straightforward approach is conceptually simpler than the approach of work [9] tackling the general setting of the IPGD problem, which relies on tangled machinery of epsilon nets [1]. From one hand, it gives a significant cut in upper bounds for guaranteed approximation factor, being compared with direct application of the epsilon net based approach. From the other hand, our approach has some drawbacks as size of the built cover of $N_{2 r}\left(e^{*}\right) \backslash M\left(e^{*}\right)$ does not depend on $\left|\mathcal{E}\left(\mathcal{N}_{e^{*}}\left(E_{0}\right)\right)\right|$ and mutual location of segments from $\mathcal{E}\left(\mathcal{N}_{e^{*}}\left(E_{0}\right)\right)$ with respect to $e^{*}$. This may result in larger piercing set size than that obtained e.g. after taking a single point from each object of $N_{e^{*}}\left(E_{0}\right)$.

Review of Related Approaches. Several examples are known in the literature of designing $O(1)$-approximate algorithms for close problem settings, which rely on similar approaches. In distinction to the IPGD problem in those settings segments are allowed to intersect by their relative interiors. Moreover, some restrictions are also imposed therein on either orientations or lengths of segments from $E$. For example, for identically oriented segments, say, parallel to $x$-axis, one can design a 4 -approximate algorithm [5], which is similar to the Covering

Edges of special plane graphs with equal disks algorithm: segments from $E$ are sorted with respect to $x$-coordinates of their right endpoints, the segment $e^{*} \in E_{0}$ is chosen with the least $x$-coordinate of its right endpoint; segments from $\mathcal{E}\left(\mathcal{N}_{e^{*}}\left(E_{0}\right)\right)$ must intersect the half-disk of radius $2 r$ centered at that endpoint; this half-disk can be covered by at most 4 radius $r$ disks. In [4] the same idea is used in the case, where $E$ consists of zero-length segments.

As follows from [6], the Covering edges of special plane graphs with EQUAL DISKS algorithm is $C$-approximate in the class $\mathcal{G}_{\lambda}$, which consists of those plane graphs $G=(V, E)$ such that each edge $e \in E$ is of Euclidean length of at most $\lambda r$, where $\lambda>0$ depends only on the class $\mathcal{G}_{\lambda}$ and not on $G$. Here one has $C=O(\lambda)$.

## 3 12-Approximate Algorithm for Relative Neighborhood Graphs

In this section, an $O(1)$-approximate algorithm is designed for the IPGD problem in the class of relative neighborhood graphs, which is based on applying the Covering edges of special plane graphs with equal disks algorithm. The idea from the previous section is used to implement its step 3, relying on computing a cover of $N_{2 r}(e) \backslash M(e)$ by a few radius $r$ disks for an arbitrarily chosen edge $e \in E_{0}$ and some special set $M(e)$. The following characteristic property of relative neighborhood graphs is formulated below, which defines a shape of $M(e)$ specific to graphs of this type.

Observation 1. Let $G=(V, E)$ be a relative neighborhood graph, $e=$ $\left[u_{1}, u_{2}\right] \in E$ and $M_{\mathrm{RNG}}(e)=\operatorname{int}\left(N_{2 \Delta}\left(u_{1}\right) \cap N_{2 \Delta}\left(u_{2}\right)\right)$, where $\Delta=d\left(u_{1}, u_{2}\right) / 2>$ 0 and $\operatorname{int} N$ denotes interior of set $N \subseteq \mathbb{R}^{2}$. Then $M_{\mathrm{RNG}}(e) \cap V=\varnothing$.

The lemma below provides a sufficient condition for edge $C$-coverability, which is specific to relative neighborhood graphs. It is weaker than that from the Statement 2 , but follows the aforementioned idea by describing "good" partial covers with radius $r$ disks of $2 r$-hippodromes, induced by edges of relative neighborhood graphs.

Lemma 1. Let $G=(V, E)$ be a relative neighborhood graph and $e \in E$. Then the edge $e$ is $C$-coverable (with respect to $E$ ), if for any $\rho>0$ a point set $U(e) \subset \mathbb{R}^{2}$ can be found in polynomial time of size at most $C$ such that

$$
\begin{equation*}
N_{2 \rho}(e) \backslash M_{\mathrm{RNG}}(e) \subset \bigcup_{u \in U(e)} N_{\rho}(u) \tag{1}
\end{equation*}
$$

The lemma proof is based on the fact that $g \cap N_{2 \rho}(e) \neq \varnothing$ for any $g \in \mathcal{E}\left(\mathcal{N}_{e}\right)$. Moreover, it strongly relies on the assumption that relative neighborhood graphs are plane.

Thus, to describe work of the Covering edges of special plane graphs WITH EQUAL DISKS algorithm in the class of relative neighborhood graphs, it is
sufficient to formulate a procedure, which, given an arbitrary edge $e \in E$ of any graph $G=(V, E)$ of this type, seeks a point set $U(e)$ of size at most $C$ such that (1) is hold for $e$ and $U(e)$ with $\rho=r$. Below a procedure is given, seeking such a point set $U(e)$ with $C=12$.

## Partial $r$-Disk cover search for $2 r$-hippodromes on RNG edges

Input: a constant $r>0$ and an edge $e=\left[u_{1}, u_{2}\right]$ of an arbitrary relative neighborhood graph;
Output: $U_{\mathrm{RNG}}(e) \subset \mathbb{R}^{2}$ such that (1) is hold for $e$ and $U(e)=U_{\mathrm{RNG}}(e)$ with $\rho=r ;$

1. for each $s \in\{1,2\}$ construct a regular hexagon inscribed in $N_{2 r}\left(u_{s}\right)$, whose orientation is such that the straight line through $e$ contains a pair of vertices of that hexagon; form a 7 -point set $V_{s}$, which contains $u_{s}$ and midpoints of the hexagon sides (of length $2 r$ );
2. for each $s \in\{1,2\}$ choose a subset $U_{s} \subset V_{s}$ with $\left|U_{s}\right|=5$ and $T_{s} \subset \bigcup_{u \in U_{s}} N_{r}(u)$, where $N_{2 r}(e)=T_{1} \cup T_{2} \cup R$ for some rectangle $R$ and two closed half-disks $T_{1}$ and $T_{2}$ of radii $2 r$ centered at $u_{1}$ and $u_{2}$ respectively;
3. if either $\Delta \geq \frac{(2 \sqrt{3}-1) r}{2 \sqrt{4 \sqrt{3}-6}}$ or $\Delta \in(0, r / 2]$, return $U_{\mathrm{RNG}}(e):=U_{1} \cup U_{2}$;
4. for $\Delta \in\left(r / 2, \frac{(2 \sqrt{3}-1) r}{2 \sqrt{4 \sqrt{3}-6}}\right)$ choose those points $v_{s 1}, v_{s 2} \in U_{s}$, which are symmetric with respect to $u_{s}, s=1,2$; set $a_{i}=\frac{v_{1 i}+v_{2 i}}{2}$, where $v_{1 i}$ and $v_{2 i}$ lie on the same side with respect to the straight line through $e, i=1,2$;
5. return $U_{\mathrm{RNG}}(e):=U_{1} \cup U_{2} \cup\left\{a_{1}, a_{2}\right\}$.

The following lemma reports on the efficiency of the procedure above.
Lemma 2. Let e be an edge in the input of the Partial $r$-DISk Cover search FOR $2 r$-HIPPODROMES ON RNG EDGES procedure, whereas $U_{\mathrm{RNG}}(e)$ is its output. Then the inclusion (1) holds for $e$ and $U_{\mathrm{RNG}}(e)$, where $\left|U_{\mathrm{RNG}}(e)\right| \leq 12$.

Proof. Below a proof sketch is provided.
To prove (1) for $e$ and $U_{\mathrm{RNG}}(e)$ consider segments $f_{1}(e)$ and $f_{2}(e)$, which are parallel and equal to $e$, such that

$$
\operatorname{bd} N_{2 r}(e)=S_{1} \cup S_{2} \cup f_{1}(e) \cup f_{2}(e)
$$

where $S_{s}$ is the radius $2 r$ half-circle on the boundary of $T_{s}$ and $f_{i}(e)$ lies at the same side with respect to the straight line through $e$ as the segment $\left[v_{1 i}, v_{2 i}\right]$ does. Obviously, (1) holds if $f_{i}(e) \cap M_{\mathrm{RNG}}(e) \cap N_{r}\left(v_{s i}\right) \neq \varnothing$ for every $s=1,2$. The latter situation occurs when $\Delta \geq \frac{(2 \sqrt{3}-1) r}{2 \sqrt{4 \sqrt{3}-6}}$.

In the case $\Delta \in(0, r / 2]$ one gets the inclusion

$$
\begin{equation*}
N_{2 r}(e) \subset \bigcup_{u \in U_{\mathrm{RNG}}(e)} N_{r}(u) \tag{2}
\end{equation*}
$$

For the case $\Delta \in\left(\frac{r}{2}, \frac{(2 \sqrt{3}-1) r}{2 \sqrt{4 \sqrt{3}-6}}\right)$ let $u_{s i}=f_{i}(e) \cap \operatorname{bd} N_{r}\left(v_{s i}\right)$. In the subcase $\Delta \in\left[r, \frac{(2 \sqrt{3}-1) r}{2 \sqrt{4 \sqrt{3}-6}}\right)$ (1) holds if $u_{s i}, c_{s i} \in N_{r}\left(a_{i}\right)$, where $c_{s i}=R \cap \operatorname{bd} N_{r}\left(v_{s i}\right) \cap$ $\operatorname{bd} N_{2 r}\left(u_{s}\right), i, s=1,2$. The latter can be proved with a few lines of algebra.

For the subcase $\Delta \in(r / 2, r)$ let $c_{s i}^{\prime}=R \cap \operatorname{bd} N_{r}\left(v_{s i}\right) \cap \operatorname{bd} N_{r}\left(u_{s}\right)$. Here it is enough to prove the inclusion $u_{s i}, c_{s i}^{\prime} \in N_{r}\left(a_{i}\right)$ for $i, s=1,2$, to establish (1).

Taking Lemmas 1, 2 and the Statement 1 into account, one can give the following approximation algorithm for the IPGD problem in the class of relative neighborhood graphs.

Theorem 3. If one chooses an arbitrary edge $e \in E_{0}$ at the step 3 of the CovERING EDGES OF SPECIAL PLANE GRAPHS WITH EqUAL DISKS algorithm and performs the Partial $r$-disk cover search for $2 r$-Hippodromes on RNG EDGES procedure for that edge, this algorithm becomes 12-approximate for the IPGD problem in the class of relative neighborhood graphs with $O(n \mathrm{OPT})$ time complexity and $O(n)$ space cost, where $n=|E|$.

## 4 10-Approximate Algorithm for Euclidean Minimum Spanning Trees

As every Euclidean minimum spanning tree on any point set $V$ in general position is a subgraph of some relative neighborhood graph on $V$, the 12 -approximate algorithm is applicable from the previous section for the IPGD problem in the class of such trees. In this section, it is shown that there is a 10 -approximate algorithm for the IPGD problem in the class of Euclidean minimum spanning trees for any $r>0$. It is curious that for $r=0$ the IPGD problem coincides with the classical Vertex Cover problem, which is polynomially solvable in the class of arbitrary trees.

Our 10-approximate algorithm uses the Covering edges of special PLANE GRAPHS WITH EQUAL DISKS algorithm. It also employs the aforementioned idea of building a cover of size at most 10 at its step 3 of the complement of $2 r$-hippodrome of some edge $e$ to a special set $M_{\text {EMST }}(e)$, whose shape is defined in the Lemma 3 below. Here a smaller value of the coverability parameter $C$ is gained due to the fact that $M_{\mathrm{RNG}}(e) \subset M_{\mathrm{EMST}}(e)$.

The observation below follows from definition of Euclidean minimum spanning trees.

Observation 2. Let $G=(V, E)$ be Euclidean minimum spanning tree with a root $v_{0} \in V$, depth $(u)=\operatorname{depth}\left(u \mid v_{0}, G\right)$ be the (graph-theoretic) distance in $G$ from $v_{0}$ to an arbitrary $u \in V$ and $V\left(u \mid v_{0}\right)$ be the subset of those vertices $w \in V$ such that the shortest path in $G$ from $w$ to $v_{0}$ (with respect to the number of its edges) passes through $u$. If an edge $e=\left[u_{1}, u_{2}\right] \in E$ is such that depth $\left(u_{1}\right)=\operatorname{depth}\left(u_{2}\right)-1$, then int $N_{2 \Delta}\left(u_{2}\right) \cap\left(V \backslash V\left(u_{2} \mid v_{0}\right)\right)=\varnothing$, where $\Delta=d\left(u_{1}, u_{2}\right) / 2$.

One can formulate a sufficient condition for edges of Euclidean minimum spanning trees to be 10 -coverable, being an analog of the Lemma 1 , specific to such trees. Notation is kept of the Observation 2.

Lemma 3. Let $G_{0}=\left(V_{0}, E_{0}\right)$ be a subgraph without isolated vertices of Euclidean minimum spanning tree $G=(V, E)$. Let depth $\left(\cdot \mid v_{0}\right)$ be a distance function on $V$ with respect to a chosen $v_{0} \in V$ as defined in the Observation 2. Then an edge $e^{*}=\left[u_{1}, u_{2}\right] \in E_{0}$ is 10 -coverable with respect to $E_{0}$, if $u_{2} \in$ $\operatorname{Arg} \max _{u \in V_{0}} \operatorname{depth}(u)$ and for any constant $\rho>0$ a point set $U\left(e^{*}\right) \subset \mathbb{R}^{2}$ can be found in polynomial time of size at most 10 such that

$$
\begin{equation*}
N_{2 \rho}\left(e^{*}\right) \backslash M_{\mathrm{EMST}}\left(e^{*}\right) \subset \bigcup_{u \in U\left(e^{*}\right)} N_{\rho}(u) \tag{3}
\end{equation*}
$$

where $M_{\mathrm{EMST}}\left(e^{*}\right)=\operatorname{int} N_{2 \Delta}\left(u_{2}\right) \backslash S_{2}$ and $S_{2}$ is the closed half-circle of radius $2 \rho$ centered at $u_{2}$ on the boundary of $N_{2 \rho}\left(e^{*}\right)$.

Proof. Make use of the Observation 2. For $\Delta \leq \rho$ one can prove (3) analogously to proof of the Lemma 1, applied for the set $E_{0}$ instead of $E$.

For $\Delta>\rho$, from the inclusion $u_{2} \in \operatorname{Arg} \max _{u \in V_{0}} \operatorname{depth}(u)$ it follows that none of edges from $E_{0}$ is incident to $u_{2}$ except for $e^{*}$. As segments from $E_{0}$ intersect at most at their endpoints, one gets $e \cap\left(N_{2 \rho}\left(e^{*}\right) \backslash \operatorname{int} N_{2 \Delta}\left(u_{2}\right)\right) \neq \varnothing$ for any $e \in \mathcal{E}\left(\mathcal{N}_{e^{*}}\left(E_{0}\right)\right)$ with $e \cap S_{2}=\varnothing$.

To describe the Covering edges of special plane graphs with equal DISKS algorithm work for an arbitrary Euclidean minimum spanning tree $G=$ $(V, E)$ based on the Lemma 3, one should first implement a heuristic of choice of 10 -coverable edge at its step 3 , implied by this lemma. To simplify its implementation, a breadth-first search is preliminarily performed on $G$ in $O(|E|)$ time at step 1 of the algorithm to compute a distance function $\operatorname{depth}(\cdot)=\operatorname{depth}\left(\cdot \mid v_{0}, G\right)$ for an arbitrarily chosen $v_{0} \in V$ as defined in the Observation 2. To its step 3 a subgraph $G_{0}=\left(V_{0}, E_{0}\right)$ is constructed of $G$ without isolated vertices. One is ready to give the following heuristic to choose a 10-coverable edge in $G_{0}$.
Choice of 10-Coverable Edge. At the algorithm step 3 in $O\left(\left|E_{0}\right|\right)$ time one chooses an edge $e^{*}=\left[u_{1}, u_{2}\right] \in E_{0}$ such that $u_{2} \in \operatorname{Arg} \max _{u \in V_{0}} \operatorname{depth}(u)$.

The following auxiliary procedure can be formulated to construct a point set $U\left(e^{*}\right)$ of size at most 10 , for which the inclusion (3) holds true for $\rho=r$ with respect to the segment $e^{*}$ chosen according to the Choice of 10-coverable EDGE heuristic. In the procedure pseudocode some notations are kept of the ParTIAL $r$-DISK COVER SEARCH FOR $2 r$-HIPPODROMES ON RNG EDGES procedure and of proof of the Lemma 2.

Partial $r$-Disk cover search for $2 r$-hippodromes on EMST Edges.
Input: a constant $r>0$ and an edge $e^{*}=\left[u_{1}, u_{2}\right]$ of an arbitrary subgraph $G_{0}=\left(V_{0}, E_{0}\right)$ without isolated vertices of Euclidean minimum spanning tree such that $u_{2} \in \operatorname{Arg} \max _{u \in V_{0}} \operatorname{depth}(u)$;
Output: $U_{\mathrm{EMST}}\left(e^{*}\right) \subset \mathbb{R}^{2}$ such that (3) is hold for $e^{*}$ and $U\left(e^{*}\right)=U_{\mathrm{EMST}}\left(e^{*}\right)$ with $\rho=r$;

1. compute a set $U_{1}$ in the same manner as in the Partial $r$-Disk cover SEARCH FOR $2 r$-hippodromes on RNG edges procedure;
2. for $\Delta \in(0, r / 2]$ return $U_{\text {EMST }}\left(e^{*}\right):=U_{1} \cup U_{2}$, where $U_{2}$ is built as in the Partial $r$-DISK COVER SEARCH FOR $2 r$-HIPPODROMES ON RNG EDGES procedure;
3. consider a hexagon $D$ inscribed in $N_{2 r}\left(u_{2}\right)$, whose orientation is such that exactly three sides of $D$ are contained in $T_{2}$; compute a set $U_{2}^{\prime}$ of midpoints of those three sides of $D$, which lie completely in $T_{2}$;
4. if $\Delta \geq \frac{(2 \sqrt{3}-1) r}{2 \sqrt{4 \sqrt{3}-6}}$, return $U_{\mathrm{EMST}}\left(e^{*}\right):=U_{1} \cup U_{2}^{\prime}$;
5. for $\Delta \in\left[r, \frac{(2 \sqrt{3}-1) r}{2 \sqrt{4 \sqrt{3}-6}}\right)$ set $u_{1 i}=f_{i}\left(e^{*}\right) \cap \operatorname{bd} N_{r}\left(v_{1 i}\right), z_{i}:=f_{i}\left(e^{*}\right) \cap \operatorname{bd} N_{2 \Delta}\left(u_{2}\right)$ and $a_{i}^{\prime}:=\frac{u_{1 i}+z_{i}}{2}$, where $f_{1}\left(e^{*}\right)$ and $f_{2}\left(e^{*}\right)$ are segments, which are parallel and identical to $e^{*}$, such that $\operatorname{bd} N_{2 r}\left(e^{*}\right)=S_{1} \cup S_{2} \cup f_{1}\left(e^{*}\right) \cup f_{2}\left(e^{*}\right)$ and $S_{s}$ is the radius $2 r$ half-circle on the boundary of $T_{s}, i, s=1,2$;
6. for $\Delta \in(r / 2, r)$ introduce a (rectangular) coordinate system with its origin at $u_{2}$, whose $x$-axis is along $e^{*}$ and $y$-axis is towards $f_{i}\left(e^{*}\right)$; set $a_{i}^{\prime}=\frac{u_{1 i}+b_{i}}{2}$, where $b_{i}=(0,2 \Delta)$;
7. return $U_{\mathrm{EMST}}\left(e^{*}\right):=U_{1} \cup U_{2}^{\prime} \cup\left\{a_{1}^{\prime}, a_{2}^{\prime}\right\}$.

The following lemma reports on the Partial $r$-disk cover search for $2 r$-hippodromes on EMST Edges procedure efficiency.

Lemma 4. Let $e^{*}=\left[u_{1}, u_{2}\right]$ be an input of the Partial $r$-DISk COVER SEARCH FOR $2 r$-HIPPODROMES ON EMST EDGES procedure. Then it returns a point set $U_{\mathrm{EMST}}\left(e^{*}\right)$ of size at most 10 such that (3) holds true for $e^{*}$ and $U_{\mathrm{EMST}}\left(e^{*}\right)$.

Proof. Below a proof sketch is provided.
Cases $\Delta \geq \frac{(2 \sqrt{3}-1) r}{2 \sqrt{4 \sqrt{3}-6}}$ and $\Delta \in(0, r / 2]$ are proved using the same arguments as in the Lemma 2 proof.

For $\Delta \in\left[r, \frac{(2 \sqrt{3}-1) r}{2 \sqrt{4 \sqrt{3}-6}}\right)$, it is sufficient to establish that points $u_{1 i}, z_{i}$ and $c_{1 i}=R \cap \operatorname{bd} N_{r}\left(v_{1 i}\right) \cap \operatorname{bd} N_{2 r}\left(u_{1}\right)$ lie in $N_{r}\left(a_{i}^{\prime}\right)$ to prove (3). This can be done using a few lines of algebra.

For $\Delta \in(r / 2, r)$ let $z_{i}^{\prime}=(0,2 r)$ and $c_{i}^{\prime}$ be the point at the intersection $\operatorname{bd} N_{2 \Delta}\left(u_{2}\right) \cap \operatorname{bd} N_{r}\left(v_{1 i}\right)$ with the largest $y$-coordinate. To prove (3) it is enough to establish the inclusion $\left\{u_{1 i}, z_{i}^{\prime}, b_{i}, c_{i}^{\prime}\right\} \subset N_{r}\left(a_{i}^{\prime}\right)$.

The following 10-approximate algorithm results for the class of Euclidean minimum spanning trees from Lemmas 3 and 4.

Theorem 4. The Covering edges of special plane graphs with equal DISKS algorithm becomes 10-approximate for the IPGD problem in the class of Euclidean minimum spanning trees when at its step 3 the Choice of 10coverable edge heuristic is used to choose $e^{*} \in E_{0}$ and the Partial r-disk COVER SEARCH FOR $2 r$-HIPPODROMES ON EMST EDGES procedure is applied to compute a point set, defining a cover of $N_{2 r}\left(e^{*}\right) \backslash M_{\mathrm{EMST}}\left(e^{*}\right)$. This algorithm takes $O$ ( $n \mathrm{OPT}$ ) time and $O(n)$ space, where $n=|E|$.

## 5 14-Approximate Algorithm for Gabriel Graphs

In this section, a 14-approximate algorithm is built for the IPGD problem in the class of Gabriel graphs based on the Covering edges of special plane GRAPHS WITH EQUAL DISKS algorithm, evoking a call of an auxiliary procedure to get a cover of $N_{2 r}(e) \backslash M_{G}(e)$ for an arbitrary edge $e \in E_{0}$ chosen at the step 3 of the latter algorithm, where $M_{G}(e)$ is defined in the following sufficient condition of 14 -coverability of edges of Gabriel graphs. Its proof is analogous to the Lemma 1 proof.

Lemma 5. Let $G=(V, E)$ be a Gabriel graph, $e=\left[u_{1}, u_{2}\right] \in E, M_{G}(e)=$ $\operatorname{int} N_{\Delta}\left(\frac{u_{1}+u_{2}}{2}\right)$ and $\Delta=\frac{d\left(u_{1}, u_{2}\right)}{2}>0$. Then the edge $e$ is 14 -coverable, if for any $\rho>0$ a point set $U(e) \subset \mathbb{R}^{2}$ can be found of size at most 14 in polynomial time such that

$$
\begin{equation*}
N_{2 \rho}(e) \backslash M_{G}(e) \subset \bigcup_{u \in U(e)} N_{\rho}(u) \tag{4}
\end{equation*}
$$

Keeping notation from both Partial $r$-disk Cover search for $2 r$ hippodromes on RNG edges and Partial $r$-disk cover search for $2 r$ hippodromes on EMST EDGES procedures, one can formulate an analogous procedure for Gabriel graphs.

## Partial $r$-DISK Cover search for $2 r$-Hippodromes on GG edges.

Input: a constant $r>0$ and an edge $e=\left[u_{1}, u_{2}\right]$ of an arbitrary Gabriel graph; Output: $U_{\mathrm{G}}(e) \subset \mathbb{R}^{2}$ such that (4) is hold for $e$ and $U(e)=U_{\mathrm{G}}(e)$ with $\rho=r$;

1. compute sets $U_{s}, s=1,2$, as in the Partial $r$-disk cover search for $2 r$-HIPPODROMES ON RNG EDGES procedure;
2. if either $\Delta \geq \frac{(2 \sqrt{3}-1) r}{\sqrt{4 \sqrt{3}-6}}$ or $\Delta \in(0, r / 2]$, return $U_{\mathrm{G}}(e):=U_{1} \cup U_{2}$;
3. for $\Delta \in\left[2 r, \frac{(2 \sqrt{3}-1) r}{\sqrt{4 \sqrt{3}-6}}\right)$ set $u_{0}:=\frac{u_{1}+u_{2}}{2}$ and construct two points $z_{1 i}$ and $z_{2 i}$ at the intersection $f_{i}(e) \cap \mathrm{bd} M_{\mathrm{G}}(e)$, where $z_{s i}$ is closer to $u_{s i}$ than the point $z_{(3-s) i}$ is; set $a_{s i}=\frac{u_{s i}+z_{s i}}{2}, i, s=1,2$;
4. if $\Delta \in(r, 2 r)$, consider a (rectangular) coordinate system with the origin at $u_{s}$ whose $x$-axis is along $e$ and $y$-axis is perpendicular to $x$-axis, being directed towards $f_{i}(e)$; set $b_{i}=(\Delta, \Delta)$ and $a_{s i}=\frac{u_{s i}+b_{i}}{2}, i, s=1,2$;
5. for $\Delta \in(r / 2, r]$ set $a_{1 i}:=(\Delta, \sqrt{3} r)$ and $a_{2 i}:=\left(\Delta, \frac{\sqrt{3} r}{2}\right), i=1,2$;
6. return $U_{\mathrm{G}}(e):=U_{1} \cup U_{2} \cup\left\{a_{s i}\right\}_{s, i=1,2}$;

The lemma below guarantees the efficiency of the Partial $r$-disk cover SEARCH FOR $2 r$-HIPPODROMES ON GG EDGES procedure.

Lemma 6. Let e and $U_{\mathrm{G}}(e)$ be an input and an output of the PARTIAL r-DISK COVER SEARCH FOR $2 r$-HIPPODROMES ON GG EDGES procedure respectively. Then $\left|U_{\mathrm{G}}(e)\right| \leq 14$ and the inclusion (4) holds true for $e$ and $U_{\mathrm{G}}(e)$.

Proof. Below a proof sketch is provided.
For the case $\Delta \geq \frac{(2 \sqrt{3}-1) r}{\sqrt{4 \sqrt{3}-6}}$ the proof is analogous to that from the Lemma 2 , replacing $2 \Delta$ with $\Delta$. The case $\Delta \leq r / 2$ is considered in the same way as in the proof of that lemma.

In cases $\Delta \in\left[2 r, \frac{(2 \sqrt{3}-1) r}{\sqrt{4 \sqrt{3}-6}}\right)$ and $\Delta \in(r, 2 r)$ the proof is analogous to the Lemma 4 proof, replacing $2 \Delta$ with $\Delta$.

In the case $\Delta \in(r / 2, r]$ to establish (4) it is enough to prove inclusions conv $\left\{u_{1 i}, u_{2 i}, c_{1 i}^{\prime}, c_{2 i}^{\prime}\right\} \subset N_{r}\left(a_{1 i}\right)$ and conv $\left\{c_{1 i}^{\prime}, c_{2 i}^{\prime}, u_{0}\right\} \subset N_{r}\left(a_{2 i}\right)$.

One is ready to give the following approximation algorithm for the IPGD problem in the class of Gabriel graphs.

Theorem 5. The Covering edges of special plane graphs with equal DISKS algorithm becomes 14-approximate for the class of Gabriel graphs, when it chooses an arbitrary edge $e \in E_{0}$ at its step 3 and performs the Partial r-DISK COVER SEARCH FOR $2 r$-HIPPODROMES ON GG EDGES procedure for $e$. It has $O(n \mathrm{OPT})$ time complexity and $O(n)$ space cost, where $n=|E|$.

## 6 Tightness Analysis for Upper Bounds on Approximation Factors of Our Algorithms

In this section a series of the IPGD problem instances is given for which constants in upper bounds on approximation factors of our algorithms do not strongly deviate from the ratio $\frac{|H(G, r)|}{\mathrm{OPT}(G, r)}$, where $H(G, r)$ is a feasible solution to the IPGD problem for a graph $G$ and a radius $r>0$, output by our algorithms, and $\mathrm{OPT}=\mathrm{OPT}(G, r)$ is its optimum.

For an arbitrary plane graph $G$, choose $r>0$ such a small that the IPGD problem for $G$ and $r$ can be considered equivalent to the Vertex Cover problem on $G$. In this case the segment set $E^{\prime}$, which the Covering edges of special plane graphs with equal disks algorithm constructs to its step 5 , is, in fact, a maximal (with respect to inclusion) matching in $G$ and $\left|E^{\prime}\right| \leq \mathrm{OPT} \leq 2\left|E^{\prime}\right|$. As a consequence, the ratio $\frac{|H(G, r)|}{\mathrm{OPT}(G, r)}$ is at least 5,5 and 4 for our algorithms on Gabriel, relative neighborhood graphs and Euclidean minimum spanning trees respectively.

## 7 Conclusion

In the present paper, approximation algorithms are designed with constant approximation factors for the problem of intersecting sets of edges of special plane graphs with the least number of identical disks, which generalizes on the case of sets of non-zero length segments the classical NP-hard problem of covering a given finite point set on the plane with the fewest number of identical disks. More precisely, based on specifics of mutual location of edges and vertices of Gabriel, relative neighborhood graphs and Euclidean minimum spanning trees approximation algorithms are built with factors of 14,12 and 10 respectively, combining modest complexity with good accuracy. Namely, their approximation factors and time complexity bounds are smaller than those for known algorithms designed for close problems (see e.g. [9] for algorithms on Gabriel graphs and on arbitrary plane graphs). Our algorithms can be used in various network applications.
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#### Abstract

We consider one strongly NP-hard problem of clustering a finite set of points in Euclidean space. In this problem, we need to partition a finite set of points into two clusters minimizing the sum over both clusters of the weighted intracluster sums. Each of these sums is the sum of squared distances between the elements of the cluster and their center. The center of the one cluster is unknown and determined as the centroid, while the center of the other one is fixed at the origin. The weight factors for both intracluster sums are the given sizes of the clusters. In this paper, we present an approximation algorithm for the problem and prove that it is a polynomial-time approximation scheme (PTAS).
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## 1 Introduction

The subject of this study is one strongly NP-hard cardinality-weighted 2clustering problem of a finite set of points in Euclidean space. Our goal is to substantiate an approximation algorithm for this problem and show that it implements a PTAS.

Our research is motivated by the fact that the problem under consideration has been poorly studied in the algorithmic direction and by the problem importance in some applications, for example, in Data Analysis, and in Data mining.

The paper has the following structure. Section 2 contains the problem formulation, related problems, and known results. In the same section, we announce our result. We formulate and prove the basics of the algorithm in Sect.3. The approximation algorithm is presented in Sect.4. Also in Sect.4, we show that our algorithm implements a PTAS.

The study presented in Sects. 2 and 3 was supported by the Russian Foundation for Basic Research, project 18-31-00398. The study presented in the other sections was supported by the Russian Academy of Science (the Program of basic research), project 0314-2019-0015, and by the Russian Ministry of Science and Education under the 5-100 Excellence Programme.

## 2 Problem Formulation and Related Problems, Known and Obtained Results

Everywhere below $\mathbb{R}$ denotes the set of real numbers, $\|\cdot\|$ denotes the Euclidean norm, and $\langle\cdot, \cdot\rangle$ denotes the scalar product.

We consider the following
Problem 1 (Cardinality-weighted variance-based 2-clustering with given center). Given an $N$-element set $\mathcal{Y}$ of points in $\mathbb{R}^{d}$, and a positive integer number $M$. Find a partition of $\mathcal{Y}$ into two non-empty clusters $\mathcal{C}$ and $\mathcal{Y} \backslash \mathcal{C}$ such that

$$
\begin{equation*}
f(\mathcal{C})=|\mathcal{C}| \sum_{y \in \mathcal{C}}\|y-\bar{y}(\mathcal{C})\|^{2}+|\mathcal{Y} \backslash \mathcal{C}| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}}\|y\|^{2} \rightarrow \min \tag{1}
\end{equation*}
$$

where $\bar{y}(\mathcal{C})=\frac{1}{\mathcal{C} \mid} \sum_{y \in \mathcal{C}} y$ is the centroid of $\mathcal{C}$, subject to constraint $|\mathcal{C}|=M$.
This optimization problem of geometric data (i.e., $\mathcal{Y}$ ) approximation by the clusters and the algorithms for its solution are important for Data mining [1,2]. It is known that, in this applied field of testing hypotheses about the data structure, efficient cluster approximation algorithms are the main mathematical tools.

Besides, this problem simulates the following applied problem. We have a set $\mathcal{Y}$ of $N$ measurement results for $d$ characteristics of some object in two different states (active and passive, for example). Each measurement has an error and nobody knows the correspondence between the elements of the input set and the states. In addition, it is known that exactly $M$ times the object was in the active state (or the probability of the active state is $\frac{M}{N}$ ). It requires to find 2 partition of the input set and evaluate the object characteristics (i.e., $\bar{y}(\mathcal{C})$ in accordance with (1)).

The applied problem is typical, in particular, for medical and technical applications. In these applications, the objects might be presented by patients and technical devices, and the states are healthy or sick, serviceable or malfunctioning.

One can easily check that only in the particular case of Problem 1, when $2 M=N$, the optimal clusters are separated by a hyperplane. In other cases, the separating surface is non-linear. It is known that the construction of optimal separating surfaces (i.e. optimal classifiers) is important for Pattern recognition and Machine learning [3,4].

Problem 1 is closely related to the well-known Min-sum 2-clustering problem. In this problem, it is required to find a partition of $\mathcal{Y}$ into two clusters so as to minimize the sum

$$
|\mathcal{C}| \sum_{y \in \mathcal{C}}\|y-\bar{y}(\mathcal{C})\|^{2}+|\mathcal{Y} \backslash \mathcal{C}| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}}\|y-\bar{y}(\mathcal{Y} \backslash \mathcal{C})\|^{2} .
$$

Both centroids of the clusters are unknown in this problem. Min-sum 2clustering problem is equivalent to another well-known Min-sum all-pairs 2 -clustering problem minimizing the sum

$$
\sum_{x \in \mathcal{C}} \sum_{z \in \mathcal{C}}\|x-z\|^{2}+\sum_{x \in \mathcal{Y} \backslash \mathcal{C}} \sum_{z \in \mathcal{Y} \backslash \mathcal{C}}\|x-z\|^{2}
$$

The NP-hardness of the general metric case of these problems was shown earlier in $[5,6]$. The strong NP-hardness of the Euclidean case was proved in [7, 8].

There are some approximation results for these problems [6,9-12], but they can not be applied to Problem 1 because these problems are not equivalent.

It was proved in $[7,8]$ that Problem 1 is the strongly NP-hard one. The following algorithmic results were obtained for this problem.

First of all, recall that a number of algorithmic results [13-19] were obtained for the particular case of Problem 1 when $2 M=N$.

Further, in [20], an exact pseudo-polynomial algorithm was constructed for the case of integer components of the input points and fixed dimension $d$ of the space. The running time of this algorithm is $\mathcal{O}\left(N(M D)^{d}\right)$, where $D$ is the maximum absolute value of coordinates of the input points.

An approximation scheme that allows one to find $(1+\varepsilon)$-approximate solution in $\mathcal{O}\left(d N^{2}\left(\sqrt{\frac{2 d}{\varepsilon}}+2\right)^{d}\right)$ time was proposed in [21]. It implements an FPTAS in the case of the fixed space dimension.

Moreover, the modification of this algorithm [22] with improved time complexity: $\mathcal{O}\left(\sqrt{d} N^{2}\left(\frac{\pi e}{2}\right)^{d / 2}\left(\sqrt{\frac{2}{\varepsilon}}+2\right)^{d}\right)$, was proposed. The algorithm implements an FPTAS in the case of fixed space dimension and remains polynomial for instances of dimension $\mathcal{O}(\log n)$. In this case, it implements a PTAS with $\mathcal{O}\left(N^{C\left(1.05+\log \left(2+\sqrt{\frac{2}{\varepsilon}}\right)\right)}\right)$ time, where $C$ is a positive constant.

An approximation algorithm that allows one to find a 2 -approximate solution to the problem in $\mathcal{O}\left(d N^{2}\right)$ time was constructed in [23].

In [24], a randomized algorithm was constructed. It allows one to find $(1+\varepsilon)-$ approximate solution with probability not less than $1-\gamma$ in $\mathcal{O}(d N)$ time for an established parameter value, a given relative error $\varepsilon$ and fixed $\gamma$. The conditions are found under which the algorithm is asymptotically exact and runs in $\mathcal{O}\left(d N^{2}\right)$ time.

In this paper, we present an approximation algorithm with parameters $s$ and $t$ that allows one to find a $(1 / t+8 \zeta(t, s))$-approximate solution, where $\zeta(t, s)=\sqrt{t-1} / s+(t-1) / s^{2}$. It is proved that the algorithm is a PTAS with a relative error of $\varepsilon>0$ when $t=2 / \varepsilon$ and $s=9 t^{3 / 2}$. The time complexity in this case is $O\left(d N^{2 / \varepsilon+1}\left((9 / \varepsilon)^{3 / \varepsilon}+2 / \varepsilon\right)\right)$.

Our algorithm is based on the approach presented in [14,25] and develops it.

## 3 Basics of the Algorithm

In this section, we formulate and prove some statements which are necessary for substantiation of our algorithms. The proof of the following lemma can be found in [20].

Lemma 1. Let

$$
\begin{equation*}
S(\mathcal{C}, x)=|\mathcal{C}| \sum_{y \in \mathcal{C}}\|y-x\|^{2}+|\mathcal{Y} \backslash \mathcal{C}| \sum_{y \in \mathcal{Y} \backslash \mathcal{C}}\|y\|^{2}, \mathcal{C} \subseteq \mathcal{Y}, x \in \mathbb{R}^{d} \tag{2}
\end{equation*}
$$

Then the next statements are true:
(1) for any nonempty fixed set $\mathcal{C} \subseteq \mathcal{Y}$, the minimum of the function $S(\mathcal{C}, x)$ over $x \in \mathbb{R}^{d}$ is reached at the point $\bar{y}(\mathcal{C})=\frac{1}{|\mathcal{C}|} \sum_{y \in \mathcal{C}} y ;$
(2) if $|\mathcal{C}|=M=$ const, then for any fixed point $x \in \mathbb{R}^{d}$ the minimum of function $S(\mathcal{C}, x)$ over $\mathcal{C} \subseteq \mathcal{Y}$ is reached at the subset $\mathcal{B}^{x}$ that consists of $M$ points of the set $\mathcal{Y}$, at which the function

$$
\begin{equation*}
h^{x}(y)=(2 M-N)\|y\|^{2}-2 M\langle y, x\rangle, \quad y \in \mathcal{Y} \tag{3}
\end{equation*}
$$

has the smallest values.
Lemma 1 allows us to find the optimal solution of some auxiliary problem when the point $x \in \mathbb{R}^{d}$ is fixed. This auxiliary problem is to minimize the objective function (2) instead of (1), and that is the only difference from Problem 1.

Let us find out the necessary conditions for choosing $x$ so as to construct the solution of the auxiliary problem that is good enough in some sense for Problem 1.

Let $\varepsilon(\mathcal{C}, y)$ denotes the relative error of the feasible solution $y$ and $\mathcal{C}$ of the auxiliary problem:

$$
\varepsilon(\mathcal{C}, y)=\frac{S(\mathcal{C}, y)-f(\mathcal{C})}{f(\mathcal{C})}
$$

Everywhere below $\mathcal{C}^{*}$ denotes the optimal solution of Problem 1. Note that if $\mathcal{B}^{y}$ is the set from Lemma 1 for the fixed point $y$, then the value $\varepsilon\left(\mathcal{C}^{*}, y\right)$ is an upper estimate of the relative error of the solution $\mathcal{B}^{y}$ of Problem 1. Indeed, by Lemma 1,

$$
f\left(\mathcal{B}^{y}\right)=S\left(\mathcal{B}^{y}, \bar{y}\left(\mathcal{B}^{y}\right)\right) \leq^{L 1.1} S\left(\mathcal{B}^{y}, y\right) \leq^{L 1.2} S\left(\mathcal{C}^{*}, y\right)
$$

and, therefore,

$$
\frac{f\left(\mathcal{B}^{y}\right)-f\left(\mathcal{C}^{*}\right)}{f\left(\mathcal{C}^{*}\right)} \leq \frac{S\left(\mathcal{C}^{*}, y\right)-f\left(\mathcal{C}^{*}\right)}{f\left(\mathcal{C}^{*}\right)}=\varepsilon\left(\mathcal{C}^{*}, y\right)
$$

The proof of the following well-known lemma is presented in many publications (see, for example, [26]).
Lemma 2. For an arbitrary point $x \in \mathbb{R}^{d}$, a finite set $\mathcal{Z} \subset \mathbb{R}^{d}$ and $\bar{z}=$ $\frac{1}{|\mathcal{Z}|} \sum_{z \in \mathcal{Z}} z(\bar{z}$ is the centroid of $\mathcal{Z})$, it is true that

$$
\sum_{z \in \mathcal{Z}}\|z-x\|^{2}=\sum_{z \in \mathcal{Z}}\|z-\bar{z}\|^{2}+|\mathcal{Z}| \cdot\|x-\bar{z}\|^{2}
$$

Applying Lemma 2 for objective function (2) and $|\mathcal{C}|=M$, we get the next equality:

$$
\begin{equation*}
S(\mathcal{C}, x)=f(\mathcal{C})+M^{2}\|x-\bar{y}(\mathcal{C})\|^{2}, \tag{4}
\end{equation*}
$$

and, therefore,

$$
\varepsilon(\mathcal{C}, y)=\frac{S(\mathcal{C}, y)-f(\mathcal{C})}{f(\mathcal{C})}=\frac{M^{2}\|y-\bar{y}(\mathcal{C})\|^{2}}{f(\mathcal{C})}
$$

The statements of the following lemma and the theorem are completely identical with those in [25]. The proofs are similar but have some important differences. We omit the proof of the following lemma and present the proof of the theorem. It is enough in order to demonstrate the differences.

Lemma 3. Let $\mathcal{C}$ be an arbitrary subset of $\mathcal{Y}$ of cardinality $M$. Let $x$ be an arbitrary point in Euclidean space and let $y=y(x, \mathcal{C})$ be the point closest to $\bar{y}(\mathcal{C})$ among those lying on the beams from $x$ to all points of the cluster $\mathcal{C}$. Then

$$
\varepsilon(\mathcal{C}, y) \leq \frac{\varepsilon(\mathcal{C}, x)}{1+\varepsilon(\mathcal{C}, x)}
$$

Theorem 1. Let $\mathcal{C}$ be an arbitrary subset of $\mathcal{Y}$ of cardinality $M, 1 \leq t \leq M$. Then a linear span of some subset of $\mathcal{C}$ of cardinality $t$ contains a point $y_{t}$ such that $\varepsilon\left(\mathcal{C}, y_{t}\right) \leq 1 / t$.

Proof. Prove the theorem by induction on t .
Base case: $t=1$. Let $y_{1}=\arg \min _{y \in \mathcal{C}}\|y-\bar{y}(\mathcal{C})\|^{2}$ be the point from the subset $\mathcal{C}$ closest to its centroid. Then

$$
\begin{aligned}
S(\mathcal{C}, \bar{y}(\mathcal{C})) & =M \sum_{y \in \mathcal{C}}\|y-\bar{y}(\mathcal{C})\|^{2}+(N-M) \sum_{y \in \mathcal{Y} \backslash \mathcal{C}}\|y\|^{2} \\
& \geq M \sum_{y \in \mathcal{C}}\|y-\bar{y}(\mathcal{C})\|^{2} \geq M^{2}\left\|y_{1}-\bar{y}(\mathcal{C})\right\|^{2} .
\end{aligned}
$$

Hence,

$$
S\left(\mathcal{C}, y_{1}\right)=S(\mathcal{C}, \bar{y}(\mathcal{C}))+M^{2}\left\|y_{1}-\bar{y}(\mathcal{C})\right\|^{2} \leq 2 S(\mathcal{C}, \bar{y}(\mathcal{C}))=2 f(\mathcal{C})
$$

and

$$
\varepsilon\left(\mathcal{C}, y_{1}\right)=\frac{S\left(\mathcal{C}, y_{1}\right)-f(\mathcal{C})}{f(\mathcal{C})} \leq 1
$$

Induction step: Consider as $y_{t+1}$ the point $y\left(y_{t}, \mathcal{C}\right)$ of Lemma 3. It is contained in the linear span of some subset of $\mathcal{C}$ of cardinality $t+1$. In this case, by Lemma 3, we have

$$
\varepsilon\left(\mathcal{C}, y_{t+1}\right) \leq \frac{\varepsilon\left(\mathcal{C}, y_{t}\right)}{1+\varepsilon\left(\mathcal{C}, y_{t}\right)}
$$

By induction, $\varepsilon\left(\mathcal{C}, y_{t}\right) \leq 1 / t$, hence

$$
\varepsilon\left(\mathcal{C}, y_{t+1}\right) \leq \frac{1 / t}{1+1 / t}=\frac{1}{t+1}
$$

Remark 1. For $t \geq M$ Theorem 1 also holds since $\bar{y}(\mathcal{C})$ is contained in the linear span of $\mathcal{C}$ of the size $M$ and, in this case, $\varepsilon(\mathcal{C}, \bar{y}(\mathcal{C}))=0 \leq 1 / t$.

Theorem 1 and Remark 1 guarantee that if we consider the points of the linear spans of all $t$-tuples of $\mathcal{Y}$ as a local center then one of them leads to the solution with a relative error of $1 / t$.

Lemma 4. Let $1 \leq t \leq M$, and let points $y_{1}, \ldots, y_{t}$ be constructed in series as in Theorem 1 applied to $\mathcal{C}^{*}$. Let $f_{1}=\min _{y \in \mathcal{Y}} f\left(\mathcal{B}^{y}\right)$, where $\mathcal{B}^{y}$ is constructed as in Lemma 1. Then

$$
\left\|y_{t}-\bar{y}\left(\mathcal{C}^{*}\right)\right\| \leq \sqrt{\frac{f_{1}}{M^{2}}}
$$

Proof. The geometrical considerations imply

$$
\begin{equation*}
\left\|y_{t}-\bar{y}\left(\mathcal{C}^{*}\right)\right\| \leq\left\|y_{1}-\bar{y}\left(\mathcal{C}^{*}\right)\right\| \tag{5}
\end{equation*}
$$

Since $y_{1}=\arg \min _{y \in \mathcal{C}^{*}}\left\|y-\bar{y}\left(\mathcal{C}^{*}\right)\right\|^{2}$ :

$$
f\left(\mathcal{C}^{*}\right)=S\left(\mathcal{C}^{*}, \bar{y}\left(\mathcal{C}^{*}\right)\right) \geq M \sum_{y \in \mathcal{C}^{*}}\left\|y-\bar{y}\left(\mathcal{C}^{*}\right)\right\|^{2} \geq M^{2}\left\|y_{1}-\bar{y}\left(\mathcal{C}^{*}\right)\right\|^{2}
$$

and, therefore,

$$
\left\|y_{1}-\bar{y}\left(\mathcal{C}^{*}\right)\right\| \leq \sqrt{\frac{f\left(\mathcal{C}^{*}\right)}{M^{2}}}
$$

hence, by inequality (5),

$$
\left\|y_{t}-\bar{y}\left(\mathcal{C}^{*}\right)\right\| \leq^{(5)}\left\|y_{1}-\bar{y}\left(\mathcal{C}^{*}\right)\right\| \leq \sqrt{\frac{f\left(\mathcal{C}^{*}\right)}{M^{2}}} \leq \sqrt{\frac{f_{1}}{M^{2}}}
$$

since $f\left(\mathcal{C}^{*}\right) \leq f_{1}$. We get the desired inequality.
Remark 2. For $t \geq M$ Lemma 4 also holds since in this case $y_{t}=\bar{y}\left(\mathcal{C}^{*}\right)$ by Remark 1.

Remark 3. Note that the distance from $y_{1}$ to $y_{t}$ in Lemma 4 is not greater than $2 \sqrt{\frac{f_{1}}{M^{2}}}$ by triangle inequality. Hence, $y_{t}$ is somewhere in the ball centered at $y_{1}$ with the radius $2 \sqrt{\frac{f_{1}}{M^{2}}}$. Since $y_{1}=\arg \min _{y \in \mathcal{C}^{*}}\left\|y-\bar{y}\left(\mathcal{C}^{*}\right)\right\|^{2}$, it is enough to go through all the points from $\mathcal{Y}$ to meet $y_{1}$.

Lemma 5. Let the conditions of Lemma 4 hold and $s>0$ be some integer number. Let $y_{t}^{\prime}$ be the point of $\mathbb{R}^{d}$ such that $\left\|y_{t}^{\prime}-y_{t}\right\| \leq h \sqrt{t-1} / 2$, where $h=4 \sqrt{\frac{f_{1}}{M^{2}}} / s$. Then,

$$
\begin{equation*}
\varepsilon\left(\mathcal{C}^{*}, y_{t}^{\prime}\right) \leq \varepsilon\left(\mathcal{C}^{*}, y_{t}\right)+8 \zeta(t, s), \zeta(t, s)=\sqrt{t-1} / s+(t-1) / s^{2} \tag{6}
\end{equation*}
$$

Proof. Let $v$ denote $h \sqrt{t-1} / 2$. From (4), conditions of the lemma and the triangle inequality we obtain

$$
\begin{aligned}
S\left(\mathcal{C}^{*}, y_{t}^{\prime}\right)-S\left(\mathcal{C}^{*}, y_{t}\right)=M^{2}\left(\left\|y_{t}^{\prime}-y_{t}+y_{t}-\bar{y}\left(\mathcal{C}^{*}\right)\right\|^{2}-\right. & \left.\left\|y_{t}-\bar{y}\left(\mathcal{C}^{*}\right)\right\|^{2}\right) \\
& \leq M^{2}\left((a+v)^{2}-a^{2}\right)
\end{aligned}
$$

where $a=\left\|y_{t}-\bar{y}\left(\mathcal{C}^{*}\right)\right\|$. By Lemma 4 we have $a \leq \sqrt{\frac{f_{1}}{M^{2}}}$ (let $A$ denote $\sqrt{\frac{f_{1}}{M^{2}}}$ ) and, therefore,

$$
\begin{aligned}
(a+v)^{2}-a^{2} \leq 2 A v+v^{2} & =A \sqrt{t-1} h+(t-1) h^{2} / 4 \\
& =4 A^{2} \sqrt{t-1} / s+4 A^{2}(t-1) / s^{2}=4 A^{2} \zeta(t, s)
\end{aligned}
$$

Thus,

$$
S\left(\mathcal{C}^{*}, y_{t}^{\prime}\right)-S\left(\mathcal{C}^{*}, y_{t}\right) \leq 4 M^{2} A^{2} \zeta(t, s)=4 f_{1} \zeta(t, s)
$$

In [23] was shown that $f_{1} \leq 2 f\left(\mathcal{C}^{*}\right)$. Hence,

$$
S\left(\mathcal{C}^{*}, y_{t}^{\prime}\right)-S\left(\mathcal{C}^{*}, y_{t}\right) \leq 8 f\left(\mathcal{C}^{*}\right) \zeta(t, s) .
$$

Dividing the expression by $f\left(\mathcal{C}^{*}\right)$, we obtain the required inequality:

$$
\frac{S\left(\mathcal{C}^{*}, y_{t}^{\prime}\right)-f\left(\mathcal{C}^{*}\right)+f\left(\mathcal{C}^{*}\right)-S\left(\mathcal{C}^{*}, y_{t}\right)}{f\left(\mathcal{C}^{*}\right)}=\varepsilon\left(\mathcal{C}^{*}, y_{t}^{\prime}\right)-\varepsilon\left(\mathcal{C}^{*}, y_{t}\right) \leq 8 \zeta(t, s)
$$

The proof of Lemma 5 is complete.
Remark 4. For $t \geq M$ Lemma 5 also holds by Remark 2 .

## 4 Approximation Algorithm

We present the approximation algorithm for Problem 1 in this section. The main idea of this algorithm can be described as follows. For each point $u$ of the input set $\mathcal{Y}$, we form the subsets $\left\{x_{1}, \ldots, x_{q}\right\} \subseteq(\mathcal{Y} \backslash\{u\})$ of the other points with the size $q$ fixed. For each subset, we construct a domain (spherical with the radius $H+h \sqrt{q} / 2$ centered at $u$, where $H$ and $h$ will be defined below) so that the center of the desired subset necessarily belongs to one of these domains. We generate, using given (as input) parameters, a lattice (a grid) that discretizes the domain with a uniform step $h$ in all directions. These directions are defined with the help of the Gram-Schmidt process applied to the vectors $x_{1}-u, \ldots, x_{q}-u$ (note that the dimension can be less than $q$ ). This kind of constructing allows us to have the nodes which belong to the linear span of the current subset. For each lattice node, a subset of $M$ points from the input set that have the smallest values of the function (3) is formed. The resulting set is declared as a solution candidate. The candidate that minimizes the objective function is chosen to be the final solution.

Let $s, t>0$ be the integer parameters of the algorithm. Let $f_{1}=\min _{y \in \mathcal{Y}} f\left(\mathcal{B}^{y}\right)$, where $\mathcal{B}^{y}$ is constructed as in Lemma 1. Let

$$
\begin{equation*}
A=\sqrt{\frac{f_{1}}{M^{2}}}, \quad H=2 A, \quad h=4 A / s, \quad q=\min \{M, d+1, t\}-1 \tag{7}
\end{equation*}
$$

For an arbitrary point $u \in \mathcal{Y}$, positive numbers $h$ and $H$, and an arbitrary subset $\left\{x_{1}, \ldots, x_{q}\right\} \subseteq(\mathcal{Y} \backslash\{u\})$, we define a grid $\mathcal{D}\left(u, x_{1}, \ldots, x_{q}, h, H\right)$ by the following way. We apply the Gram-Shmidt process to the vectors $\left\{x_{1}-u, \ldots, x_{q}-\right.$ $u\}$ and use the result as the directions for the grid. Then we construct the desired grid of size $2 H$ centered at the point $u$ with node spacing $h$.

For each $y \in \mathcal{Y}$ let $R=H+\frac{h \sqrt{q}}{2}$. Let us construct the lattice

$$
\begin{equation*}
\mathcal{D}_{R}\left(y, x_{1}, \ldots, x_{q}, h, H+h / 2\right)=\mathcal{D}\left(y, x_{1}, \ldots, x_{q}, h, H+h / 2\right) \cap B(y, R), \tag{8}
\end{equation*}
$$

where $B(y, R)=\left\{x \in \mathbb{R}^{d} \mid\|x-y\| \leq R\right\}$ is the ball of radius $R$ and center $y$.
The step-by-step description looks like as follows.

## Algorithm $\mathcal{A}$.

Input: a set $\mathcal{Y}$, positive integers $M, s, t$.
Step 0. $f_{1}:=\infty$.
For each point $y \in \mathcal{Y}$ Steps $1-3$ are executed:
Step 1. Compute the values $h^{y}(z), z \in \mathcal{Y}$, using formula (3). Find an $M$ element subset $\mathcal{B}^{y} \subseteq \mathcal{Y}$ with the smallest values $h^{y}(z)$. Compute $f\left(\mathcal{B}^{y}\right)$ using formula (1).

Step 2. If $f\left(\mathcal{B}^{y}\right)=0$ then put $\mathcal{C}_{\mathcal{A}}=\mathcal{B}^{y}$; exit.
Step 3. If $f\left(\mathcal{B}^{y}\right)<f_{1}$ then put $f_{1}=f\left(\mathcal{B}^{y}\right)$.
Step 4. Compute the values $A, H, h, q$ using formulae (7). Compute $R=$ $H+\frac{h \sqrt{q}}{2}$.

For each point $u \in \mathcal{Y}$ and for each subset $\left\{x_{1}, \ldots, x_{q}\right\} \subseteq(\mathcal{Y} \backslash\{u\})$, Steps 5-7 are executed.

Step 5. Apply the Gram-Shmidt process to the vectors $x_{1}-u, \ldots, x_{q}-u$.
Step 6. Construct the grip $\mathcal{D}_{R}\left(u, x_{1}, \ldots, x_{q}, h, H+h / 2\right)$ using formula (8).
Step 7. For each node $y$ of the grid $\mathcal{D}_{R}\left(u, x_{1}, \ldots, x_{q}, h, H+h / 2\right)$, compute the values $h^{y}(z), z \in \mathcal{Y}$, using formula (3). Find and remember an $M$-element subset $\mathcal{B}^{y} \subseteq \mathcal{Y}$ with the smallest values $h^{y}(z)$. Compute and remember $f\left(\mathcal{B}^{y}\right)$ using formula (1).

Step 8. In the family $W$ of candidate sets constructed above choose as a solution $\mathcal{C}_{\mathcal{A}}$ the set $\mathcal{B}^{x}$ with minimal value $f\left(\mathcal{B}^{x}\right)$, where

$$
W=\left\{\mathcal{B}^{y}: y \in \mathcal{D}_{R}\left(u, x_{1}, \ldots, x_{q}, h, H+h / 2\right), u \in \mathcal{Y},\left\{x_{1}, \ldots, x_{q}\right\} \subseteq(\mathcal{Y} \backslash\{u\})\right\}
$$

Output: The $\operatorname{set} \mathcal{C}_{\mathcal{A}}$.
The following two lemmas were proved in [22]. We can apply these lemmas to our case with $d=q$ and grid $\mathcal{D}_{R}\left(u, x_{1}, \ldots, x_{q}, h, H+h / 2\right)$.

Lemma 6. For an arbitrary point $x$ of $B(y, H), y \in \mathcal{Y}$, the distance from $x$ to the closest node of the grid $\mathcal{D}_{R}(y, h, H+h / 2)$ does not exceed the value $\frac{h \sqrt{d}}{2}$.

Lemma 7. For an arbitrary point $y \in \mathcal{Y}$ the cardinality of the lattice $\mathcal{D}_{R}(y, h, H+h / 2)$ does not exceed the value

$$
\frac{1}{\sqrt{\pi d}}\left(\frac{2 \pi e}{d}\right)^{d / 2}\left(\frac{H}{h}+\sqrt{d}\right)^{d}
$$

Remark 5. The cardinality of the lattice $\mathcal{D}_{R}\left(u, x_{1}, \ldots, x_{q}, h, H+h / 2\right)$ does not exceed the value

$$
L_{R}=\frac{1}{\sqrt{\pi q}}\left(\frac{2 \pi e}{q}\right)^{q / 2}\left(\frac{s}{2 A}+\sqrt{q}\right)^{q}
$$

We know that $q \leq d$, so if the space dimension $d$ is fixed, then we get $\mathcal{O}\left(L_{R}\right) \sim \mathcal{O}\left(s^{d}\right)$.

Theorem 2. For any fixed $s, t>0$ Algorithm $\mathcal{A}$ finds $(1 / t+8 \zeta(t, s))$ approximate solution of Problem 1, where $\zeta(t, s)=\sqrt{t-1} / s+(t-1) / s^{2}$, in

$$
\begin{equation*}
\mathcal{O}\left(d N^{2}\binom{N-1}{q}\left(L_{R}+q\right)\right) \tag{9}
\end{equation*}
$$

time, where $q=\min \{M, d+1, t\}-1$.
Proof. Let us bound the approximation factor of the algorithm. It is obvious by Remark 3, that the algorithm once uses the point $y_{1} \in \mathcal{Y}$ (the $2 A$-neighbourhood of which contains $y_{t}$ from Lemmas 4 and 5) as the center of the constructed grid. Point $y_{t}$ from Lemmas 4 and 5 is inside the ball $B\left(y_{1}, H\right)$. Hence, by Lemma 6, the distance from $y_{t}$ to the closest node (let us denote this node by $y_{t}^{\prime}$ ) of the considered grid does not exceed the value $h \sqrt{q} / 2$ and so does not exceed the value $h \sqrt{t-1} / 2$, since $q \leq t-1$. So, we can apply Lemma 5 to the point $y_{t}^{\prime}$ and get inequality (6). And then we can evaluate the right-hand side of the inequality with the help of Theorem 1 because:

1. If $q=t-1$ and $t \leq M, t \leq d+1$, then the algorithm meets the linear span of each possible subset with cardinality $t$. And so it meets the desired one from Theorem 1.
2. If $q=d$ and $d+1 \leq t, d+1 \leq M$, then for arbitrary $x_{i}, u \in \mathcal{Y}$, the linear span of vectors $\left\{x_{1}-u, \ldots, x_{t}-u\right\}$ coincides with the linear span of vectors $\left\{y_{1}-u, \ldots, y_{d}-u\right\}$, where $\left\{y_{1}-u, \ldots, y_{d}-u\right\}$ is some subset of $\left\{x_{1}-u, \ldots, x_{t}-u\right\}$. So, Steps 5-7 would have the same results if we use $t$ instead of $q=d$, and so the algorithm meets the desired one linear span from Theorem 1.
3. If $q=M-1$ and $M \leq d+1, M \leq t$, then Remark 1 holds.

Let $\mathcal{C}_{\mathcal{A}}$ be the set produced by algorithm $\mathcal{A}$. Applying Lemma 5 and Theorem 1, we get the following chain of inequalities:

$$
\begin{aligned}
\frac{f\left(\mathcal{C}_{\mathcal{A}}\right)-f\left(\mathcal{C}^{*}\right)}{f\left(\mathcal{C}^{*}\right)} \leq \frac{f\left(\mathcal{B}^{y_{t}^{\prime}}\right)-f\left(\mathcal{C}^{*}\right)}{f\left(\mathcal{C}^{*}\right)} & \leq \varepsilon\left(\mathcal{C}^{*}, y_{t}^{\prime}\right) \leq^{L 5} \\
& \leq^{L 5} \varepsilon\left(\mathcal{C}^{*}, y_{t}\right)+8 \zeta(t, s) \leq^{T h 1} 1 / t+8 \zeta(t, s)
\end{aligned}
$$

Let us evaluate the time complexity of the algorithm.
Step 0 takes $\mathcal{O}(1)$ time.
Then Steps $1-3$ are executed for $N$ times. Step 1 requires $\mathcal{O}(d N)$ operations: calculation of $h^{y}(z)$ requires at most $\mathcal{O}(d N)$-time; finding the $M$ smallest elements in the set of $N$ elements requires $\mathcal{O}(N)$ operations (for example, using the algorithm of finding the $n$-th smallest value in an unordered array [27]); computation of the value $f\left(\mathcal{B}^{y}\right)$ takes $\mathcal{O}(d N)$ time. Steps 2 and 3 are executed in $\mathcal{O}(d)$ operations.

Step 4 requires $\mathcal{O}(d)$ operations.
Steps 5-7 are executed for $N\binom{N-1}{q}$ times. Step 5 takes $\mathcal{O}\left(d q^{2}\right)$ time [28]. Step 6 requires at most $\mathcal{O}\left(d L_{R}\right)$-time. Step 7 takes $\mathcal{O}\left(d N L_{R}\right)$ time. The total time complexity of these steps is $d N\binom{N-1}{q}\left(q^{2}+N L_{R}\right)$. Since $q \leq N$, we can evaluate the time complexity by $d N^{2}\binom{N-1}{q}\left(q+L_{R}\right)$.

Step 8 requires $N\binom{N-1}{q} L_{R}$ operations and the total time complexity of all Steps is

$$
\mathcal{O}\left(d N^{2}\binom{N-1}{q}\left(L_{R}+q\right)\right) .
$$

Remark 6. Note some rough estimates:

$$
\begin{gather*}
N\binom{N-1}{q} \leq N(N-1)^{q} \leq N^{q+1} \leq N^{t}  \tag{10}\\
L_{R} \leq(2 H / h+2)^{q}=(s / A+2)^{q} \leq \operatorname{const}_{1} s^{q} \leq \operatorname{const}_{1} s^{t-1}
\end{gather*}
$$

It implies that we can evaluate the time complexity of the algorithm by $\mathcal{O}\left(d N^{t+1}\left(s^{t-1}+q\right)\right)$. This value coincides with the one from [25] when $q \leq s^{t-1}$ (that is correct if $s \geq 2$ ).

Property 1. In the case of $t=2 / \varepsilon$, where $\varepsilon>0$, and $s=9 t^{3 / 2}$, the algorithm can solve the problem in time $O\left(d N^{2 / \varepsilon+1}\left((9 / \varepsilon)^{3 / \varepsilon}+2 / \varepsilon-1\right)\right)$ with the relative error of $\varepsilon$.

Indeed, chosen $s$, we have

$$
\zeta(t, s) \leq \frac{1}{9 t}+\frac{1}{81 t^{2}} \leq \frac{1}{8 t}
$$

Hence, the relative error of the algorithm does not exceed $2 / t=\varepsilon$. The estimate of the running time follows from

$$
\begin{gathered}
s^{t-1}=\left(9 t^{3 / 2}\right)^{t-1} \leq\left(9(2 / \varepsilon)^{3 / 2}\right)^{2 / \varepsilon} \leq(9 / \varepsilon)^{3 / \varepsilon} ; \\
q \leq t-1=2 / \varepsilon-1
\end{gathered}
$$

Thus, the PTAS is obtained.

Moreover, it is true that:
Property 2. In the case of $t=2 / \varepsilon$, where $\varepsilon>0, s=9 t^{3 / 2}$, and the fixed space dimension $d$ (or bounded by a constant), the algorithm can solve the problem in time $\mathcal{O}\left(N^{d+2} \varepsilon^{-3 d / 2}\right)$ with the relative error of $\varepsilon$.

Indeed, the value $\varepsilon$ of the relative error is obvious by Property 1. The time complexity can be evaluated by $\mathcal{O}\left(N^{q+2} s^{d}\right)$ by Remark 5 , (9) and (10). Since $q \leq$ $d, s=9 t^{3 / 2}$ and $t=2 / \varepsilon$, the algorithm can solve the problem in $\mathcal{O}\left(N^{d+2} \varepsilon^{-3 d / 2}\right)$ time.

## 5 Conclusion

In this paper, we presented an approximation algorithm for one Euclidean cardinality-weighted 2-clustering problem for a finite set of points. Our algorithm on the one hand based on an adaptive-grid-approach and on the other hand based on the geometry of the linear spans and the Gram-Schmidt process. It was proved that the algorithm is a PTAS for some parameters values. This algorithm is the first PTAS for the considered clustering problem.
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#### Abstract

We consider the problem of controlling a rod attached to a rotor. A rotating flywheel is attached to one end of the rod. The rotor is controlled by the first player. The flywheel is controlled by the second player. The goal of the first player is to bring the rotor to a vertical position at a given time. The goal of the second player is the opposite. This problem is an example of a more general linear differential game with a one-dimensional aim. Using a linear change of variables, this problem is reduced to a single-type one-dimensional differential game with a nonconvex terminal set, for which we have found the necessary and sufficient conditions of termination and constructed the corresponding controls of the players.
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## 1 Introduction

The linear differential game with fixed terminal time, using a linear change of variables [5], can be reduced to the form when on the right-hand side of the new equations there is only the sum of player controls whose values belong to given sets depending on the time. In the case that in a linear differential game the payoff is the value of the modulus of a linear function of the phase vector at a given time moment, a linear change of variables leads to a single-type differential game when the sets of player controls values are time-dependent segments. In a more general case, such problems are characterized by the fact that player controls vectograms are balls whose radii depend on time. Such dynamics after a change of variable arises in well-known differential games "isotropic missiles" [3], control example Pontryagin [9]. For such differential games, in the case when the terminal set is a ball of a given radius, the form of an alternating integral is found in [9]. In [10], optimal positional strategies for players were constructed. In [12] the form of alternating integral for single-type games with an arbitrary convex closed terminal set is found and optimal positional controls of players are constructed.

The problems of controlling oscillatory mechanical systems are actual. When conducting research and educational process in the field of mechatronics and

[^28]automatic control systems, laboratory pendulum training and laboratory installations are widely used. In [1,2], problems of controlling the system, which consists of a physical pendulum with a flywheel at the end, were investigated. In the works $[7,14]$, a numerical method developed by the authors was applied to solve this problem and computer simulation was carried out.

In this paper, we consider a game problem, in which the first player controls a rod attached to a rotor. A rotating flywheel is attached to one end of the rod. The flywheel is controlled by the second player. The goal of the first player is to bring the rotor to a vertical position at a given time. The goal of the second player is the opposite. This problem is an example of a more general linear differential game with a one-dimensional aim, which is determined using the modulus of a linear function of the phase vector. Using a linear change of variables, this linear differential game reduced to a single-type one-dimensional differential game. The terminal set in this game is the union of an infinite number of disjoint segments.

## 2 Introductory Example

The rotor axis of the first electric motor passes through the point $O$ perpendicular to the plane of the figure (see Fig. 1). The rod $A B$ is rigidly attached to the axis of the rotor so that it can rotate together with the rotor about its axis in the plane of the figure.


Fig. 1. The game problem of controlling rod $A B$ with a rotating flywheel, which is attached to it at point $B$.

Rotary flywheel symmetrical about its axis is mounted so that its center is located at the point $B$. The flywheel can rotate about an axis passing through $B$ perpendicular to the plane of the figure. The axis of rotation of the flywheel is the
axis of the rotor of the second electric motor. The total mass of the flywheel and the second electric motor is $M$, and the total moment of inertia of the flywheel and the second electric motor relative to their axis of rotation is $J_{*}$.

The center of mass of the system consisting of the $\operatorname{rod} A B$, the rotor of the first electric motor, the flywheel, and the second electric motor is at the point $O$, and the moment of inertia of this mechanical system relative to the axis of rotation passing through the point $O$ is equal to $J$. Distance $O B=L$.

The kinetic energy of the system is equal to

$$
\begin{equation*}
T=\frac{1}{2}\left(J+M L^{2}\right) \dot{\phi}_{1}^{2}+\frac{J_{*}}{2}\left(\dot{\phi}_{1}+\dot{\phi}_{2}\right)^{2} . \tag{1}
\end{equation*}
$$

Calculate the virtual work $\delta A=N_{1} \delta \phi_{1}+N_{2} \delta \phi_{2}$ of external forces acting on the system. Here, $N_{i}$ is the moment of electromagnetic forces applied to the rotor of $i$-th motor on the side of its stator, $i=1,2$. Neglecting the inductance in the rotor circuit, we assume $[2,7,14]$

$$
\begin{equation*}
N_{i}=c_{i} w_{i}-b_{i} \dot{\phi}_{i}, \quad c_{i}>0, \quad b_{i}>0, \quad i=1,2 . \tag{2}
\end{equation*}
$$

Here, $w_{i}$ is the voltage supplied to $i-$ th motor, and it is bounded $\left|w_{i}\right| \leq w_{i}^{0}$, $i=1,2$. The product $b_{i} \dot{\phi}_{i}$ describes moment of forces, which arise because of counter-emf.

Write down Lagrange equations, which describe the motion of the system

$$
\frac{d}{d t} \frac{\partial T}{\partial \dot{\phi}_{i}}-\frac{\partial T}{\partial \phi_{i}}=N_{i}, \quad i=1,2
$$

Formulas (1) and (2) imply that

$$
\begin{gathered}
\left(J+M L^{2}\right) \ddot{\phi}_{1}+J_{*}\left(\ddot{\phi}_{1}+\ddot{\phi}_{2}\right)=c_{1} w_{1}-b_{1} \dot{\phi}_{1}, \\
J_{*}\left(\ddot{\phi}_{1}+\ddot{\phi}_{2}\right)=c_{2} w_{2}-b_{2} \dot{\phi}_{2} .
\end{gathered}
$$

From here we obtain that

$$
\begin{gather*}
\ddot{\phi}_{1}=-\frac{b_{1}}{J+M L^{2}} \dot{\phi}_{1}+\frac{b_{2}}{J+M L^{2}} \dot{\phi}_{2}+\frac{c_{1}}{J+M L^{2}} w_{1}-\frac{c_{2}}{J+M L^{2}} w_{2} \\
\ddot{\phi}_{2}=\frac{b_{1}}{J+M L^{2}} \dot{\phi}_{1}-\left(\frac{b_{2}}{J+M L^{2}}+\frac{b_{2}}{J_{*}}\right) \dot{\phi}_{2}-\frac{c_{1}}{J+M L^{2}} w_{1}+\left(\frac{c_{2}}{J+M L^{2}}+\frac{c_{2}}{J_{*}}\right) w_{2} . \tag{3}
\end{gather*}
$$

The goal of the first player is the fulfilment of the inequality

$$
\begin{equation*}
\min _{i \in I}\left|\phi_{1}(p)-2 \pi i\right| \leq \varepsilon \tag{4}
\end{equation*}
$$

where $0 \leq \varepsilon<\pi, I=0, \pm 1, \pm 2, \pm 3, \ldots$. Note that (4) is the condition of the rod deviation from the vertical position is not more than on $\varepsilon$, taking into account the periodicity. The second player has the opposite goal.

Making the change of variables

$$
x_{1}=\phi_{1}, \quad x_{2}=\dot{\phi}_{1}, \quad x_{3}=\phi_{2}, \quad x_{4}=\dot{\phi}_{2}
$$

and denoting

$$
\begin{aligned}
a_{1}=\frac{b_{1}}{J+M L^{2}}, \quad a_{2}=\frac{b_{2}}{J+M L^{2}}, \quad a_{3}=\frac{b_{2}}{J+M L^{2}}+\frac{b_{2}}{J_{*}} \\
\gamma=\frac{c_{1}}{J+M L^{2}}, \quad \delta_{1}=\frac{c_{2}}{J+M L^{2}}, \quad \delta_{2}=\frac{c_{2}}{J+M L^{2}}+\frac{c_{2}}{J_{*}}
\end{aligned}
$$

we write the system (3) in the following form:

$$
\dot{x}=A(t) x-\xi+\eta,
$$

where

$$
\begin{gather*}
x=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right), \quad A(t)=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & -a_{1} & 0 & a_{2} \\
0 & 0 & 0 & 1 \\
0 & a_{1} & 0 & -a_{3}
\end{array}\right),  \tag{5}\\
\xi=\left(\begin{array}{c}
0 \\
-\gamma w_{1} \\
0 \\
\gamma w_{1}
\end{array}\right), \quad \eta=\left(\begin{array}{c}
0 \\
-\delta_{1} w_{2} \\
0 \\
\delta_{2} w_{2}
\end{array}\right) . \tag{6}
\end{gather*}
$$

## 3 Reduction to a Single-Type Problem

Consider the differential game

$$
\begin{equation*}
\dot{x}=A(t) x-\xi+\eta, \quad x\left(t_{0}\right)=x_{0} ; \quad x \in \mathbb{R}^{n}, \quad t \leq p . \tag{7}
\end{equation*}
$$

Here, control of the first player is $\xi \in W \subset \mathbb{R}^{n}$, control of the second player is $\eta \in F \subset \mathbb{R}^{n}$, where $W$ and $F$ are connected compacts; $A(t)$ is a matrix with corresponding dimension whose elements are continuous for $t_{0} \leq t \leq p$ functions.

Vector $\psi_{0} \in \mathbb{R}^{n}$ and numbers $\alpha, \varepsilon \in \mathbb{R}$ such that $0 \leq 2 \varepsilon<\alpha$ are given. The goal of the first player is the fulfilment of the inequality

$$
\begin{equation*}
\min _{i \in I}\left|\left\langle\psi_{0}, x(p)\right\rangle-i \alpha\right| \leq \varepsilon \tag{8}
\end{equation*}
$$

Here, $\langle\cdot, \cdot\rangle$ denotes the scalar product in $\mathbb{R}^{n}$. The second player has the opposite goal. Note that condition (4) is an example of condition (8) with

$$
\psi_{0}=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right), \quad \alpha=2 \pi
$$

Denote by $\psi(t)$ the solution of the Cauchy problem

$$
\begin{equation*}
\dot{\psi}(t)=-A^{*}(t) \psi(t), \quad \psi(p)=\psi_{0} ; \quad t \leq p . \tag{9}
\end{equation*}
$$

Here, $A^{*}(t)$ denotes the transposed of matrix $A(t)$.

Denote

$$
\begin{aligned}
a_{-}(t)=\min _{\xi}\langle\psi(t), \xi\rangle, \quad a_{+}(t)=\max _{\xi}\langle\psi(t), \xi\rangle, \quad \xi \in W \\
b_{-}(t)=\min _{\eta}\langle\psi(t), \eta\rangle, \quad b_{+}(t)=\max _{\eta}\langle\psi(t), \eta\rangle, \quad \eta \in F .
\end{aligned}
$$

Note that these functions are continuous [8, p. 84, Lemma II.3.5].
Then connectivity of compacts $W$ and $F$ imply [6, pp. 333-334, Theorem 4] that

$$
\begin{array}{rl}
\langle\psi(t), \xi\rangle=\frac{a_{+}(t)+a_{-}(t)}{2}+a(t) u, & |u| \leq 1, \\
\langle\psi(t), \eta\rangle=\frac{a_{+}(t)-a_{-}(t)}{2} \geq 0 \\
\left\langle\psi(t)+b_{-}(t)\right. \\
2 & b(t) v, \quad|v| \leq 1, \quad b(t)=\frac{b_{+}(t)-b_{-}(t)}{2} \geq 0
\end{array}
$$

Introduce a new one-dimensional variable

$$
z=\langle\psi(t), x\rangle+\frac{1}{2} \int_{t}^{p}\left(b_{+}(r)+b_{-}(r)-a_{+}(r)-a_{-}(r)\right) d r
$$

Differentiate $z$ :
$\dot{z}=\left\langle-A^{*}(t) \psi(t), x\right\rangle+\langle\psi(t), A(t) x-\xi+\eta\rangle+\frac{1}{2}\left(a_{+}(t)+a_{-}(t)-b_{+}(t)-b_{-}(t)\right)$.
Given equality $\langle\psi(t), A(t) x\rangle=\left\langle A^{*}(t) \psi(t), x\right\rangle$, the problem (7), (8) can be written as follows

$$
\dot{z}=-a(t) u+b(t) v, \quad|u| \leq 1, \quad|v| \leq 1, \quad \min _{i \in I}|z(p)-i \alpha| \leq \varepsilon
$$

Here, the terminal condition can also be written as

$$
z(p) \in \bigcup_{i \in I}[i \alpha-\varepsilon, i \alpha+\varepsilon],
$$

where set from the right side of inclusion is the union of an infinite number of disjoint segments.

## 4 Problem Statement

The motion of $z \in \mathbb{R}$ occurs according to the rule

$$
\begin{equation*}
\dot{z}=-a(t) u+b(t) v, \quad|u| \leq 1, \quad|v| \leq 1, \quad t \leq p \tag{10}
\end{equation*}
$$

For the completeness of the exposition we assume that the functions $a(t) \geq 0$ and $b(t) \geq 0$ are summable on each segment of the semiaxis $(-\infty, p]$.

The numbers $\alpha, \varepsilon \in \mathbb{R}$ are given such that $0 \leq 2 \varepsilon<\alpha$. The goal of the first player, which chooses the control $u$, is to lead point $z$ at time moment $p$ to terminal set $Z$ :

$$
\begin{equation*}
z(p) \in Z=\bigcup_{i \in I}[i \alpha-\varepsilon, i \alpha+\varepsilon] . \tag{11}
\end{equation*}
$$

The goal of the second player, which chooses the control $v$, is the opposite.
Admissible controls of players are arbitrary function, which satisfy inequalities

$$
\begin{equation*}
|u(t, z)| \leq 1, \quad|v(t, z)| \leq 1, \quad t \leq p, \quad z \in \mathbb{R} \tag{12}
\end{equation*}
$$

Fix the initial state $t_{0}<p, z\left(t_{0}\right) \in \mathbb{R}$ and the time moment $t_{0}<t_{*} \leq p$. Take partition

$$
\omega: t_{0}<t_{1}<\ldots<t_{i}<t_{i+1}<\ldots<t_{k}<t_{k+1}=t_{*}
$$

with diameter $d(\omega)=\max \left(t_{i+1}-t_{i}\right), i=\overline{0, k}$. Construct polygonal line for Eq. (10)

$$
\begin{equation*}
z_{\omega}(t)=z_{\omega}\left(t_{i}\right)-\left(\int_{t_{i}}^{t} a(r) d r\right) u\left(t_{i}, z_{\omega}\left(t_{i}\right)\right)+\left(\int_{t_{i}}^{t} b(r) d r\right) v\left(t_{i}, z_{\omega}\left(t_{i}\right)\right) \tag{13}
\end{equation*}
$$

for $t_{i}<t \leq t_{i+1}$. Here, $z_{\omega}\left(t_{0}\right)=z\left(t_{0}\right)$.
It can be shown that

$$
\left|z_{\omega}(\tau)-z_{\omega}(t)\right| \leq \int_{t}^{\tau}(a(r)+b(r)) d r \text { for } t_{0} \leq t<\tau \leq t_{*}
$$

This equality and absolute continuity theorem on the Lebesgue integral [4, p. 282] imply that the family of these polygonal line (13), which are determined on the segment $\left[t_{0}, t_{*}\right]$, is uniformly bounded and equicontinuous [11, p. 56]. By Arzela's theorem [4, p. 104], from any sequence of the polygonal lines (13) we can select a subsequence $z_{\omega_{m}}(t)$ with diameter $d\left(\omega_{m}\right) \rightarrow 0$ that converges uniformly on the segment $\left[t_{0}, t_{*}\right]$ to some function $z(t)$.

The motion of the system $z(t)$ realized with admissible controls (12) from the initial state $z\left(t_{0}\right)$ is defined as any uniform limit of the sequence of the polygonal lines (13), for which diameters of partition tend to zero.

## 5 Necessary and Sufficient Conditions of Termination in a Single-Type Problem

Define function

$$
f(t)=\int_{t}^{p}(a(r)-b(r)) d r
$$

for $t \leq p$ and denote

$$
\begin{gathered}
q_{1}=\inf \{t<p: \varepsilon+f(\tau)<\alpha-\varepsilon-f(\tau) \text { for all } t<\tau \leq p\}, \\
q_{2}=\inf \{t<p: 0 \leq \varepsilon+f(\tau) \text { for all } t<\tau \leq p\} .
\end{gathered}
$$

Define set $W(t)$ for $t \leq p$ as follows:

$$
W(t)= \begin{cases}\bigcup_{i \in I}[i \alpha-\varepsilon-f(t), i \alpha+\varepsilon+f(t)] & \text { for } \max \left(q_{1}, q_{2}\right) \leq t \leq p \\ \mathbb{R} & \text { for } t<q_{1}, \quad q_{2}<q_{1} \\ \emptyset & \text { for } t<q_{2}, \quad q_{1}<q_{2}\end{cases}
$$

Here, $\emptyset$ denotes empty set.

### 5.1 Solution of Pursuit Problem

We show that if $z\left(t_{0}\right) \in W\left(t_{0}\right)$, then there is a control of the first player, which, with any admissible control of the second player, guarantees inclusion $z(p) \in Z$ for any realized motion $z(t)$.

Case 1. Let $\max \left(q_{1}, q_{2}\right) \leq t_{0} \leq p$, and the inclusion

$$
z\left(t_{0}\right) \in\left[i \alpha-\varepsilon-f\left(t_{0}\right), i \alpha+\varepsilon+f\left(t_{0}\right)\right]
$$

holds for some $i \in I$.
Consider the differential game (10) with the terminal condition

$$
\begin{equation*}
|z(p)| \leq \varepsilon, \quad \varepsilon \geq 0 \tag{14}
\end{equation*}
$$

For this problem, the following lemma is performed.
Lemma 1 ([10]). Let the initial state $t_{0}, z\left(t_{0}\right)$ be such that

$$
q_{2} \leq t_{0} \leq p \quad \text { and } \quad\left|z\left(t_{0}\right)\right| \leq \varepsilon+f\left(t_{0}\right)
$$

Then the control of the first player $u(t, z)=\operatorname{sign} z$ with any admissible control of the second player guarantees the fulfilment of inequality

$$
|z(\tau)| \leq \varepsilon+f(\tau), \quad t<\tau \leq p
$$

for any realized motion $z(t)$.
Now we consider the case when the terminal condition in the differential game (10) has the form

$$
\begin{equation*}
i \alpha-\varepsilon \leq z(p) \leq i \alpha+\varepsilon \tag{15}
\end{equation*}
$$

for some $i \in I$.
Let's change the variable

$$
z_{*}=z-i \alpha
$$

Then (15) takes the form

$$
\left|z_{*}(p)\right| \leq \varepsilon
$$

Thus, in the new coordinates we obtain the differential game (10), (14).
Making the inverse change of variables, from Lemma 1 we obtain the following necessary and sufficient conditions of termination in the differential game (10), (15)

$$
q_{2} \leq t_{0} \leq p \quad \text { and } \quad i \alpha-\varepsilon-f\left(t_{0}\right) \leq z\left(t_{0}\right) \leq i \alpha+\varepsilon+f\left(t_{0}\right)
$$

and optimal control of the first player takes the form

$$
\begin{equation*}
u(t, z)=\operatorname{sign}(z-i \alpha) \tag{16}
\end{equation*}
$$

The number $i \in I$ in formula (16) can be calculated as a solution of the minimization problem $\min _{i \in I}|z-i \alpha|$.

Case 2. Let $t_{0}<q_{1}$ and $q_{2}<q_{1}$. According to the definition of $q_{1}$, equality

$$
\varepsilon+f\left(q_{1}\right)=\alpha-\varepsilon-f\left(q_{1}\right),
$$

holds, and, therefore,

$$
i \alpha+\varepsilon+f\left(q_{1}\right)=(i+1) \alpha-\varepsilon-f\left(q_{1}\right)
$$

holds for any $i \in I$. Thus, for any control of players on segment $\left[t_{0}, q_{1}\right]$, inclusion

$$
z\left(q_{1}\right) \in\left[i \alpha-\varepsilon-f\left(q_{1}\right), i \alpha+\varepsilon+f\left(q_{1}\right)\right]
$$

holds for some $i \in I$. From here we fall into the condition of case 1 .

### 5.2 Solution of Evasion Problem

We show that if $z\left(t_{0}\right) \notin W\left(t_{0}\right)$, then there is a second player control, which, with any admissible control of the first player, guarantees inclusion $z(p) \notin Z$ for any realized motion $z(t)$.

Case 1. Let $\max \left(q_{1}, q_{2}\right) \leq t_{0} \leq p$, and inequalities

$$
\begin{equation*}
i \alpha+\varepsilon+f\left(t_{0}\right)<z\left(t_{0}\right)<(i+1) \alpha-\varepsilon-f\left(t_{0}\right) \tag{17}
\end{equation*}
$$

are fulfilled for some $i \in I$.
For $\varepsilon_{1}>0$ we denote

$$
t\left(\varepsilon_{1}\right)=\inf \left\{t<p: \varepsilon_{1}>f(\tau) \text { for all } t<\tau \leq p\right\}
$$

Lemma 2 ([13]). Let the second player chooses control $v(t, z)=-\operatorname{sign} z$. Then for any motion $z(t)$ and for any numbers $t\left(\varepsilon_{1}\right) \leq t_{*}<t^{*} \leq p$, the following condition is satisfied:

$$
\text { if }\left|z\left(t_{*}\right)\right|<\varepsilon_{1}-f\left(t_{*}\right), \text { then }\left|z\left(t^{*}\right)\right|<\varepsilon_{1}-f\left(t^{*}\right) .
$$

Further, by making the change of variable

$$
z_{*}=z-(i+0.5) \alpha
$$

rewrite (17) as follows

$$
\left|z_{*}\left(t_{0}\right)\right|<0.5 \alpha-\varepsilon-f\left(t_{0}\right)
$$

Note that for $\varepsilon_{1}=0.5 \alpha-\varepsilon>0$ the definitions of $q_{1}$ and $t\left(\varepsilon_{1}\right)$ are the same. Using Lemma 2 and the inverse change of variables, we obtain that the control of the second player

$$
\begin{equation*}
v(t, z)=-\operatorname{sign}(z-(i+0.5) \alpha) \tag{18}
\end{equation*}
$$

guarantees fulfilment of inequalities $i \alpha+\varepsilon<z(p)<(i+1) \alpha-\varepsilon$. Thus, inclusion (11) is not fulfilled.

Case 2. Let $t_{0}<q_{2}$ and $q_{1}<q_{2}$. According to the definition of $q_{2}$, there is time moment $q_{1}<t_{*}<q_{2}$ such that

$$
\varepsilon+f(\tau)<0
$$

for all $t_{*} \leq \tau<q_{2}$. Thus, for any player controls on segment $\left[t_{0}, t_{*}\right]$, inequalities

$$
i \alpha+\varepsilon+f\left(t_{*}\right)<z\left(t_{*}\right)<(i+1) \alpha-\varepsilon-f\left(t_{*}\right)
$$

are satisfied for some $i \in I$. Further proof is similar to case 1 .

## 6 Example

Let's return to the introductory example. Given the form of the matrix (5), write down the system of equations (9)

$$
\dot{\psi}_{1}=0, \quad \dot{\psi}_{2}=-\psi_{1}+a_{1} \psi_{2}-a_{1} \psi_{4}, \quad \dot{\psi}_{3}=0, \quad \dot{\psi}_{4}=-a_{2} \psi_{2}-\psi_{3}+a_{3} \psi_{4}
$$

with initial conditions

$$
\psi_{1}(p)=1, \quad \psi_{2}(p)=\psi_{3}(p)=\psi_{4}(p)=0
$$

Hence, $\psi_{1}(t)=1, \psi_{3}(t)=0$. Therefore,

$$
\begin{equation*}
\dot{\psi}_{2}=a_{1} \psi_{2}-a_{1} \psi_{4}-1, \quad \dot{\psi}_{4}=-a_{2} \psi_{2}+a_{3} \psi_{4} \tag{19}
\end{equation*}
$$

Since the numbers $a_{i}>0, i=1,2,3$, then the characteristic equation

$$
\left|\begin{array}{cc}
a_{1}-\lambda & -a_{1} \\
-a_{2} & a_{3}-\lambda
\end{array}\right|=\left(\lambda-a_{1}\right)\left(\lambda-a_{3}\right)-a_{1} a_{2}=0
$$

has two real roots

$$
\lambda_{1,2}=\frac{\left(a_{1}+a_{3}\right) \pm \sqrt{\left(a_{1}-a_{3}\right)^{2}+4 a_{1} a_{2}}}{2}
$$

Then the general solution of system (19) takes the following form:

$$
\begin{gathered}
\psi_{2}(t)=c_{1} a_{1} e^{\lambda_{1} t}+c_{2} a_{1} e^{\lambda_{2} t}-\frac{a_{3}}{a_{1}\left(a_{3}-a_{2}\right)}, \\
\psi_{4}(t)=c_{1}\left(a_{1}-\lambda_{1}\right) e^{\lambda_{1} t}+c_{2}\left(a_{1}-\lambda_{2}\right) e^{\lambda_{2} t}-\frac{a_{2}}{a_{1}\left(a_{3}-a_{2}\right)} .
\end{gathered}
$$

Note that $a_{3}>a_{2}$. Assume $c_{i}=\beta_{i} e^{-\lambda_{i} p}, i=1,2$. From condition $\psi_{2}(p)=$ $\psi_{4}(p)=0$ we obtain the equations for calculating the numbers $\beta_{i}$ :

$$
\beta_{1}+\beta_{2}=\frac{a_{3}}{a_{1}^{2}\left(a_{3}-a_{2}\right)}, \quad \lambda_{1} \beta_{1}+\lambda_{2} \beta_{2}=\frac{1}{a_{1}} .
$$

Thus,

$$
\begin{gather*}
\psi_{1}(t)=1, \quad \psi_{2}(t)=\beta_{1} a_{1} e^{-(p-t) \lambda_{1}}+\beta_{2} a_{1} e^{-(p-t) \lambda_{2}}-\frac{a_{3}}{a_{1}\left(a_{3}-a_{2}\right)}, \quad \psi_{3}(t)=0 \\
\psi_{4}(t)=\beta_{1}\left(a_{1}-\lambda_{1}\right) e^{-(p-t) \lambda_{1}}+\beta_{2}\left(a_{1}-\lambda_{2}\right) e^{-(p-t) \lambda_{2}}-\frac{a_{2}}{a_{1}\left(a_{3}-a_{2}\right)} . \tag{20}
\end{gather*}
$$

Formulas (6) imply that the sets $W$ and $F$ are symmetric in the example. Using this, it can be shown that

$$
\begin{equation*}
a_{+}(t)=-a_{-}(t), \quad b_{+}(t)=-b_{-}(t) \quad \text { for all } \quad t \leq p . \tag{21}
\end{equation*}
$$

Therefore,

$$
a(t)=\max _{\xi}\langle\psi(t), \xi\rangle, \quad \xi \in W ; \quad b(t)=\max _{\eta}\langle\psi(t), \eta\rangle, \quad \eta \in F .
$$

These formulas and (6) imply that

$$
\begin{array}{cl}
\langle\psi(t), \xi\rangle=\gamma\left(-\psi_{2}(t)+\psi_{4}(t)\right) w_{1}, & a(t)=\gamma w_{1}^{0}\left|\psi_{4}(t)-\psi_{2}(t)\right| \\
\langle\psi(t), \eta\rangle=\left(-\delta_{1} \psi_{2}(t)+\delta_{2} \psi_{4}(t)\right) w_{2}, & b(t)=w_{2}^{0}\left|\delta_{2} \psi_{4}(t)-\delta_{1} \psi_{2}(t)\right| .
\end{array}
$$

Using (21), we obtain that the variable $z$ takes the form

$$
z=\langle\psi(t), x\rangle .
$$

This equality and (20) imply that

$$
\begin{aligned}
z= & x_{1}+\left(\beta_{1} a_{1} x_{2}+\beta_{1}\left(a_{1}-\lambda_{1}\right) x_{4}\right) e^{-(p-t) \lambda_{1}} \\
& +\left(\beta_{2} a_{1} x_{2}+\beta_{2}\left(a_{1}-\lambda_{2}\right) x_{4}\right) e^{-(p-t) \lambda_{2}}-\frac{a_{3} x_{2}+a_{2} x_{4}}{a_{1}\left(a_{3}-a_{2}\right)} .
\end{aligned}
$$

Note that $z$ and, consequently, the optimal controls of the players do not depend on $x_{3}=\phi_{2}$, i.e. on the angle of rotation of the flywheel with the center at point $B$.

The optimal player controls (16) and (18) can be written as follows:

$$
u(t, z)=\operatorname{sign}(z-i \pi)
$$

where $i \in I$ gives a minimum to the expression $|z-i \pi|$;

$$
v(t, z)=-\operatorname{sign}(z-(i+0.5) \pi)
$$

where $i \in I$ gives a minimum to the expression $|z-(i+0.5) \pi|$.

## 7 Conclusion

In this paper, we consider the game problem, in which the first player controls the rod attached to the rotor of the electric motor. A rotating flywheel controlled by the second player is attached to one end of the rod. The goal of the first player is to bring the rotor to a vertical position at a given time. The goal of the second player is the opposite. We consider this problem as an example of a more general linear differential game with a one-dimensional aim, which is determined using the modulus of a linear function of the phase vector. Using a linear change of variables, this problem is reduced to a single-type one-dimensional differential game. The terminal set in this game is the union of an infinite number of disjoint segments. This terminal set has the meaning of $\varepsilon$-neighbourhood of the target position of the system, taking into account the periodicity.

Based on our previous results, we find the necessary and sufficient conditions of termination and constructed the corresponding controls of the players in the single-type differential game. Then, using the obtained results, we write down the optimal controls of the players in the original game problem of controlling the rod.

The obtained results can find applications in the design of control algorithms for complex oscillatory mechanical systems. For example, we can consider the behaviour of some elements of such systems as realizations of uncontrolled disturbances, the values of which belong given sets. Mathematical modelling of control in such problems based on an approach that prescribes disturbance behaviour that degrades the quality indicator, in accordance with which control is modelled. This approach leads to the consideration of the problem of constructing a control in the framework of the theory of differential games.
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#### Abstract

We analyze the uniform asymptotics of the equilibrium value (as a function of initial state) in the case when its payoffs are averaged with respect to a density that depends on some scale parameter and this parameter tends to zero; for example, the Cesàro and Abel averages as payoffs for the uniform and the exponential densities, respectively. We also investigate the robustness of this asymptotics of the equilibrium value with respect to the choice of distribution when its scale parameter is small enough. We establish the class of densities such that the existence of the asymptotics of the equilibrium value for some density guarantees the same asymptotics for a piecewise-continuous density; in particular, this class includes the uniform, exponential, and rational densities. By reducing the general $n$-person dynamic games to mappings that assigns to each payoff its corresponding equilibrium value, we gain an ability to consider dynamic games in continuous and discrete time, both in deterministic and stochastic settings.
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## Introduction

In this paper, we study the asymptotic properties of dynamic games' equilibrium value with the payoff taken in the form of an average with respect to the given discount function (density) as the time scale decreases (the horizon gets larger and larger).

In dynamic optimization, ever so often, the payoff can be averaged over time with respect to a certain probability distribution. In this case, to a realization of the process-some function $t \mapsto z(t)$-in addition to the running cost-a function $t \mapsto g(z(t))$-one takes a payoff in the form of a certain average of the running cost,

$$
\int_{0}^{\infty} \rho(t) g(z(t)) d t
$$

with respect to a certain discount function, a density $\rho$. Most often, when the problem is considered on infinite horizon, the potential infinity of the interval is

[^29]emulated by considering the problems where the payoff is taken over increasingly large intervals $[0, T]$ or in view of increasingly small discount $\lambda$; then, the limits of these problems are studied if such exist. Thus, effectively, one considers the asymptotic behavior of the equilibrium value for the payoffs
\[

$$
\begin{equation*}
\int_{0}^{\infty} \lambda \rho(\lambda t) g(z(t)) d t \tag{1}
\end{equation*}
$$

\]

as the scale parameter $\lambda$ tends to zero, for instance, for the densities of the uniform $\rho(t)=1_{[0,1]}(t)$ (Cesàro mean) and exponential $\rho(t)=e^{-t}$ (Abel mean) distributions, respectively.

Existence of a limit of equilibrium value with respect to density means that the equilibrium value is robust with respect to the scale parameter $\lambda$ if this parameter is sufficiently small. In particular, in the stochastic statement, this limit (the asymptotic value) is customarily considered the equilibrium value when the planning horizon is infinite [3]. In these statements, one could often obtain, in addition, an asymptotically optimal strategy guaranteeing a payoff that is close to the optimal one (uniform value)-for sufficiently small scale parameter [18]. In this paper, we will have to assume the existence of the equilibrium value asymptotics in the sense of the uniform approach. Unfortunately, the existence of the uniform equilibrium in nonzero-sum stochastic games was proven only in special cases, see [7,22]; a lonely example in differential games was obtained in [12]. In the case of zero-sum games, the conditions of existence of uniform strategy are known well enough, see, for example $[2,4-6,15,16]$.

Assuming the existence of these limits of equilibrium values for a certain density family (for example, the Abel mean), we can consider the same game with another density family (for example, the Cesàro mean). The theorems relating the asymptotics of different densities with each other are called Tauberian theorems. For a variety of two-person zero-sum dynamic game and optimal control statements, it is possible to obtain the following Tauberian theorem: the uniform convergence of the equilibrium value for the running costs averaged with respect to the uniform and/or exponential distributions guarantees the uniform convergence to the same limit for the other distribution [9, 14, 18, 24]. Later, a Tauberian theorem for all two-person zero-sum games satisfying the Dynamic Programming Principle was proved [11]; the case of the stationary-like uniform Nash equilibrium was considered in [12].

Then, robustness can be stated in a more broad form: find a sufficient condition on the distribution family $\varrho_{\lambda}$ under which the uniform convergence of equilibrium values with the payoffs averaged in view of Cesàro/Abel means (or in view of some other density family) implies the uniform convergence to the same limit of the equilibrium values for all distributions. For example, in paper [19], for discrete-time control processes, it was proved that the uniform convergence of the equilibrium values for Cesàro/Abel means automatically implies the uniform convergence (to the same limit) of the equilibrium values in view of payoffs (1) for arbitrary nonincreasing density $\rho$ (since density could be rendered as a convex combination of Cesàro means). This result may be significantly improved upon, at the very least, for the control systems on compact invariant sets under
nonexpansive dynamics assumption; however, without additional assumptions, this may already fail on Markov discrete-time control processes (see [25]). In the general case of zero-sum two-person game, the corresponding general Tauberian theorem was proved as a consequence of the Dynamic Programming Principle in [13]. In this article, we extend this result to the stationary-like uniform Nash equilibrium.

We consider the uniform equilibrium values' robustness under the choice of the scale parameter and the choice of density. Previously, this robustness could be verified with only the exponential or uniform densities as initial; the same result was obtained in $[8,19,21,25]$ for different zero-sum game conceptions. A part of the reason for considering the uniform or exponential families first is the fact that they are invariant under scaling; however, other densities were also considered (see, for instance, [17]). In [13], it is stated that the polynomial densities of the kind $(A+B t)^{\gamma}$ can be considered as initial density. Here, we improve this result, allowing one to consider a rational density. From the existence of a uniform equilibrium value with respect to a rational, uniform, or exponential densities, it follows that this value is the common uniform equilibrium value with respect to a continuous density.

The structure of the paper is as follows. In Sect. 1, we give the general statement and definitions, in particular, the definitions of uniform equilibrium value and a stationary-like strategy profile; further, we describe and discuss the needed assumptions. The main result, Theorem 1, the Tauberian theorem for the uniform equilibria with arbitrary densities, is formulated in Sect. 2, and an example is presented. The next section is devoted to the proof of Theorem 1; this proof is by reduction to [13, Theorem 6] in the statement from [12].

## 1 The Game Model

### 1.1 The Dynamics

Dynamic System. Assume the following items are given:

- a nonempty set $\Omega$ of states;
- the set of players $I \triangleq\{1,2, \ldots, n\}$;
- a nonempty set $\mathbb{K}$ of processes, which are maps from $\mathbb{R}_{+}$to $\Omega$;
- a running cost $g^{i}: \Omega \mapsto[0,1]$ for every player $i \in I$;

Assume that the map $t \mapsto g^{i}(z(t))$ is Borel measurable for every process $z \in \mathbb{K}$ and every player $i \in I$.

For every player $i \in I$, fix a nonempty strategy set $\mathcal{S}_{i}$. Let $\mathcal{S} \triangleq \prod_{i \in I} \mathcal{S}_{i}$ be the set of all strategy profiles. For each $\omega \in \Omega$, each strategy profile $s \in \mathcal{S}$ generates a unique process $z[\omega, s] \in \mathbb{K}$.

Let $s^{-i} \triangleq\left(s^{1}, \ldots, s^{i-1}, s^{i+1}, \ldots, s^{n}\right)$ for all $i \in I$ and let $s=\left(s^{1}, \ldots, s^{n}\right) \in$ $\mathcal{S}$; furthermore, for every $s, \hat{s} \in \mathcal{S}$, set $\left[\hat{s}^{i}, s^{-i}\right] \equiv\left(s^{1}, \ldots, s^{i-1}, \hat{s}^{i}, s^{i+1}, \ldots, s^{n}\right)$, $\left[s^{i}, s^{-i}\right] \equiv s$ for all $i \in I$.

### 1.2 Densities and Weighted Payoffs

Let $\mathfrak{D}$ be the set of all Borel measurable maps $\varrho: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that

$$
\int_{0}^{\infty} \varrho(t) d t=\lim _{T \uparrow \infty} \int_{0}^{T} \varrho(t) d t=1
$$

The elements of $\mathfrak{D}$ will be called densities.
For each density $\varrho \in \mathfrak{D}$ and each number $r \in(0,1)$, the quantile $q[\varrho](r)$ is uniquely defined as the minimum root of

$$
\int_{0}^{q[\varrho](r)} \varrho(t) d t=r
$$

For a density $\varrho \in \mathfrak{D}$ and a positive $T$ with the property $\int_{T}^{\infty} \varrho(t) d t>0$ and them only, it is possible to introduce the density $\varrho_{\text {shift }}^{T}$ by the following rule:

$$
\varrho_{\text {shift }}^{T}(t)=\frac{\varrho(t+T)}{\int_{T}^{\infty} \varrho(t) d t} \quad \forall t \geq 0
$$

For each density $\varrho \in \mathfrak{D}$ and arbitrary $\lambda>0$, define the density $\varrho_{\text {scale }}^{\lambda}$ by the rule

$$
\varrho_{\text {scale }}^{\lambda}(t)=\lambda \varrho(\lambda t) \quad \forall t \geq 0
$$

To a density $\varrho$, assign a payoff profile $\mathbb{C}[\varrho]: \mathbb{K} \rightarrow \mathbb{R}^{n}$ by the following rule:

$$
\mathrm{C}^{i}[\varrho](z) \triangleq \int_{0}^{\infty} \varrho(t) g^{i}(z(t)) d t, \quad \forall i \in I, z \in \mathbb{K}
$$

### 1.3 On Accepted Value and Best-Reply Value

Let there be given a payoff profile $c$. Let all players pick a strategy profile $s_{*} \in \mathcal{S}$. Then, each player must take the accepted value

$$
\mathbb{V}^{i, b}\left[c^{i}\right](\omega) \triangleq c^{i}\left(z\left[\omega, s_{*}\right]\right) \quad \forall \omega \in \Omega
$$

However, each player could hope to come up with his own best-reply value

$$
\mathbb{V}^{i, \sharp}\left[c^{i}\right](\omega) \triangleq \sup _{s^{i} \in \mathcal{S}_{i}} c^{i}\left(z\left[\omega, s^{i}, s_{*}^{-i}\right]\right) \quad \forall \omega \in \Omega
$$

assuming other players keep $s_{*}$.
Recall that a strategy profile $s_{*} \in \mathcal{S}^{n}$ is a Nash equilibrium for a payoff $c$ with an initial state $\omega \in \Omega$ if $\mathbb{V}^{i, \sharp}\left[c^{i}\right](\omega)=c^{i}\left(z\left[\omega, s_{*}\right]\right)$ for all $i \in I$; moreover, a strategy profile $s_{*}: \mathbb{R} \rightarrow \mathcal{S}$ is a Nash $\varepsilon$-equilibrium for $c$ with an initial state $\omega \in \Omega$ if $\mathbb{V}^{i, \sharp}\left[c^{i}\right](\omega) \leq c^{i}\left(z\left[\omega, s_{*}\right]\right)+\varepsilon$ for all $i \in I$. Thus, the best-reply value and the accepted value coincide for each player in the case of Nash equilibrium, and are $\varepsilon$-closed in the case of $\varepsilon$-Nash equilibrium.

Usually, Nash equilibrium is defined only for the fixed initial state and fixed payoff profile $c$. Nonetheless, in this article we deal with the asymptotics of the equilibrium value (as a map from state space) for weighted payoff families $\left(c_{\lambda}\right)_{\lambda>0}$ as $\lambda \downarrow 0$ for all initial states. These asymptotics are linked with the corresponding Tauberian theorem, and these theorems have to consider the equilibrium value for all initial states; in particular, for the simplest case - a control problem-we have to require the uniform convergence, uniform on a given invariant set; otherwise, see the corresponding counterexample in [20]. By this reason, we also have to consider the uniform case, i.e., we assume that some strategy profile $s_{*} \in \mathcal{S}$ is a Nash $\varepsilon$-equilibrium for $\left(c_{\lambda}\right)_{\lambda>0}$ and all initial states $\omega \in \Omega$ if $\lambda$ is sufficiently small. Here, we assume that $s_{*}$ is independent of the initial state $\omega$ and the choice of $\lambda$. The first requirement is not essential; if we wanted it, we could consider the sets of all functions $s: \Omega \rightarrow \mathcal{S}_{i}$ as new sets $\mathcal{S}_{i}$. The second requirement is important and essential, the uniform approach (see Introduction) is based on the existence of a Nash equilibrium robust under the choice of sufficiently large interval $[0, T]$ and/or of sufficiently small discount rate $\lambda$.

Definition 1. Let us say that a strategy profile $s_{*} \in \mathcal{S}$ is a uniform Nash equilibrium for the payoff profile family $\left(c_{\lambda}\right)_{\lambda>0}$ if the limit

$$
\begin{equation*}
\lim _{\lambda \downarrow 0}\left|\mathbb{V}^{i, \sharp}\left[c_{\lambda}^{i}\right](\omega)-c_{\lambda}^{i}\left(z\left[\omega, s_{*}\right]\right)\right|=0 \quad \forall \omega \in \Omega, i \in I \tag{2}
\end{equation*}
$$

exists and is uniform in $\omega \in \Omega$.
Definition 2. Let us say that a function $U_{*}=\left(U_{*}^{1}, \ldots, U_{*}^{n}\right): \Omega \rightarrow \mathbb{R}^{n}$ is the uniform equilibrium value of $s_{*} \in \mathcal{S}$ for the payoff profile family $\left(c_{\lambda}\right)_{\lambda>0}$ as $\lambda \downarrow 0$ if $s_{*} \in \mathcal{S}$ is a uniform Nash equilibrium for this payoff family and the limit

$$
\lim _{\lambda \downarrow 0} \mathbb{V}^{i, \sharp}\left[c_{\lambda}^{i}\right](\omega)=U_{*}^{i}(\omega) \quad \forall \omega \in \Omega
$$

exists and is uniform in $\omega \in \Omega$ for all $i \in I$.
It would be instructive to assume just (2), however, the author is unaware of such a Tauberian theorem in game statements. Hereinafter we can assume the existence of the uniform equilibrium value for a given payoff family. In Sect. 2, we apply the Tauberian theorem proved in this paper to the uniform equilibrium from [12].

### 1.4 Concatenations and Stationary-Like Strategies

We must also impose two conditions on strategies and processes. Similarly to [12], for Nash equilibrium, consider merely stationary-like strategy profiles.

Definition 3. We will say that a strategy profile $s_{*} \in \mathcal{S}$ is stationary-like if

$$
\begin{equation*}
z\left[z\left[\omega, s_{*}\right](\Delta), s_{*}\right](t)=z\left[\omega, s_{*}\right](t+\Delta) \quad \forall \omega \in \Omega, \Delta, t \geq 0 \tag{3}
\end{equation*}
$$

Note that this condition on $s_{*}$ is very strong; on the other side, we will hope that it could be weakened by the method of [10, Sect. 2], by applying multi-valued strategies. For differential games, similar constructions were applied in $[1,9]$.

For the second condition, we need the concatenation of processes. For all $\tau \in \mathbb{R}_{+}, z^{\prime}, z^{\prime \prime} \in \mathbb{K}$ with the property $z^{\prime}(\tau)=z^{\prime \prime}(0)$ and them only, we define their concatenation, a map from $\mathbb{R}_{+}$to $\Omega$, as follows:

$$
\left(z^{\prime} \diamond_{\tau} z^{\prime \prime}\right)(t) \triangleq\left\{\begin{aligned}
z^{\prime}(t), & 0 \leq t \leq \tau \\
z^{\prime \prime}(t-\tau), & t>\tau
\end{aligned}\right.
$$

Recall the conditions of the Tauberian theorem for a most simple one-person game, in particular, for a control problem. In [20], it was considered that the set of processes was closed with respect to concatenation. Later (see [10, Sect. 7.2]), it was shown that the restriction of an admissible process to a right-infinite interval must also be an admissible process. Similarly to [12], we require these conditions for the set of all processes generated by $s^{*}$ and for the set of all processes generated by $\left(s_{*}^{-i}, \hat{s}^{i}\right)$. We assume the following condition on a stationary-like strategy profile $s_{*} \in \mathcal{S}$ : for all $i \in I, \tau \in \mathbb{R}$,

$$
\begin{equation*}
\left\{z\left[\omega, s^{i}, s_{*}^{-i}\right] \mid s^{i} \in \mathcal{S}_{i}\right\}=\left\{\check{z} \diamond_{\tau} z\left[\check{z}(\tau), \hat{s}^{i}, s_{*}^{-i}\right] \mid \hat{s}^{i}, s^{i} \in \mathcal{S}_{i}, \check{z}=z\left[\omega, s^{i}, s_{*}^{-i}\right]\right\} . \tag{4}
\end{equation*}
$$

This condition guarantees that every player $i \in I$ could declare his strategy stepwise for a time interval, not necessarily for the whole positive semiaxis, and this stepwise declaration of Nash equilibrium would generate this Nash equilibrium just as well. Condition (4) is sufficiently weak and it is similar to the conditions of the Tauberian theorem $[20],[10,(7.1)]$ for one-person game, and condition $[12,(5)]$. This condition could also be relaxed in two ways. First, similarly to $[12,(4)]$, we could assume only the inclusion " $\subset$ " instead of the equality "=" in (4). Second, we could consider only natural $\tau$ in (4) for discrete-time statements, i.e., each process $z$ would satisfy $z(n+r)=z(n)$ for natural $n$ and $r \in(0,1)$. These modifications will have required nothing more than additional cumbersome references to proofs from [13]. The proof of the result below will be much more simple.

## 2 Tauberian Theorem

Set the exponential and uniform density families as follows:

$$
\varpi_{\lambda}(t)=\lambda \cdot 1_{[0,1 / \lambda]}(t), \quad \pi_{\lambda}(t)=\lambda \cdot e^{-\lambda t}, \quad \forall \lambda>0, t \geq 0 .
$$

A density $\varrho \in \mathfrak{D}$ is called rational if $\varrho$ is a nonnegative rational function.
Theorem 1. Let a stationary-like strategy profile $s_{*} \in \mathcal{S}$ satisfy (4).
Then, for a given arbitrary function $U_{*}: \Omega \rightarrow \mathbb{R}^{n}$, the following conditions are equivalent:
(c) for all piecewise continuous on $(0, \infty)$ densities $\mu \in \mathfrak{D}, U_{*}$ is the uniform equilibrium value of $s^{*}$ for the payoff profile family $\left(\mathrm{C}\left[\mu_{\text {scale }}^{\lambda}\right]\right)_{\lambda>0}$;
(u) $U_{*}$ is the uniform equilibrium value of $s^{*}$ for the family $\left(\mathrm{c}\left[\varpi_{\lambda}\right]\right)_{\lambda>0}$;
(e) $U_{*}$ is the uniform equilibrium value of $s^{*}$ for the family $\left(\mathrm{C}\left[\pi_{\lambda}\right]\right)_{\lambda>0}$;
(p) for a certain rational density $\rho \in \mathfrak{D}, U_{*}$ is the uniform equilibrium value of $s^{*}$ for the payoff profile family $\left(\mathrm{C}\left[\rho_{\text {shift }}^{1 / \lambda}\right]\right)_{\lambda>0}$;
(q) for all rational densities $\rho \in \mathfrak{D}, U_{*}$ is the uniform equilibrium value of $s^{*}$ for the payoff profile family $\left(\mathrm{C}\left[\rho_{s h i f t}^{1 / \lambda}\right)\right)_{\lambda>0}$.

In [12] for uniform and exponential densities there was considered a uniform stationary Nash equilibrium in a nonlinear modification of the Lanchester model of competition of two firms $(i=1,2)$ proposed in [23]. Let us extend this result over all densities.

Example 1. For each density $\mu$, consider the game

$$
\begin{gather*}
\dot{x}_{1}=u_{1} \sqrt{1-x_{1}}-u_{2} \sqrt{x_{1}}, \quad \dot{x}_{2}=u_{2} \sqrt{1-x_{2}}-u_{1} \sqrt{x_{2}}  \tag{5}\\
x_{1}(0)=y_{* 1}>0, x_{2}(0)=y_{* 2}>0, y_{* 1}+y_{* 2}=1, u_{1}, u_{2} \geq 0  \tag{6}\\
C^{i}[\mu]\left(x_{1}, x_{2}, u_{1}, u_{2}\right) \triangleq \int_{0}^{\infty} \mu(t)\left[q_{i} x_{i}(t)-\frac{1}{4}\left(u_{i}(t)\right)^{2}\right] d t \quad \forall i \in\{1,2\} . \tag{7}
\end{gather*}
$$

Here $x_{i}$ is the market share of firm $i, u_{i}$ is advertising rate of firm $i, q_{i}$ is the unit margin of firm $i$, and the payoff (7) is typical for Lanchester-type model with constant potential market. It is easy to see that (6) guarantees $x_{1}(t)+x_{2}(t) \equiv 1$.

Fix a number $Q \geq 2 \sqrt{q_{1}+q_{2}}$. Let $\mathcal{S}_{1}=\mathcal{S}_{2}$ be the set of all bounded maps $\mathbb{R}_{+} \times(0,1) \ni(t, x) \mapsto s(t, x) \in[0, Q]$ such that (1) $s(t, \cdot)$ are Lipschitz continuous on any compact subset of $(0,1)$ for all $t \geq 0$; (2) $s(\cdot, x)$ are Borel measurable for all $x \in(0,1) ;(3)$ there exists a positive $\varkappa$ such that $s(t, x)>\varkappa$ if $x<\varkappa$.

Paper [23] thoroughly investigated Nash equilibria of the game (5)-(7) with exponential densities $\pi_{r_{1}}, \pi_{r_{2}}$; thanks to [23, Theorem 5], the unique feedback Nash equilibrium for this game is the following pair of stationary strategies:

$$
\begin{equation*}
\hat{s}_{r_{1}, r_{2}}^{i}\left(x_{i}\right)=2 a_{i} \sqrt{1-x_{i}}, \quad\{i, j\}=\{1,2\}, \tag{8}
\end{equation*}
$$

where $\left(a_{1}, a_{2}\right)$ is the unique positive solution of the system

$$
a_{i} r_{i}+a_{i}\left(a_{i}+a_{j}\right)=q_{i}, \quad\{i, j\}=\{1,2\} .
$$

Similarly [12], put $Y_{0} \triangleq\left\{\left(y_{1}, y_{2}\right) \mid y_{1}+y_{2}=1, y_{1}, y_{2}>0\right\} . \Omega \triangleq Y_{0} \times$ $[0, Q]^{2}, \mathbb{K} \triangleq C\left(\mathbb{R}_{+}, Y_{0}\right) \times B\left(\mathbb{R}_{+},[0, Q]^{2}\right)$. Define the running cost $g^{i}(\omega)=$ $\frac{1}{2}+\frac{1}{2 Q^{2}}\left[q_{i} y_{i}-\frac{1}{4}\left(u_{i}\right)^{2}\right] \in(0,1)$ for all initial data $\omega=\left(y_{1}, y_{2}, u_{1}, u_{2}\right)$. For each $\omega=\left(y_{1 *}, y_{2 *}, u_{1}, u_{2}\right) \in \Omega$ and strategy profile $s=\left(s^{1}, s^{2}\right) \in \mathcal{S}_{1} \times \mathcal{S}_{2}$ we set

$$
z[\omega, u](t)=\left(x_{1}(t), x_{2}(t), u_{1}(t), u_{2}(t)\right),
$$

where $\left(x_{1}, x_{2}\right)$ is the solution of (5) with the initial conditions $\left(x_{1}, x_{2}\right)(0)=$ $\left(y_{1 *}, y_{2 *}\right)$ and controls $u_{1}(\cdot)=s^{1}\left(\cdot, x_{1}(\cdot)\right), u_{2}(\cdot)=s^{2}\left(\cdot, x_{2}(\cdot)\right)$.

Then we construct the basic statement of Sect. 1.
Let ( $b_{1}, b_{2}$ ) be the unique positive solution of the system

$$
b_{i}\left(b_{i}+b_{j}\right)=q_{i},\{i, j\}=\{1,2\} .
$$

Define the strategy profile $\hat{s}_{* o}=\left(\hat{s}_{* o}^{1}, \hat{s}_{* o}^{2}\right)$ by (8) with $\left(a_{1}, a_{2}\right)=\left(b_{1}, b_{2}\right)$.
In [12] it was shown that the strategy profile $\hat{s}_{* o}=\left(\hat{s}_{* o}^{1}, \hat{s}_{* o}^{2}\right)$, defined by (8) with $\left(a_{1}, a_{2}\right)=\left(b_{1}, b_{2}\right)$, is the uniform feedback Nash equilibrium for game (5)-(7) with exponential density family $\left(\pi_{\lambda}\right)_{\lambda>0}$ (and, as consequence, uniform density family $\left.\left(\varpi_{\lambda}\right)_{\lambda>0}\right)$. Then, Theorem 1 guarantees that for all piecewise continuous on $(0, \infty)$ densities $\mu \in \mathfrak{D}$ the strategy profile $\hat{s}_{* o}=\left(\hat{s}_{* o}^{1}, \hat{s}_{* o}^{2}\right)$ is the common uniform feedback Nash equilibrium for game (5)-(7) with the density family $\mu_{\text {scale }}^{\lambda}$.

## 3 The Proof of Theorem 1

The proof of this theorem will be reduced to [13, Theorem 6]. At the beginning, we must verify the main conditions of [13, Theorem 6] for the accepted and best reply values. In [12], it was proved that the maps $c \mapsto \mathbb{V}^{i, \sharp}[c]$ and $c \mapsto \mathbb{V}^{i, \phi}[c]$ are game value maps. Further, in the proof of [12, Theorem 1], the Dynamic Programming Principle was established for these values with respect to exponential and uniform densities. To apply [13, Theorem 6], we will only need to verify this principle with respect to an arbitrary density.

Fix a density $\rho \in \mathcal{D}$ and some positive number $T$ such that $\int_{0}^{T} \rho(t) d t<1$. Consider two payoff profiles: for all $i \in I, z \in \mathbb{K}$,

$$
\begin{aligned}
& c^{i, b}[\rho](z) \triangleq \int_{0}^{T} g^{i}(z(t)) d t+\int_{T}^{\infty} \rho(t) d t \mathbb{V}^{i, b}\left[\mathrm{C}^{i}\left[\rho_{\mathrm{shift}}^{T}\right]\right](z(T)), \\
& c^{i, \sharp}[\rho](z) \triangleq \int_{0}^{T} g^{i}(z(t)) d t+\int_{T}^{\infty} \rho(t) d t \mathbb{V}^{i, \sharp}\left[\mathrm{C}^{i}\left[\rho_{\mathrm{shift}}^{T}\right]\right](z(T)) .
\end{aligned}
$$

We must prove that $\mathbb{V}^{i, b}\left[c^{i}[\rho]\right] \equiv \mathbb{V}^{i, b}\left[c^{i, b}\right]$ and $\mathbb{V}^{i, \sharp}\left[c^{i}[\rho]\right] \equiv \mathbb{V}^{i, \sharp}\left[c^{i, \sharp}\right]$.
Fix some initial data $\omega \in \Omega$; define $\bar{z} \triangleq z\left[\omega, s_{*}\right]$. Then,

$$
\begin{aligned}
\mathbb{V}^{i, \mathrm{~b}}\left[\mathrm{C}^{i}[\rho]\right](\omega) & =\mathrm{C}^{i}[\rho]\left[z\left[\omega, s_{*}\right]\right] \\
& =\int_{0}^{T} \rho(t) g^{i}(\bar{z}(t)) d t+\int_{0}^{\infty} \rho(t+T) g^{i}(\bar{z}(t+T)) d t \\
& \stackrel{(3)}{=} \int_{0}^{T} g^{i}(\bar{z}(t)) d t+\int_{0}^{\infty} \rho(t+T) g^{i}\left(z\left[\bar{z}(T), s_{*}\right](t)\right) d t \\
& =\int_{0}^{T} g^{i}(\bar{z}(t)) d t+\int_{T}^{\infty} \rho(t) d t \int_{0}^{T} \rho_{\text {shift }}^{T}(t) g^{i}\left(z\left[\bar{z}(T), s_{*}\right](t)\right) d t \\
& =\int_{0}^{T} g^{i}\left(z\left[\omega, s_{*}\right](t)\right) d t+\int_{T}^{\infty} \rho(t) d t \mathbb{V}^{i, b}\left[\mathrm{C}^{i}\left[\rho_{\text {shift }}^{T}\right]\right]\left(z\left[\omega, s_{*}\right](T)\right) \\
& =c^{i, b}\left(z\left[\omega, s_{*}\right]\right)=\mathbb{V}^{i, b}\left[c^{i, b}\right](\omega) .
\end{aligned}
$$

For the best reply value, we also have

$$
\begin{aligned}
& \mathbb{V}^{i, \sharp}\left[\mathrm{C}^{i}[\rho]\right](\omega)= \sup _{s^{i} \in \mathcal{S}_{i}} \int_{0}^{\infty} \rho(t) g^{i}\left(z\left[\omega, s^{i}, s_{*}^{-i}\right](t)\right) d t \\
& \stackrel{(4)}{=} \sup _{s^{i}, \hat{s}^{i} \in \mathcal{S}_{i}, \check{z} \triangleq z\left[\omega, s^{i}, s_{*}^{-i}\right]} \int_{0}^{\infty} \rho(t) g^{i}\left(\left(\check{z} \diamond_{T} z\left[\check{z}(T), \hat{s}^{i}, s_{*}^{-i}\right]\right)(t)\right) d t \\
&= \sup _{s^{i}, \hat{s}^{i} \in \mathcal{S}_{i}, \check{z} \triangleq z\left[\omega, s^{i}, s_{*}^{-i}\right]}\left[\int_{0}^{T} \rho(t) g^{i}(\check{z}(t)) d t\right. \\
&\left.+\int_{0}^{\infty} \rho(t+T) g^{i}\left(z\left[\check{z}(T), \hat{s}^{i}, s_{*}^{-i}\right](t)\right) d t\right] \\
&= \sup _{s^{i} \in \mathcal{S}_{i}, \check{z}^{\prime} \triangleq z\left[\omega, s^{i}, s_{*}^{-i}\right]}\left[\int_{0}^{T} \rho(t) g^{i}(\check{z}(t)) d t\right. \\
&\left.+\int_{T}^{\infty} \rho(t) d t \sup _{\hat{s}^{i} \in \mathcal{S}_{i}} \int_{0}^{T} \rho_{\mathrm{shift}}^{T}(t) g^{i}\left(z\left[\check{z}(T), \hat{s}^{i}, s_{*}^{-i}\right](t)\right) d t\right] \\
&= \sup _{s^{i} \in \mathcal{S}_{i}}\left[\int_{0}^{T} \rho(t) g^{i}\left(z\left[\omega, s^{i}, s_{*}^{-i}\right](t)\right) d t\right. \\
&\left.+\int_{T}^{\infty} \rho(t) d t \mathbb{V}^{i, \sharp[ }\left[\mathrm{C}^{i}\left[\rho_{\mathrm{shift}}^{T}\right]\right]\left(z\left[\omega, s^{i}, s_{*}^{-i}\right](T)\right)\right] \\
&= \sup _{s^{i} \in \mathcal{S}_{i}} c^{i, \sharp}\left(z\left[\omega, s^{i}, s_{*}^{-i}\right]\right)=\mathbb{V}^{i, \sharp}\left[c^{i, \sharp}\right](\omega) .
\end{aligned}
$$

So, the accepted value and the best reply value satisfy the Dynamic Programming Principle. Thus, we now have all the main conditions of [13, Theorem 6].

We prove Theorem 1 by the following scheme: $(u) \Leftrightarrow(e),(c) \Rightarrow(e),(e) \Rightarrow(c)$, $(e) \Rightarrow(q),(q) \Rightarrow(p),(p) \Rightarrow(e)$.
$(c) \Leftrightarrow(e)$. This implication is evident because $\left(\pi_{1}\right)_{\text {scale }}^{\lambda}=\pi_{\text {scale }}^{\lambda}$ and $\left(\varpi_{1}\right)_{\text {scale }}^{\lambda}=\varpi_{\text {scale }}^{\lambda}$ for all $\lambda>0$.
$(u) \Leftrightarrow(e)$. This implication was proved as [12, Theorem $1,(u) \Leftrightarrow(e)]$.
$(u) \Rightarrow(c)$. Assume (e). Then, $\mathbb{V}^{i, \sharp}\left[\mathrm{c}^{i}\left[\pi_{\lambda}\right]\right]$ and $\mathbb{V}^{i, b}\left[\mathrm{C}^{i}\left[\pi_{\lambda}\right]\right]$ uniformly on $\Omega$ converge to $U_{*}^{i}$. Applying [13, Theorem $\left.1,(e) \Rightarrow(c)\right]$ to $\mathbb{V}^{i, \sharp}$, we see that $\mathbb{V}^{i}, \sharp\left[\mathrm{c}\left[\mu_{\text {scale }}^{\lambda}\right]\right.$ uniformly on $\Omega$ converges to $U_{*}^{i}$ for all piecewise continuous on $(0, \infty)$ densities $\mu \in \mathfrak{D}$. Applying this implication to $\mathbb{V}^{i, b}$, we obtain the same for $\mathbb{V}^{i, \mathrm{~b}}\left[\mathrm{c}\left[\mu_{\text {scale }}^{\lambda}\right]\right]$. Then, $\mathbb{V}^{i, \sharp}\left[\mathrm{C}^{i}\left[\mu_{\text {scale }}^{\lambda}\right]\right]-\mathbb{V}^{i, \mathrm{~b}}\left[\mathrm{c}^{i}\left[\mu_{\text {scale }}^{\lambda}\right]\right]$ uniformly on $\Omega$ converges to zero, $s^{*}$ is uniform Nash equilibrium, and $U_{*}$ is the uniform equilibrium value of $s_{*} \in \mathcal{S}$ for all families $\left(\mu_{\text {scale }}^{\lambda}\right)_{\lambda>0}$. So, $(c)$ is proved.
$(e) \Rightarrow(q)$. Assume (e). Fix a rational density $\rho(t)=P(t) / Q(t)$. Clearly,

$$
\lim _{t \rightarrow \infty} \rho(t)=\lim _{t \rightarrow \infty} P(t) / Q(t)=0+.
$$

Further, $\rho(T)$ and $\int_{T}^{\infty} \rho(t) d t$ tend to 0 as $T \rightarrow \infty$. Hence, $\frac{d}{d T}\left(\int_{T}^{\infty} \rho(t) d t\right)=$ $-\rho(T)$ and, by the L'Hôpital rule, we have

$$
\begin{equation*}
\lim _{T \uparrow \infty} \frac{\rho(T)}{\int_{0}^{T} \rho(t) d t}=\lim _{T \uparrow \infty} \frac{d \rho(T)}{d T \rho(T)}=\lim _{T \uparrow \infty}\left[\frac{d P(T)}{d T P(T)}-\frac{d Q(T)}{d T Q(T)}\right]=0 . \tag{9}
\end{equation*}
$$

Moreover, we can choose some natural $k$ and positive $A$ and $B$ such that, for all positive $\lambda$ and $T$,

$$
\begin{align*}
\int_{T}^{\infty} \rho(t) d t & =A T^{-k}(1+O(1 / T)), \\
\rho(T) & =B T^{-k-1}(1+O(1 / T)), \\
q[\rho](1-\lambda) & =(\lambda / A)^{-\frac{1}{k}}\left(1+O\left(\lambda^{\frac{1}{k}}\right)\right), \\
\rho(q[\rho](1-\lambda)) & =B \lambda^{\frac{k+1}{k}}\left(1+O\left(\lambda^{\frac{k+1}{k}}\right)\right) . \tag{10}
\end{align*}
$$

Since $\rho$ has a finite number of local maximums, we can assume that $\rho$ is decreasing on the positive semiaxis; otherwise, we can consider $\rho_{\mathrm{shift}}^{T}$ for a sufficiently large $T$.

Also, note that existence of a uniform equilibrium value for the density family $\left(\rho_{\text {shift }}^{1 / \lambda}\right)_{\lambda>0}$ implies the same for the density family $\left(\rho_{\text {shift }}^{q[\rho](1-\lambda)}\right)_{\lambda>0}$.

We again reduce the proof to a certain implication from [13]: to [13, Theorem $6,(e) \Rightarrow(v)]$. Condition $(v)$ means the uniform on $\Omega$ convergence of $\mathbb{V}^{i, b}\left[\mathrm{C}^{i}\left[\nu_{\lambda}\right]\right]$ and $\mathbb{V}^{i, \sharp}\left[\mathrm{C}^{i}\left[\nu_{\lambda}\right]\right.$ to $U_{*}^{i}$ with respect to an arbitrary density family $\left(\nu_{\lambda}\right)_{\lambda>0}$ satisfying

$$
\begin{aligned}
\lim _{\lambda \downarrow 0} \sup _{t>0} \nu_{\lambda}(t) & =0 \\
\sup _{\lambda \in(0,1)} V_{0}^{q\left[\nu_{\lambda}\right](1-\varepsilon)}\left[\nu_{\lambda}\right] q\left[\nu_{\lambda}\right](1-\varepsilon) & <+\infty, \quad \forall \varepsilon \in(0,1),
\end{aligned}
$$

here $V_{a}^{b}[y]$ is the total variation of a function $y$ in an interval $[a, b)$.
So, we must require this condition with $\nu_{\lambda}=\rho_{\text {shift }}^{q[\rho](1-\lambda)}(\lambda>0)$; now, since $\rho$ is decreasing, $\nu_{\lambda}(0)$ becomes the total variation of $\nu_{\lambda}$ in $[0, \infty)$, and it is sufficient to require

$$
\begin{aligned}
\lim _{\lambda \downarrow 0} \rho_{\text {shift }}^{q[\rho](1-\lambda)}(0) & =0 \\
\sup _{\lambda \in(0,1)} \rho_{\text {shift }}^{q[\rho](1-\lambda)}(0) q\left[\rho_{\text {shift }}^{1 / \lambda}\right](1-\varepsilon) & <+\infty, \quad \forall \varepsilon \in(0,1),
\end{aligned}
$$

i.e.,

$$
\begin{gathered}
\lim _{T \uparrow \infty} \frac{\rho(T)}{\int_{T}^{\infty} \rho(t) d t}=0 \\
\sup _{\lambda \in(0,1)} \frac{\rho(q[\rho](1-\lambda))}{\lambda}[q[\rho](1-\lambda \varepsilon)-q[\rho](1-\lambda)]<+\infty, \quad \forall \varepsilon \in(0,1) .
\end{gathered}
$$

Note that the first part of this condition was proved in (9). With respect to the second part of condition, we note that

$$
\begin{aligned}
& \lim _{\lambda \uparrow 1} \frac{\rho(q[\rho](1-\lambda))}{\lambda}[q[\rho](1-\lambda \varepsilon)-q[\rho](1-\lambda)]=\rho(0) q[\rho](1-\varepsilon) ; \\
& \lim _{\lambda \downarrow 0} \frac{\rho(q[\rho](1-\lambda))}{\lambda}[q[\rho](1-\lambda \varepsilon)-q[\rho](1-\lambda)]=B \lambda^{1 / k}\left[\left(\frac{\lambda \varepsilon}{A}\right)^{-1 / k}-\left(\frac{\lambda}{A}\right)^{-1 / k}\right] \\
&=B A^{1 / k}\left(\varepsilon^{-1 / k}-1\right) .
\end{aligned}
$$

By applying the continuity of $\frac{\rho(q[\rho](1-\lambda))}{\lambda}[q[\rho](1-\lambda \varepsilon)-q[\rho](1-\lambda)]$ in $\lambda$, we have verified the second part of the condition.

So, the condition $[13$, Theorem $6,(v)]$ is verified, and condition $(q)$ is proved. $(q) \Rightarrow(p)$. This implication is clear.
$(p) \Rightarrow(e)$. Assume ( $p$ ). Fix a rational density $\mu(t)=P(t) / Q(t)$. We can again assume that $\mu$ and $-\frac{d \ln \mu(\cdot)}{d t}$ is decreasing on the positive semiaxis. We can also obtain (9) and (10) for the density $\mu$. In particular, from (9), it follows that $\rho_{\text {shift }}^{T}(0) \rightarrow 0$ as $T \rightarrow \infty$, i.e., $\frac{1}{r} \mu(q[\mu](1-r)) \rightarrow 0$ as $r \downarrow 0$. Since the mappings $q[\mu](r)$ and $\mu(q[\mu](1-r)) / r$ are continuous in $r$, we find that, for every $\lambda \leq \mu(0)$, there exists a minimal number $r_{\lambda}$ such that $\mu\left(q[\mu]\left(1-r_{\lambda}\right)\right)=\left(1-r_{\lambda}\right) \lambda$.

Set $\varrho_{\lambda} \triangleq \mu_{\text {shift }}^{q[\mu]\left(1-r_{\lambda}\right)}$ for arbitrary $\lambda \leq \mu(0)$; further, $\varrho_{\lambda}(0)=\lambda$.
Again we reduce the proof to a certain implication from [13], namely, to $[13$, Theorem $6,(\exists) \Rightarrow(e)]$. The condition $(\exists)$ means the existence of a density family $\left(\varrho_{\lambda}\right)_{\lambda>0}$ satisfying the following three properties:

1. for sufficiently small $\lambda$,

$$
\begin{equation*}
\varrho_{\lambda}(0)=\lambda \geq \varrho_{\lambda}(t), \quad \forall t \geq 0 ; \tag{11}
\end{equation*}
$$

2. for all $\varepsilon>0$, there exist $\delta_{\varepsilon} \in(0,1)$ and $\lambda_{\varepsilon}$ such that, for all positive $\lambda<\lambda_{\varepsilon}$ and $T \leq \delta_{\varepsilon} / \lambda$, we have

$$
\begin{equation*}
\varrho_{\lambda}(T) \geq \lambda(1-\varepsilon) ; \tag{12}
\end{equation*}
$$

3. for a certain number $r_{0} \in(0,1), V[\cdot] \equiv \mathbb{V}^{i, \sharp}\left[\mathrm{C}^{i}[\cdot]\right]$ and $V[\cdot] \equiv \mathbb{V}^{i, b}\left[\mathrm{C}^{i}[\cdot]\right]$ satisfy

$$
\begin{align*}
\lim _{\lambda \downarrow 0} \sup _{\omega \in \Omega}\left|V\left[\varrho_{\lambda}\right](\omega)-U_{*}(\omega)\right| & =0  \tag{13}\\
\lim _{\lambda \downarrow 0} \sup _{T \in\left(0, q\left[\varrho_{\lambda}\right]\left(r_{0}\right)\right), \omega \in \Omega}\left|V\left[\left(\varrho_{\lambda}\right)_{\text {shift }}^{T}\right](\omega)-U_{*}(\omega)\right| & =0 . \tag{14}
\end{align*}
$$

We claim that the family $\varrho_{\lambda}=\mu_{\text {shift }}^{q[\mu]\left(1-r_{\lambda}\right)}$ satisfies all these assumptions for $\varrho_{\lambda}$.

Indeed, since $\left(\varrho_{\lambda}\right)_{\text {shift }}^{T} \equiv \mu_{\text {shift }}^{q[\mu](1-\lambda)+T}$, conditions (13), (14) follows from $(p)$. Next, (11) follows from construction of $r_{\lambda}$ and the monotonity of $\mu$ in $t$. So, we only need to verify (12).

Fix a positive $\varepsilon$ and $\lambda<\mu(0)$. Consider an arbitrary positive $T \leq \varepsilon / 2 \lambda$, and set $s \triangleq \int_{0}^{T} \varrho_{\lambda}(t) d t \leq T \varrho_{\lambda}(0) \leq \varepsilon / 2$. From the chain

$$
s r_{\lambda}=\int_{0}^{T} r_{\lambda} \varrho_{\lambda}(t) d t=\int_{q[\mu]\left(1-r_{\lambda}\right)}^{T+q[\mu]\left(1-r_{\lambda}\right)} \mu(t) d t=\int_{0}^{T+q[\mu]\left(1-r_{\lambda}\right)} \mu(t) d t-1+r_{\lambda},
$$

we obtain $T+q[\mu]\left(1-r_{\lambda}\right)=q[\mu]\left(1-r_{\lambda}+s r_{\lambda}\right)$. Then, we have

$$
\begin{aligned}
\frac{\varrho_{\lambda}(T)}{\varrho_{\lambda}(0)} & =\frac{\mu\left(q[\mu]\left(1-r_{\lambda}+s r_{\lambda}\right)\right)}{\mu\left(q[\mu]\left(1-r_{\lambda}\right)\right.} \stackrel{(9)}{=} \frac{\left((1-s) r_{\lambda}\right)^{1+1 / k}\left(1+O\left(r_{\lambda}^{1 / k}\right)\right)}{r_{\lambda}^{1+1 / k}\left(1+O\left(r_{\lambda}^{1 / k}\right)\right)} \\
& =(1-s)^{1+1 / k}\left(1+O\left(r_{\lambda}^{1 / k}\right)\right) \geq(1-s)^{2}\left(1+O\left(r_{\lambda}^{1 / k}\right)\right)
\end{aligned}
$$

So, we can choose a positive $\lambda_{0}$ such that $\frac{\varrho_{\lambda}(T)}{\varrho_{\lambda}(0)} \geq 1-2 s \geq 1-\varepsilon$ holds for all positive $\lambda \leq \lambda_{0}, T \leq \varepsilon / \lambda$, i.e., the assumption (12) has been verified. Then, we have verified $[13,(\exists)]$ for the family $\varrho_{\lambda}$. Applying $[13$, Theorem $6,(\exists) \Rightarrow(e)]$ for $V[\cdot] \equiv \mathbb{V}^{i, \sharp}\left[\mathrm{C}^{i}[\cdot]\right], V[\cdot] \equiv \mathbb{V}^{i, b}\left[\mathrm{C}^{i}[\cdot]\right]$, we obtain condition $(e)$.

The proof is completed.
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#### Abstract

The paper is concerned with the construction of open-loop strategies for the n-person nonzero-sum differential game with multilevel hierarchy. The dynamics of the first player (leader) is defined by its own position and control. The player of further levels of hierarchy knows the position and control of the players of the upper hierarchical levels. At the same time the dynamics and payoff functional of the player do not depend on the position and control of lower hierarchical levels.

We solve this problem with the help of consequent solutions of optimal control problems for each player. Using the solution of Hamilton-Jacobi equation and the results of optimal control theory we construct the openloop controls of the players. The specifics of this problem is the construction of solution for the Hamilton-Jacobi equation with the Hamiltonian discontinuous w.r.t. phase variable. In this case we use the notion of multivalued solution proposed by Subbotin. We show that the open-loop controls provide a Nash equilibrium in the differential game with multilevel hierarchy and the set of payoffs of the players is described by the multivalued solution of the corresponding Hamilton-Jacobi equation.
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## 1 Introduction

The paper is concerned with a construction of a program equilibrium for $n$-person nonzero-sum differential game with multilevel hierarchy. Under the hierarchical differential game we consider the following differential game: the $k$-th player is a leader for the $i$-th player, when $i=k+1, \ldots, n$ and is a follower for $i$ - th player, if $i=1, \ldots, k-1$. Therefore the first player is the leader for all other players. Such games are investigated earlier in the case of linear dynamics and quadratic payoffs [1,2].

We construct the open-loop strategies of the players using the approach based on the solution of the system of Hamilton-Jacobi equations. This approach was
developed in [3-5], where the solution of the system of Hamilton-Jacobi equations is assumed to be smooth. However, in the general case the solution of the system of Hamilton-Jacobi equations belongs to the class of multivalued maps [6]. The particular cases of nonzero-sum differential games with continuous solution of the corresponding system of Hamilton-Jacobi equations are investigated in $[7,8]$. In these works the dynamics of the players is described by simple motions of $\mathbb{R}$. We consider the $n$-person nonzero-sum differential game in the space of dimension $n$. It is assumed that the differential game is composed by $n$ optimal control problems for every player. The $k$-th player maximizes own payoff knowing the optimal trajectories and optimal controls of $k-1$ players. Thus, the corresponding system of Hamilton-Jacobi equations has a hierarchical structure.

The paper is organized as follows: Sect. 2 is concerned with the statement of the problem; in Sect. 3 we solve the optimal control problem for the first player (leader) and construct an open-loop optimal control; in Sect. 4 we solve the optimal control problem for other players and construct their open-loop optimal controls; in Sect. 5 we design a Nash equilibrium;in Sect. 6 we construct the values of the players on the base of a solution for a system of the Hamilton-Jacobi equations.

## 2 Statement

Let us consider an n-person nonzero-sum differential game with the dynamics given by

$$
\begin{align*}
\dot{x}_{1}=f_{1}\left(t, x_{1}, u\right), x_{1}\left(t_{0}\right) & =x_{1}^{0}, u \in U  \tag{1}\\
\dot{x}_{k}=f_{k}\left(t, x_{1}, \ldots, x_{k}, u, v_{2}, \ldots, v_{k}\right), x_{k}\left(t_{0}\right) & =x_{k}^{0}, v_{k} \in V_{k}, k=2, \ldots, n \tag{2}
\end{align*}
$$

Here $t \in[0, T], x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, U, V_{k}, k=2, \ldots, n$ are compact subsets of $\mathbb{R}$. Denote the set of admissible controls of the leader by $\tilde{U}$ :

$$
\begin{equation*}
\tilde{U}=\left\{u:\left[t_{0}, T\right] \rightarrow U: u \text { is a measurable function }\right\} \tag{3}
\end{equation*}
$$

and the set of admissible controls of the $k$-th player by $\tilde{V}_{k}$ :

$$
\begin{equation*}
\tilde{V}_{k}=\left\{v:\left[t_{0}, T\right] \rightarrow V_{k}: v \text { is a measurable function }\right\}, \mathrm{k}=2, \ldots, \mathrm{n} . \tag{4}
\end{equation*}
$$

The objective function of the first player is

$$
I_{1}\left(t_{0}, x_{1}^{0} ; u(\cdot)\right)=\sigma_{1}\left(x_{1}(T)\right)+\int_{t_{0}}^{T} g_{1}\left(t, x_{1}(t), u(t)\right) d t \rightarrow \max _{u(\cdot) \in \tilde{U}}
$$

whereas the $k$-th player aims to maximize

$$
\begin{aligned}
& I_{k}\left(t_{0}, x_{1}^{0}, \ldots, x_{k}^{0} ; u(\cdot), v_{2}(\cdot), \ldots, v_{k}(\cdot)\right)=\sigma_{k}\left(x_{1}(T), \ldots, x_{k}(T)\right) \\
& \quad+\int_{t_{0}}^{T} g_{k}\left(t, x_{1}(t), \ldots, x_{k}(t), u(t), v_{2}(t), \ldots, v_{k}(t)\right) d t \rightarrow \max _{v_{k}(\cdot) \in \tilde{V}_{k}} .
\end{aligned}
$$

Let us stress that the dynamics and payoff functional of the leader do not depend of the actions of the followers. Hence, the leader solves the optimal control problem. The dynamics and payoff functional of the $k$-th player depends on the controls of the leader and $k-1$ players of previous levels of hierarchy. Therefore, we solve the optimal control problem for each player consequently, substituting the known control $u(\cdot)$ of the leader and $v_{i}(\cdot), i=2, \ldots, k-1$ of $(k-1)$ players to dynamics and payoff functional of the $k$-th player.

We denote by symbol $y_{k}$ the vector $\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$ and by symbol $y_{k}^{0}$ the vector $\left(x_{1}^{0}, \ldots, x_{k}^{0}\right) \in \mathbb{R}^{k}, k=1, \ldots, n$.

We assume that
A1 the function $f_{1}:[0, T] \times \mathbb{R} \times U \rightarrow \mathbb{R}$ has continuous partial derivatives $\frac{\partial f_{1}}{\partial t}$, $\frac{\partial f_{1}}{\partial x_{1}}$ satisfying the sublinear condition w.r.t. $x_{1}$.
A2 the function $\sigma_{1}: \mathbb{R} \rightarrow \mathbb{R}$ is differentiable, the function $g_{1}:[0, T] \times \mathbb{R} \times$ $U \rightarrow \mathbb{R}$ has continuous partial derivatives $\frac{\partial g_{1}}{\partial t}, \frac{\partial g_{1}}{\partial x_{1}}$ satisfying the sublinear condition w.r.t. $x_{1}$ and the set $\left(f_{1}\left(t, x_{1}, U\right), g_{1}\left(t, x_{1}, U\right)\right)$ is convex for any $\left(t, x_{1}\right)$.
A3 the function $f_{k}:[0, T] \times \mathbb{R}^{k} \times U \times V_{2} \times \ldots \times V_{k} \rightarrow \mathbb{R}$ has continuous partial derivatives $\frac{\partial f_{k}}{\partial t}, \frac{\partial f_{k}}{\partial x_{i}}, i=1, \ldots, k$ satisfying the sublinear condition w.r.t. $y_{k}$, $k=2, \ldots, n$.
A4 the function $\sigma_{k}: \mathbb{R}^{k} \rightarrow \mathbb{R}$ is differentiable, function $g_{k}$ has continuous partial derivatives $\frac{\partial g_{k}}{\partial t}, \frac{\partial g_{k}}{\partial x_{i}}, i=1, \ldots, k$ satisfying the sublinear condition w.r.t. $y_{k}$ and for $k=2, \ldots, n$, for any $\left(t, y_{k}\right)$ the set $\left(f_{k}\left(t, y_{k}, U, V_{2}, \ldots, V_{k}\right), g_{k}\left(t, y_{k}, U, V_{2}, \ldots, V_{k}\right)\right)$ is strictly convex.

From assumptions $A 2, A 4$ (the convexity of vectogram) and continuity $g_{1}, g_{k}$ it follows that we can use max instead of sup for $I_{1}, I_{k}, k=2, \ldots, n[9]$.

## 3 Optimal Control Problem for the Leader

In this section we construct the open-loop control for the first player, based on the solution of the Hamilton-Jacobi equation.

Let us consider a map

$$
\varphi_{1}:\left[t_{0}, T\right] \times \mathbb{R} \rightarrow \mathbb{R}
$$

defined by

$$
\varphi_{1}\left(t_{0}, x_{1}^{0}\right)=\max _{u(\cdot) \in \tilde{U}} I_{1}\left(t_{0}, x_{1}^{0} ; u(\cdot)\right)
$$

where $\tilde{U}$ is given by (3). The map $\varphi_{1}$ is called the value function of the first player. Notice that dynamics (1) and the payoff functional $I_{1}$ do not depend on $x_{i}, i=2, \ldots, k$. Thus $\frac{\partial \varphi_{1}}{\partial x_{i}}=0, i=2, \ldots, k$.

We introduce the Hamiltonian for problem (1), (3) with functional $I_{1}$ :

$$
\begin{align*}
H_{1}\left(t, x_{1}, p\right) & =\max _{u \in U}\left[f_{1}\left(t, x_{1}, u\right) p+g_{1}\left(t, x_{1}, u\right)\right] \\
& =f_{1}\left(t, x_{1}, u^{*}\left(t, x_{1}, p\right)\right) p+g_{1}\left(t, x_{1}, u^{*}\left(t, x_{1}, p\right)\right) \tag{5}
\end{align*}
$$

where $p=\frac{\partial \varphi_{1}}{\partial x_{1}}, u^{*}:[0, T] \times \mathbb{R} \times \mathbb{R} \rightarrow U$ satisfies the condition

$$
\begin{equation*}
u^{*}\left(t, x_{1}, p\right) \in \arg \max _{u \in U}\left\{f_{1}\left(t, x_{1}, u\right) p+g_{1}\left(t, x_{1}, u\right)\right\} \tag{6}
\end{equation*}
$$

Since Measurable Maximum theorem and conditions $A 1$, $A 2$ hold a function $u^{*}:[0, T] \times \mathbb{R} \times \mathbb{R} \rightarrow U$ is measurable.

It is known [10] that the value function $\varphi_{1}$ is the unique minimax/viscosity solution of Cauchy problem

$$
\begin{equation*}
\frac{\partial \varphi_{1}\left(t, x_{1}\right)}{\partial t}+H_{1}\left(t, x_{1}, D_{x_{1}} \varphi_{1}\left(t, x_{1}\right)\right)=0, \quad \varphi_{1}\left(T, x_{1}\right)=\sigma_{1}\left(x_{1}\right) \tag{7}
\end{equation*}
$$

where $H_{1}$ is given by (5).
We construct the open-loop control with the help of Cauchy method of characteristics [11]. We consider the characteristic system for Bellman equation (7) of the form:

$$
\dot{\tilde{x}}_{1}=\frac{\partial H_{1}\left(t, \tilde{x}_{1}, \tilde{s}\right)}{\partial \tilde{s}}, \dot{\tilde{s}}=-\frac{\partial H_{1}\left(t, \tilde{x}_{1}, \tilde{s}\right)}{\partial \tilde{x}_{1}}, \dot{\tilde{z}}=\frac{\partial H_{1}\left(t, \tilde{x}_{1}, \tilde{s}\right)}{\partial \tilde{s}} \tilde{s}-H_{1}\left(t, \tilde{x}_{1}, \tilde{s}\right)
$$

with a boundary condition

$$
\tilde{x}_{1}\left(T, \xi_{1}\right)=\xi_{1}, \tilde{s}\left(T, \xi_{1}\right)=D_{x_{1}} \sigma_{1}\left(\xi_{1}\right), \tilde{z}\left(T, \xi_{1}\right)=\sigma_{1}\left(\xi_{1}\right), \xi_{1} \in \mathbb{R}
$$

The solution $\left(\tilde{x}_{1}(\cdot), \tilde{s}(\cdot), \tilde{z}(\cdot)\right)$ is the unique and extendable on time interval $[0, T]$. Let us introduce the mapping

$$
\begin{align*}
& \left(t_{0}, x_{1}^{0}\right) \rightarrow \xi\left(t_{0}, x_{1}^{0}\right)=\left\{\xi_{1} \in \mathbb{R}: \tilde{x}_{1}\left(t_{0}, \xi_{1}\right)=x_{1}^{0}, \tilde{x}_{1}\left(T, \xi_{1}\right)=\xi_{1},\right. \\
& \left.\tilde{s}\left(T, \xi_{1}\right)=D_{x_{1}} \sigma_{1}\left(\xi_{1}\right), \tilde{z}\left(T, \xi_{1}\right)=\sigma_{1}\left(\xi_{1}\right), \tilde{z}\left(t_{0}, \xi_{1}\right)=\varphi_{1}\left(t_{0}, x_{1}^{0}\right)\right\} \tag{8}
\end{align*}
$$

It follows from $[9,11]$ that for any point $\left(t_{0}, x_{1}^{0}\right) \in[0, T] \times \mathbb{R}$ assumption $A 1$ guarantees the existence of optimal open-loop control $u^{0}\left(\cdot ; x_{1}^{0}\right)$ satisfying the relation

$$
\max _{u(\cdot) \in \tilde{U}} I_{1}\left(t_{0}, x_{1}^{0} ; u(\cdot)\right)=I_{1}\left(t_{0}, x_{1}^{0} ; u^{0}\left(\cdot ; x_{1}^{0}\right)\right)=\varphi_{1}\left(t_{0}, x_{1}^{0}\right) .
$$

Pontryagin's Maximum principle implies that the optimal open-loop control $u^{0}\left(\cdot ; t_{0}, x_{1}^{0}\right)$ of the first player for the initial point $\left(t_{0}, x_{1}^{0}\right) \in[0, T] \times \mathbb{R}$ is defined by the rule $\forall t \in\left[t_{0}, T\right]$

$$
\begin{equation*}
u^{0}\left(t ; x_{1}^{0}\right) \in \arg \max _{u \in U}\left[\tilde{s}\left(t, \xi_{1}^{0}\right) f_{1}\left(t, \tilde{x}_{1}\left(t, \xi_{1}^{0}\right), u\right)+g_{1}\left(t, \tilde{x}_{1}\left(t, \xi_{1}^{0}\right), u\right)\right] \tag{9}
\end{equation*}
$$

Here $\left(\tilde{x}_{1}(\cdot), \tilde{s}(\cdot), \tilde{z}(\cdot)\right)$ is the solution of the characteristic system for Cauchy problem (7) for any $t \in\left[t_{0}, T\right]$, for any $\xi_{1}^{0} \in \xi\left(t_{0}, x_{1}^{0}\right)$ defined by (8).

Denote by $U^{0}\left(t_{0}, x_{1}^{0}\right)$ the set of optimal open-loop controls $u(\cdot) \in \tilde{U}$ for problem (1) with initial condition $x_{1}\left(t_{0}\right)=x_{1}^{0}$ and payoff functional $I_{1}$. Designate by $X_{1}\left(t_{0}, x_{1}^{0}\right)$ the set of trajectories $x_{1}\left(\cdot ; x_{1}^{0}\right):\left[t_{0}, T\right] \rightarrow \mathbb{R}$ such that

$$
\dot{x}_{1}(t)=f_{1}\left(t, x_{1}(t), u(t)\right), \quad x_{1}\left(t_{0}\right)=x_{1}^{0}, u(\cdot) \in U^{0}\left(t_{0}, x_{1}^{0}\right) .
$$

Assumptions $A 1, A 2$ imply, that for any compact $D_{0} \subset[0, T] \times \mathbb{R}$ and $\left(t_{0}, x_{1}^{0}\right) \in$ $D_{0}$, we have that, for some constants $M_{0}, M_{1}>0$,

$$
\left|x_{1}(t)\right| \leq M_{0}, \quad\left|\dot{x}_{1}(t)\right| \leq M_{1}, t \in\left[t_{0}, T\right]
$$

Thus, for each $\left(t_{0}, x_{1}^{0}\right)$, the set $X_{1}\left(t_{0}, x_{1}^{0}\right)$ is a compact in $C\left[t_{0}, T\right]$.

## 4 Optimal Control Problem for the $k$-th Player

In the previous section we describe the optimal trajectories and optimal control of the first player. Now we shall construct the open-loop control for the $k$-th player. We suppose that we know optimal trajectory $x_{i}\left(\cdot ; y_{i}^{0}\right), i=1, \ldots, k-1$ and optimal controls $u^{0}, v_{2}^{0}, \ldots, v_{k-1}^{0}$ of $k-1$ players. Further in the paper we fix the initial point $y_{k}\left(t_{0}\right)=y_{k}^{0}$ for optimal trajectories and controls of the players. Define

$$
\begin{gathered}
\tilde{f}_{k}\left(t, x_{k}, v_{k}\right)=f_{k}\left(t, y_{k-1}(t), x_{k}, u^{0}(t), v_{2}^{0}(t), \ldots, v_{k-1}^{0}(t), v_{k}\right) \\
\tilde{g}_{k}\left(t, x_{k}, v_{k}\right)=g_{k}\left(t, y_{k-1}(t), x_{k}, u^{0}(t), v_{2}^{0}(t), \ldots, v_{k-1}^{0}(t), v_{k}\right), k=2, \ldots, n .
\end{gathered}
$$

Designate by $Y_{k}\left(t_{0}, y_{k}^{0}\right)$ the set of optimal trajectories $y_{k}\left(\cdot ; y_{k}^{0}\right):\left[t_{0}, T\right] \rightarrow \mathbb{R}^{k}$ for problems (2), (4) with payoff functionals $I_{1}, \ldots, I_{k}$.

Let us consider auxiliary control problem for the $k$-th player:

$$
\begin{equation*}
\dot{x}_{k}=\tilde{f}_{k}\left(t, x_{k}, v_{k}\right), \quad x_{k}\left(t_{0}\right)=x_{k}^{0} . \tag{10}
\end{equation*}
$$

Put

$$
h_{k}\left(t, x_{k}, q_{k, k}, v_{k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)=\tilde{f}_{k}\left(t, x_{k}, v_{k}\right) q_{k, k}+\tilde{g}_{k}\left(t, x_{k}, v_{k}\right) .
$$

Here $q_{k, k} \in \mathbb{R}$. The Hamiltonian for control problem with dynamics (10) and functional $I_{k}$ under the fixed trajectory $y_{k-1}\left(\cdot ; y_{k-1}^{0}\right) \in Y_{k-1}\left(t_{0}, y_{k-1}^{0}\right)$ and known optimal controls $u^{0}, v_{2}^{0}, \ldots, v_{k-1}^{0}$ has the form

$$
\begin{align*}
& H_{k}\left(t, x_{k}, q_{k, k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)=\max _{v_{k} \in V_{k}} h_{k}\left(t, x_{k}, q_{k, k}, v_{k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)=  \tag{11}\\
& \tilde{f}_{k}\left(t, x_{k}, v_{k}^{*}\left(t, x_{k}, q_{k, k} ; y_{k-1}^{0}\right)\right) q_{k, k}+\tilde{g}_{k}\left(t, x_{k}, v_{k}^{*}\left(t, x_{k}, q_{k, k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right),\right.
\end{align*}
$$

where

$$
\begin{equation*}
v_{k}^{*}\left(t, x_{k}, q_{k, k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) \in \arg \max _{v_{k} \in V_{k}} h\left(t, x_{k}, q_{k, k}, v_{k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) . \tag{12}
\end{equation*}
$$

Since Measurable Maximum theorem and condition $A 3$, $A 4$ hold function $\left.\left(t, x_{k}, q_{k, k}\right) \rightarrow v_{k}^{*}\left(t, x_{k}, q_{k, k} ; y_{k-1}^{0}\right)\right)$ is measurable. From assumptions $A 3, A 4$ we obtain, that for given $y_{k-1}\left(\cdot ; y_{k-1}^{0}\right) \in Y_{k-1}\left(t_{0}, y_{i}^{0}\right)$ and fixed $u^{0}\left(\cdot ; x_{1}^{0}\right), v_{i}^{0}\left(\cdot ; y_{i}^{0}\right)$, $i=2, \ldots, k-1$ the Hamiltonian $H_{k}$ is Lipschitz continuous function w.r.t. $x_{k}, q_{k, k}$.

Let us consider a map

$$
\varphi_{k}\left(\cdot, \cdot ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right):\left[t_{0}, T\right] \times \mathbb{R} \rightarrow \mathbb{R}
$$

defined by

$$
\varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)=\max _{v_{k}(\cdot) \in \tilde{V}_{k}} I_{k}\left(t_{0}, y_{k}^{0} ; u^{0}(\cdot), v_{2}^{0}(\cdot), \ldots, v_{k-1}^{0}(\cdot), v_{k}(\cdot)\right),
$$

where $\tilde{V}_{k}$ is given by $(4), u^{0}\left(\cdot ; x_{1}^{0}\right) \in U^{0}\left(t_{0} ; x_{1}^{0}\right), v_{i}^{0}\left(\cdot ; y_{i}^{0}\right), i=2, \ldots, k-1$ are optimal open-loop controls for previous $k-1$ players. The map $\varphi_{k}$ is the value function of the $k$-th player under the fixed trajectory $y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)$ generated by the control $u^{0}\left(\cdot ; x_{1}^{0}\right), v_{i}^{0}\left(\cdot ; y_{i}^{0}\right), i=2, \ldots, k-1$. It is known [10] that the value function $\varphi_{k}$ is the unique minimax/viscosity solution of Cauchy problem

$$
\begin{align*}
& \frac{\partial \varphi_{k}}{\partial t}+H_{k}\left(t, x_{k}, D_{x_{k}} \varphi_{k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)=0  \tag{13}\\
& \varphi_{k}\left(T, x_{k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)=\sigma_{k}\left(y_{k-1}\left(T ; y_{k-1}^{0}\right), x_{k}\right)
\end{align*}
$$

We construct the open-loop control in the same way as in the previous section. The characteristic system for Cauchy problem (13) has the form

$$
\begin{aligned}
\dot{\tilde{x}}_{k} & =\frac{\partial H_{k}\left(t, \tilde{x}_{k}, \tilde{s} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)}{\partial \tilde{s}}, \dot{\tilde{s}}=\frac{\partial H_{k}\left(t, \tilde{x}_{k}, \tilde{s} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)}{\partial \tilde{x}_{k}}, \\
\dot{\tilde{z}} & =\left\langle\frac{\partial H_{k}\left(t, \tilde{x}_{k}, \tilde{s} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)}{\partial \tilde{s}}, \tilde{s}\right\rangle-H_{k}\left(t, \tilde{x}_{k}, \tilde{s} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)
\end{aligned}
$$

with a boundary condition

$$
\begin{gathered}
\tilde{x}_{k}\left(T, \xi_{k}\right)=\xi_{k}, \tilde{s}\left(T, \xi_{k}\right)=D_{x_{k}} \sigma_{k}\left(y_{k-1}\left(T, y_{k-1}^{0}\right), \xi_{k}\right), \\
\tilde{z}\left(T, \xi_{k}\right)=\sigma_{k}\left(y_{k-1}\left(T, y_{k-1}^{0}\right), \xi_{k}\right), \xi_{k} \in \mathbb{R} .
\end{gathered}
$$

The solution $\left(\tilde{x}_{k}(\cdot), \tilde{s}(\cdot), \tilde{z}(\cdot)\right)$ is the unique and extendable on time interval $[0, T]$.
Let us introduce the mapping

$$
\begin{align*}
& \left(t_{0}, y_{k}^{0}\right) \rightarrow \xi\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)=\left\{\xi_{k} \in \mathbb{R}: \tilde{x}_{k}\left(t_{0}, \xi_{k}\right)=x_{k}^{0}, \tilde{x}_{k}\left(T, \xi_{k}\right)=\xi_{k},\right. \\
& \tilde{s}\left(T, \xi_{k}\right)=D_{x_{k}} \sigma_{k}\left(y_{k-1}\left(T, y_{k-1}^{0}\right), \xi_{k}\right),  \tag{14}\\
& \left.\tilde{z}\left(T, \xi_{k}\right)=\sigma_{k}\left(y_{k-1}\left(T, y_{k-1}^{0}\right), \xi_{k}\right), \tilde{z}\left(t_{0}, \xi_{k}\right)=\varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)\right\}
\end{align*}
$$

It follows from $[9,11]$ that for any point $\left(t_{0}, y_{k}^{0}\right) \in[0, T] \times \mathbb{R}^{k}$ assumption $A 3$ guarantees the existence of optimal open-loop control $v_{k}^{0}\left(\cdot ; y_{k}^{0}\right)$ satisfying the relation

$$
\begin{aligned}
& \max _{v_{k}(\cdot) \in \tilde{V}_{k}} I_{k}\left(t_{0}, y_{k}^{0} ; u^{0}(\cdot), v_{2}^{0}(\cdot), \ldots, v_{k-1}^{0}, v_{k}\right) \\
& \quad=I_{k}\left(t_{0}, y_{k}^{0} ; u^{0}(\cdot), v_{2}^{0}(\cdot), \ldots, v_{k}^{0}(\cdot)\right)=\varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) .
\end{aligned}
$$

Pontryagin's Maximum principle implies that the optimal open-loop control $v_{k}^{0}\left(\cdot ; y_{k}^{0}\right)$ of the player for the initial point $\left(t_{0}, y_{k}^{0}\right) \in[0, T] \times \mathbb{R}^{k}$ is defined by the rule $\forall t \in\left[t_{0}, T\right]$

$$
\begin{align*}
& v_{k}^{0}\left(t ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) \in \arg \max _{v_{k} \in V_{k}} h_{k}\left(t, \tilde{x}_{k}\left(t, \xi_{k}\right), \tilde{s}\left(t, \xi_{k}\right), v_{k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right), \\
& \forall \xi_{k} \in \xi\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) . \tag{15}
\end{align*}
$$

Here $\left(\tilde{x}_{k}(\cdot), \tilde{s}(\cdot), \tilde{z}(\cdot)\right)$ is the solution of the characteristic system for problem (13) for any $t \in\left[t_{0}, T\right], \xi\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)$ defined by (14).

## 5 Design of a Nash Equilibrium

Further in the paper we show that $\left(u^{*}, v_{2}^{*}, \ldots, v_{n}^{*}\right)$ defined by formulas (9), (15) provide a Nash equilibria. We consider the function $x_{1}(\cdot)$ satisfies (1) with admissible control $u(\cdot) \in \tilde{U}$ and initial condition $x_{1}\left(t_{0}\right)=x_{1}^{0}$; function $x_{1}^{*}(\cdot)$ satisfies (1) with optimal control $u^{*}(\cdot) \in U^{0}\left(t_{0}, x_{1}^{0}\right)$ and initial condition $x_{1}^{*}\left(t_{0}\right)=x_{1}^{0}$; function $\hat{y}_{k}(\cdot)$ satisfies (2) with optimal controls $u^{*}(\cdot) \in{ }_{\tilde{V}} U^{0}\left(t_{0}, x_{1}^{0}\right), v_{2}^{*}(\cdot) \in$ $\tilde{V}_{2}, \ldots, v_{k-1}^{*}(\cdot) \in \tilde{V}_{k-1}$, and admissible control $v_{k}(\cdot) \in \tilde{V}_{k}$, initial condition $\hat{y}_{k}\left(t_{0}\right)=y_{k}^{0}$; function $y_{k}^{*}(\cdot)$ satisfies (2) with optimal controls $u^{*}(\cdot) \in U^{0}\left(t_{0}, x_{1}^{0}\right)$, $v_{2}^{*}(\cdot) \in \tilde{V}_{2}, \ldots, v_{k}^{*}(\cdot) \in \tilde{V}_{k}, k=2, \ldots, n$ and the initial condition $y_{k}^{*}\left(t_{0}\right)=y_{k}^{0}$;

Definition 1 [12]. We say that $\left(u^{*}, v_{2}^{*}, \ldots, v_{n}^{*}\right)$, where $u^{*}:[0, T] \rightarrow U$ and $v_{k}^{*}:[0, T] \rightarrow V_{k}, k=2, \ldots, n$ is an open-loop Nash equilibrium of $\left(t_{0}, x^{0}\right)$ if for any $u(\cdot) \in \tilde{U}$ and $v_{k}(\cdot) \in \tilde{V}_{k}, k=2, \ldots, n$

$$
\begin{aligned}
& \sigma_{1}\left(x_{1}(T)\right)+\int_{t_{0}}^{T} g_{1}\left(t, x_{1}(t), u(t)\right) d t \leq \sigma_{1}\left(x_{1}^{*}(T)\right)+\int_{t_{0}}^{T} g_{1}\left(t, x_{1}^{*}(t), u^{*}(t)\right) d t \\
& \sigma_{k}\left(\hat{y}_{k}(T)\right)+\int_{t_{0}}^{T} g_{k}\left(t, \hat{y}_{k}(t), u^{*}(t), v_{2}^{*}(t), \ldots, v_{k-1}^{*}(t), v_{k}(t)\right) d t \\
& \leq \sigma_{k}\left(y_{k}^{*}(T)\right)+\int_{t_{0}}^{T} g_{k}\left(t, y_{k}^{*}(t), u^{*}(t), v_{2}^{*}(t), \ldots, v_{k}^{*}(t)\right) d t, k=2, \ldots, n
\end{aligned}
$$

Since $u^{*}$ is an optimal control of problem (1) with functional $I_{1}$, the first inequality is valid. For the following inequalities we have

$$
\begin{aligned}
& I_{k}\left(t_{0}, y_{k}^{0} ; u^{*}(\cdot), v_{2}^{*}(\cdot), \ldots, v_{k-1}^{*}(\cdot), v_{k}(\cdot)\right) \\
& \quad=\sigma_{k}\left(\hat{y}_{k}(T)\right)+\int_{t_{0}}^{T} g_{k}\left(t, \hat{y}_{k}(t), u^{*}(t), v_{2}^{*}(t), \ldots, v_{k-1}^{*}(t), v_{k}(t)\right) d t \\
& \quad \leq \max _{v_{k}(\cdot) \in \tilde{V}_{k}} I_{k}\left(t_{0}, y_{k}^{0} ; u^{*}(\cdot), v_{2}^{*}(\cdot), \ldots, v_{k-1}^{*}(\cdot), v_{k}(\cdot)\right) \\
& \quad=\sigma_{k}\left(y_{k}^{*}(T)\right)+\int_{t_{0}}^{T} g_{k}\left(t, y_{k}^{*}(t), u^{*}(t), v_{2}^{*}(t), \ldots, v_{k}^{*}(t)\right) d t
\end{aligned}
$$

## 6 Values of the Players

In this section we shall construct the rewards of the players and connect them with the system of Hamilton-Jacobi equations.

### 6.1 System of Hamilton-Jacobi Equations

We shall construct the payoffs of the players. Put matrix $Q_{k}=$ $\left(\begin{array}{cccc}p & 0 & \ldots & 0 \\ q_{2,1} & q_{2,2} & \ldots & 0 \\ \ldots & \ldots & \ldots & \ldots \\ q_{k, 1} & q_{k, 2} & \ldots & q_{k, k}\end{array}\right), q_{i, j} \in \mathbb{R}, k=2, \ldots, n$, and denote

$$
\hat{f}_{i}\left(t, y_{i}, Q_{i}\right)=f_{i}\left(t, y_{i}, u^{*}\left(t, x_{1}, p\right), v_{2}^{*}\left(t, y_{2}, q_{2,2}\right), \ldots, v_{i}^{*}\left(t, y_{i}, q_{i, i}\right)\right)
$$

Let us introduce the function

$$
\begin{aligned}
H_{k}\left(t, y_{k}, Q_{k}\right)= & \max _{v_{k} \in V_{k}}\left[f_{1}\left(t, x_{1}, u^{*}\left(t, x_{1}, p\right)\right) q_{k, 1} \sum_{i=2}^{k-1} \hat{f}_{i}\left(t, y_{i}, Q_{i}\right) q_{k, i}\right. \\
& +f_{k}\left(t, x, u^{*}\left(t, x_{1}, p\right), v_{2}^{*}\left(t, y_{2}, q_{2,2}\right), \ldots, v_{k-1}^{*}\left(t, y_{k-1}, q_{k-1, k-1}\right), v_{k}\right) q_{k, k} \\
& \left.+g_{k}\left(t, x, u^{*}\left(t, x_{1}, p\right), v_{2}^{*}\left(t, y_{2}, q_{2,2}\right), \ldots, v_{k-1}^{*}\left(t, y_{k-1}, q_{k-1, k-1}\right), v_{k}\right)\right] .
\end{aligned}
$$

Here $u^{*}$ is defined by (6), $v_{i}^{*}, i=2, \ldots, k$, is defined by (12). From the properties of minimax solution $\varphi_{k}$ [11] for any $\left(t, y_{k}\right) \in[0, T] \times \mathbb{R}^{k}$ the subdifferential $D_{x_{1}}^{-} \varphi_{1}\left(t, x_{1}\right) \neq \emptyset, D_{x_{k}}^{-} \varphi_{k}\left(t, x_{k} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) \neq \emptyset,, k=2, \ldots, n$. We substitute any measurable selector $\partial_{x_{1}} \varphi_{1}:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ of the $\operatorname{map} D_{x_{1}}^{-} \varphi_{1}:[0, T] \times \mathbb{R} \rightrightarrows$ $\mathbb{R}, \partial_{x_{i}} \varphi_{i}:[0, T] \times \mathbb{R}^{i} \rightarrow \mathbb{R}$ of the map $D_{x_{i}}^{-} \varphi_{i}:[0, T] \times \mathbb{R} \rightrightarrows \mathbb{R}, i=2, \ldots, k-1$ to the matrix $Q_{k}$ instead of $p, q_{i, j}, i, j=2, \ldots, k-1$. Denote new matrix $Q_{k}$ by symbol $\bar{Q}_{k}$. Further we shall consider the function $\hat{H}_{k}$ discontinuous w.r.t. $y_{k-1}$ :

$$
\begin{equation*}
\hat{H}_{k}\left(t, y_{k}, q_{k, 1}, \ldots, q_{k, k}\right)=H_{k}\left(t, y_{k}, \bar{Q}_{k}\right) \tag{16}
\end{equation*}
$$

We note that function $\hat{H}_{k}$ defined by (16) is Lipschitz continuous w.r.t. $q=$ $\left(q_{k, 1}, \ldots, q_{k, k}\right) \in \mathbb{R}^{k}$ with Lipschitz constant $\lambda\left(t, y_{k}\right)$. The proof of this assertion is given in [10].

Consider the discontinuous functions

$$
\begin{aligned}
H_{k *}\left(t, y_{k}, q\right) & =\lim _{\varepsilon \rightarrow 0} \inf _{\left(\tau, \xi_{k}\right) \in B\left(t, y_{k} ; \varepsilon\right)} \hat{H}_{k}\left(\tau, \xi_{k}, q\right) \\
H_{k}^{*}\left(t, y_{k}, q\right) & =\lim _{\varepsilon \rightarrow 0} \sup _{\left(\tau, \xi_{k}\right) \in B\left(t, y_{k} ; \varepsilon\right)} \hat{H}_{k}\left(\tau, \xi_{k}, q\right) .
\end{aligned}
$$

Here symbol $B\left(t, y_{k} ; \varepsilon\right)$ denotes the ball with the center at a point $\left(t, y_{k}\right)$ and radius $\varepsilon$.

Lemma 1. Functions $H_{k}^{*}, H_{k *}$ are Lipschitz continuous w.r.t. $q$ with Lipschitz constant $\lambda_{k}(t, x)$.

The proof of lemma is the same as in the work [10].
We consider the Cauchy problems

$$
\begin{equation*}
\frac{\partial \Phi_{k}\left(t, y_{k}\right)}{\partial t}+\hat{H}_{k}\left(t, y_{k}, D_{y_{k}} \Phi_{k}\left(t, y_{k}\right)\right)=0, k=2, \ldots, n \tag{17}
\end{equation*}
$$

with the boundary condition $\Phi_{k}\left(T, y_{k}\right)=\sigma_{k}\left(y_{k}\right)$. Here $\hat{H}_{k}$ is defined by (16). For the Hamilton-Jacobi equation with discontinuous Hamiltonian A.I. Subbotin proposed the notion of M-solution [13].

Let us consider the differential inclusion

$$
\begin{align*}
& \left(\dot{y}_{k}(t), \dot{z}(t)\right) \in E_{k}\left(t, y_{k}, q\right)=\left\{(\psi, g) \in \mathbb{R}^{k} \times \mathbb{R}: \psi=\left(\psi_{1}, \ldots, \psi_{k}\right)\right.  \tag{18}\\
& \left.\|\psi\| \leq \lambda_{k}(t, x), \sum_{i=1}^{k} \psi_{i} q_{i}-g \in\left[H_{k *}\left(t, y_{k}, q\right), H_{k}^{*}\left(t, y_{k}, q\right)\right]\right\} \forall q \in \mathbb{R}^{k}
\end{align*}
$$

Recall from [13] that the multivalued map $\left(t, y_{k}, q\right) \rightrightarrows E_{k}\left(t, y_{k}, q\right) \subset \mathbb{R}^{k} \times \mathbb{R}$ is admissible.

Definition 2 [13]. Let $W \subset[0, T] \times \mathbb{R}^{n} \times \mathbb{R}$ be a closed set. The set $W$ is viable w.r.t. differential inclusion (18), if, for any $\left(t_{0}, x_{0}, z_{0}\right) \in W$, there exist $\tau>0$ and a trajectory $(x(\cdot), z(\cdot))$ of differential inclusion (18) such that $\left(x\left(t_{0}\right), z\left(t_{0}\right)\right)=$ $\left(x_{0}, z_{0}\right),(t, x(t), z(t)) \in W$, when $t \in[0, \tau]$.

Definition 3 [13]. A multivalued map $W:[0, T] \times \mathbb{R}^{k} \rightrightarrows \mathbb{R}$ is called an $M$ solution of Hamilton-Jacobi equation (17), if the graph $W$ is closed maximal set and it is viable w.r.t. differential inclusion (18).

The M-solution for Cauchy problem is the M-solution for Hamilton-Jacobi equation, satisfying the boundary condition $W(T, x)=\sigma(x)$ for any $x \in \mathbb{R}^{n}$.

### 6.2 Solution of the System of Hamilton-Jacobi Equations

A.I. Subbotin proved the following theorem [13].

Theorem 1. Let $W$ be a closed set in $[0, T] \times \mathbb{R}^{n} \times \mathbb{R}$. Assume that $W(t, x)=$ $\{z \in \mathbb{R}:(t, x, z) \in W\} \neq \emptyset$ and

$$
W_{*}(t, x)=\inf _{z \in W(t, x)} z, \quad W^{*}(t, x)=\sup _{z \in W(t, x)} z
$$

The map $W$ is the M-solution of Eq. (17) iff epi $W_{*}$ and hypo $W^{*}$ are the Msolutions of Eq. (17).

Let us introduce the multivalued map

$$
\begin{equation*}
\Phi_{k}\left(t_{0}, y_{k}^{0}\right)=\mathrm{cl} \underset{y_{k-1}\left(\cdot ; y_{k-1}^{0}\right) \in Y_{k-1}\left(t_{0}, y_{k-1}^{0}\right)}{ }\left\{\varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)\right\} . \tag{19}
\end{equation*}
$$

Here symbol cl $A$ denotes the closure of the set $A$. We note that the map $\Phi_{k}$ is compact-valued by definition.

Theorem 2. The map $\Phi_{k}, k=2, \ldots, n$, defined by (19), is the $M$-solution of Eq. (17).

Proof. We fix $k$. Put $\Phi_{k}^{*}\left(t, y_{k}\right)=\max _{\rho \in \Phi_{k}\left(t, y_{k}\right)} \rho$. We shall show that the hypograph $\Phi_{k}^{*}$ is viable w.r.t. differential inclusion (18). Choose $\left(t_{0}, y_{k}^{0}, z_{0}\right) \in$ hypo $\Phi_{k}^{*}$. There exists an optimal trajectory $\xi:[0, T] \rightarrow \mathbb{R}^{k}$ of systems (1), (2) such that $z_{0} \leq$ $\varphi_{k}\left(t_{0}, x_{k}^{0} ; \xi_{1}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}\left(\cdot, y_{k-1}^{0}\right)\right)$, where $\varphi_{k}$ is the value function of the $k$-th player. From the choice of the point $z_{0}$ and the dynamic programming principle we get the following inequality

$$
\begin{aligned}
z_{0} & \leq \varphi_{k}\left(t_{0}, x_{k}^{0} ; \xi_{1}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}\left(\cdot, y_{k-1}^{0}\right)\right) \\
& =\varphi_{k}\left(t, \xi_{k}(t) ; \xi_{1}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}\left(\cdot, y_{k-1}^{0}\right)\right)+\int_{t_{0}}^{t} g_{k}\left(\tau, \xi\left(\tau, y_{k}^{0}\right), u^{*}(\tau), v_{2}^{*}(\tau), \ldots, v_{k}^{*}(\tau)\right) d \tau .
\end{aligned}
$$

Here optimal open-loop controls $u^{*}(\cdot), v_{i}^{*}(\cdot), i=2, \ldots, k$ generates optimal trajectories $\xi_{i}\left(\cdot, y_{i}^{0}\right), i=1, \ldots, k$. Further, for any $t \in\left[t_{0}, T\right]$, we have

$$
\begin{aligned}
z_{0} & -\int_{t_{0}}^{t} g_{k}\left(\tau, \xi\left(\tau, y_{k}^{0}\right), u^{*}(\tau), v_{2}^{*}(\tau), \ldots, v_{k}^{*}(\tau)\right) d \tau \\
& \leq \varphi_{k}\left(t, \xi_{k}(t) ; \xi_{1}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}\left(\cdot, y_{k-1}^{0}\right)\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
z(t)= & z_{0}-\int_{t_{0}}^{t} g_{k}\left(\tau, \xi\left(\tau, y_{k}^{0}\right), u^{*}(\tau), v_{2}^{*}(\tau), \ldots, v_{k}^{*}(\tau)\right) d \tau \\
& \leq \varphi_{k}\left(t, \xi_{k}(t) ; \xi_{1}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}\left(\cdot, y_{k-1}^{0}\right)\right),
\end{aligned}
$$

that is $(t, \xi(t), z(t)) \in$ hypo $\varphi_{k}$ and $(\xi(\cdot), z(\cdot))$ satisfies differential inclusion (18). Hence, $(t, \xi(t), z(t)) \in$ hypo $\Phi_{k}^{*}$. Since $\Phi_{k}^{*}$ is upper semicontinuous function, we see that hypo $\Phi_{k}^{*}$ is a closed set. Therefore hypo $\Phi_{k}^{*}$ is the M-solution of equation (17).

We consider the case when $z_{0}=\Phi_{k}^{*}\left(t_{0}, y_{k}^{0}\right)$. Let us choose the sequence $z_{0}^{j} \rightarrow$ $z_{0}$ as $j \rightarrow \infty$ and $z_{0}^{j}<\Phi_{k}^{*}\left(t_{0}, y_{k}^{0}\right)$. For each $z_{0}^{j}$ the following inequality is valid:

$$
\begin{aligned}
& z_{0}^{j}-\int_{t_{0}}^{t} g_{k}\left(\tau, \xi^{j}\left(\cdot, y_{k}^{0}\right), u^{* j}(\tau), v_{2}^{* j}(\tau), \ldots, v_{k}^{* j}(\tau)\right) d \tau \\
& \quad \leq \varphi_{k}\left(t, \xi_{k}^{j}(t) ; \xi_{1}^{j}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}^{j}\left(\cdot, y_{k-1}^{0}\right)\right) .
\end{aligned}
$$

Here $\varphi_{k}\left(\cdot, \cdot ; \xi_{1}^{j}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}^{j}\left(\cdot, y_{k-1}^{0}\right)\right)$ is the value function of the $k$-th player when the previous players choose trajectories $\xi_{1}^{j}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}^{j}\left(\cdot, y_{k-1}^{0}\right)$.

The sets $Y_{i}\left(t_{0}, y_{i}^{0}\right), i=2, \ldots, k$, are compacts because there exist constants $M_{2}, M_{3}$ :

$$
\left|\xi_{i}(t)\right|<M_{2},\left|\dot{\xi}_{i}(t)\right| \leq M_{3}, \forall t \in\left[t_{0}, T\right], \forall \xi_{i}\left(\cdot, y_{i}^{0}\right) \in Y_{i}\left(t_{0}, y_{i}^{0}\right), i=2, \ldots, k .
$$

Since $X_{1}\left(t_{0}, x_{1}^{0}\right), Y_{i}\left(t_{0}, y_{i}^{0}\right), i=2, \ldots, k$, are compacts and Arzela-Ascoli theorem hold, we obtain $\xi^{j}(t) \rightarrow \xi(t)$, as $j \rightarrow \infty$. Besides $\xi$ satisfies differential inclusion (18). Hence,

$$
\begin{aligned}
& \lim _{j \rightarrow \infty}\left[z_{0}^{j}-\int_{t_{0}}^{t} g_{k}\left(\tau, \xi^{j}\left(\tau, y_{k}^{0}\right), u^{* j}(\tau), v_{2}^{* j}(\tau), \ldots, v_{k}^{* j}(\tau)\right) d \tau\right] \\
& \leq \lim _{j \rightarrow \infty} \varphi_{k}\left(t, \xi_{k}^{j}(t) ; \xi_{1}^{j}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}^{j}\left(\cdot, y_{k-1}^{0}\right)\right) \\
z(t) & =z_{0}-\int_{t_{0}}^{t} g_{k}\left(\tau, \xi\left(\tau, y_{k}^{0}\right), u^{*}(\tau), v_{2}^{*}(\tau), \ldots, v_{k}^{*}(\tau)\right) d \tau \\
& \leq \lim _{j \rightarrow \infty} \varphi_{k}\left(t, \xi_{k}^{j}(t) ; \xi_{1}^{j}\left(\cdot, x_{1}^{0}\right), \ldots, \xi_{k-1}^{j}\left(\cdot, y_{k-1}^{0}\right)\right) \leq \Phi_{k}^{*}\left(t_{0}, y_{k}^{0}\right) .
\end{aligned}
$$

The convergence $u^{* j} \rightarrow u^{*}, v_{i}^{* j} \rightarrow v_{i}^{*}, i=2, \ldots, k$ is proved in the same way as in work [14]. Therefore, $(t, \xi(t), z(t)) \in$ hypo $\Phi_{k}^{*}$.

Put $\Phi_{* k}\left(t, y_{k}\right)=\min _{\rho \in \Phi\left(t, y_{k}\right)} \rho$. Choose a point $\left(t_{0}, y_{k}^{0}, z_{0}\right) \in$ epi $\Phi_{* k}$. Let trajectory $(\xi(\cdot), \zeta(\cdot))$ be a solution of differential inclusion (18) satisfying the initial condition $\xi\left(t_{0}\right)=y_{k}^{0}, \zeta\left(t_{0}\right)=z_{0}$. We fix such optimal trajectory $\xi_{i}\left(\cdot, y_{i}^{0}\right)$, $i=1, \ldots, k-1$ and optimal controls $u^{*}\left(\cdot, x_{1}^{0}\right), v_{i}^{*}\left(\cdot ; y_{i}^{0}\right), i=2, \ldots, k-1$, of optimal control problem (1)-(4) with payoff functionals $I_{i}, i=1, \ldots, k-1$ that $z_{0} \geq \varphi_{k}\left(t, x_{k}^{0} ; \xi_{1}\left(\cdot ; x_{1}^{0}\right), \ldots, \xi_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)$. For solution $\xi_{k}(\cdot)$ of control problem (2), (4) with payoff functional $I_{k}$ we have

$$
\begin{aligned}
& \varphi_{k}\left(t, \xi_{k}(t) ; \xi_{1}\left(\cdot ; x_{1}^{0}\right), \ldots, \xi_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) \\
& \quad+\int_{t_{0}}^{t} g_{k}\left(\tau, \xi\left(\tau ; y_{k}^{0}\right), u^{*}(\tau), v_{2}^{*}(\tau), \ldots, v_{k-1}^{*}(\tau), v_{k}(\tau)\right) d \tau \\
& \quad \leq \varphi_{k}\left(t_{0}, y_{k}^{0} ; \xi_{1}\left(\cdot ; x_{1}^{0}\right), \ldots, \xi_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) \leq z_{0}, v_{k}\left(\cdot ; y_{k}^{0}\right) \in \tilde{V}_{k}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \varphi_{k}\left(t, \xi_{k}(t) ; \xi_{1}\left(\cdot ; x_{1}^{0}\right), \ldots, \xi_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) \\
& \leq z_{0}-\int_{t_{0}}^{t} g_{k}\left(\tau, \xi\left(\tau ; y_{k}^{0}\right), u^{*}(\tau), v_{2}^{*}(\tau), \ldots, v_{k-1}^{*}(\tau), v_{k}(\tau) d \tau=\zeta(t)\right.
\end{aligned}
$$

This means that the trajectory $(\xi(\cdot), \zeta(\cdot))$ lies in epigraph $\varphi_{k}$. Hence, $(\xi(\cdot), \zeta(\cdot))$ lies in epigraph $\Phi_{* k}$. Since the function $\Phi_{* k}$ is low semicontinuous, we see that epi $\Phi_{* k}$ is a closed set and it is viable w.r.t. differential inclusion (18). Hence epi $\Phi_{* k}$ is the M-solution of Eq. (17).

Consider the case $z_{0}=\Phi_{* k}\left(t_{0}, y_{k}^{0}\right)$. Let us choose the sequence $z_{0}^{j} \rightarrow z_{0}$ as $j \rightarrow \infty$ and $z_{0}^{j}>\Phi_{* k}\left(t_{0}, y_{k}^{0}\right)$. For each $z_{0}^{j}$ the following inequality is valid:

$$
\begin{aligned}
& \varphi_{k}\left(t, \xi_{k}^{j}(t) ; \xi_{1}^{j}\left(\cdot ; x_{1}^{0}\right), \ldots, \xi_{k-1}^{j}\left(\cdot ; y_{k-1}^{0}\right)\right) \\
& \leq z_{0}^{j}-\int_{t_{0}}^{t} g_{k}\left(\tau, \xi^{j}\left(\tau ; y_{k}^{0}\right), u^{* j}(\tau), v_{2}^{* j}(\tau), \ldots, v_{k-1}^{* j}(\tau), v_{k}^{j}(\tau)\right) d \tau
\end{aligned}
$$

where $\varphi_{k}\left(\cdot, \cdot ; \xi_{1}^{j}\left(\cdot ; x_{1}^{0}\right), \ldots, \xi_{k-1}^{j}\left(\cdot ; y_{k-1}^{0}\right)\right)$ is the value function for the $k$-th player under the fixed trajectories $\xi_{i}^{j}\left(\cdot ; y_{i}^{0}\right), i=1, \ldots, k-1$ and optimal controls $u^{* j}(\cdot), v_{2}^{* j}\left(\cdot ; y_{2}^{0}\right), \ldots, v_{k-1}^{* j}\left(\cdot ; y_{k-1}^{0}\right)$. Consider

$$
\begin{aligned}
& \lim _{j \rightarrow \infty} \varphi_{k}\left(t, \xi_{k}^{j}(t) ; \xi_{1}^{j}\left(\cdot ; x_{1}^{0}\right), \ldots, \xi_{k-1}^{j}\left(\cdot ; y_{k-1}^{0}\right)\right) \\
& \leq \lim _{j \rightarrow \infty} z_{0}^{j}-\int_{t_{0}}^{t} g_{k}\left(\tau, \xi^{j}\left(\tau ; y_{k}^{0}\right), u^{* j}(\tau), v_{2}^{* j}(\tau), \ldots, v_{k-1}^{* j}(\tau), v_{k}^{j}(\tau)\right) d \tau .
\end{aligned}
$$

Hence,

$$
\Phi_{* k}(t, \xi(t)) \leq z_{0}-\int_{t_{0}}^{t} g_{2}\left(\tau, \xi\left(\tau ; y_{k}^{0}\right), u^{*}(\tau), v_{2}^{*}(\tau), \ldots, v_{k-1}^{*}(\tau), v_{k}(\tau)\right) d \tau
$$

Here $\xi^{j} \rightarrow \xi$ as $j \rightarrow \infty$. The convergence $u^{* j} \rightarrow u^{*}, v_{i}^{* j} \rightarrow v_{i}^{*}, i=2, \ldots, k$ is proved in the same way as in work [14]. From Theorem 1 we get that $\Phi_{k}$ is the M-solution of Eq. (17).

Note that epi $\Phi_{* k}\left(T, y_{k}\right) \bigcap$ hypo $\Phi_{k}^{*}\left(T, y_{k}\right)=\left\{\sigma_{k}\left(y_{k}\right)\right\}=\Phi_{k}\left(T, y_{k}\right), y_{k} \in \mathbb{R}^{k}$, $k=2, \ldots, n$.

Based on these results we introduce the notion of solution for the system of Hamilton-Jacobi equations.

Definition 4. The map $\left(\varphi_{1}, \Phi_{2}, \ldots, \Phi_{n}\right)$, $\varphi_{1}:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}, \Phi_{k}:[0, T] \times$ $\mathbb{R}^{k} \rightrightarrows \mathbb{R}, k=2, \ldots, n$ is said to be the generalized solution for the system of Hamilton-Jacobi equations (7), (17), if $\varphi_{1}$ is the minimax/viscosity solution of (7) and $\Phi_{k}$ is the M-solution of (17).

### 6.3 Link of the Solution of the System for Hamilton-Jacobi Equations with Nash Equilibria

Corollary 1. Let $\left(\varphi_{1}, \Phi_{2}, \ldots, \Phi_{n}\right)$ is the solution of the system of HamiltonJacobi equations (7), (17). Then for any point $\left(t_{0}, y_{k}^{0}\right), \beta_{k} \in \Phi_{k}\left(t_{0}, y_{k}^{0}\right), k=$ $2, \ldots, n$ there exists a Nash equilibrium strategies $\left(u^{*}, v_{2}^{*}, \ldots, v_{n}^{*}\right)$, where $u^{*}$ is defined by (9), $v_{k}^{*}, k=2, \ldots, n$, is defined by (15). The payoffs of players equal $\left(\varphi_{1}\left(t_{0}, x_{1}^{0}\right), \beta_{2}, \ldots, \beta_{n}\right)$.

Indeed, the control $u^{*}$ defined by (9) maximizes the functional $I_{1}$. Hence the payoff of the first player equals

$$
\max _{u(\cdot) \in \tilde{U}} I_{1}\left(t_{0}, x_{1}^{0} ; u(\cdot)\right)=I_{1}\left(t_{0}, x_{1}^{0} ; u^{*}(\cdot)\right)=\varphi_{1}\left(t_{0}, x_{1}^{0}\right) .
$$

Let $\beta_{k} \in \Phi_{k}\left(t_{0}, y_{k}^{0}\right)$. Hence

$$
\beta_{k} \in \mathrm{cl} \bigcup_{y_{k-1}\left(\cdot ; y_{k-1}^{0}\right) \in Y_{k-1}\left(t_{0}, y_{k-1}^{0}\right)} \varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) .
$$

There exist $x_{i}\left(\cdot ; y_{i}^{0}\right) \in X_{i}\left(t_{0}, y_{i}^{0}\right), i=1, \ldots, k-1$ such that

$$
\beta_{k}=\varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) .
$$

From definition $v_{k}^{*}$ we obtain that

$$
\begin{aligned}
\beta_{k} & =\max _{v_{k}(\cdot) \in \tilde{V}_{k}} I_{k}\left(t_{0}, y_{k}^{0} ; u^{*}, v_{2}^{*}, \ldots, v_{k-1}^{*}, v_{k}\right)=I_{k}\left(t_{0}, y_{k}^{0} ; u^{*}, v_{2}^{*}, \ldots, v_{k}^{*}\right) \\
& =\varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right) .
\end{aligned}
$$

If $\beta_{k} \in \mathrm{cl} \bigcup_{y_{k-1}\left(\cdot ; y_{k-1}^{0}\right) \in Y_{k-1}\left(t_{0}, y_{k-1}^{0}\right)} \varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}\left(\cdot ; y_{k-1}^{0}\right)\right)$ then there exists the sequence $\left\{\beta_{k}^{j}\right\}$ such that $\lim _{j \rightarrow \infty} \beta_{k}^{j}=\beta_{k}$ and $\beta_{k}^{j}=\varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}^{j}\left(\cdot ; y_{k-1}^{0}\right)\right)$. Consider

$$
\begin{aligned}
& \lim _{j \rightarrow \infty} \varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}^{j}\left(\cdot ; y_{k-1}^{0}\right)\right) \\
& \quad=\lim _{j \rightarrow \infty} I_{k}\left(t_{0}, y_{k}^{0} ; u^{* j}, v_{2}^{* j}, \ldots, v_{k}^{* j}\right)=\lim _{j \rightarrow \infty} \sigma_{k}\left(y_{k}^{j}(T)\right)+\int_{t_{0}}^{T} g_{k}\left(t, y_{k}^{j}(t), u^{* j}, v_{2}^{* j}, \ldots, v_{k}^{* j}\right) d t .
\end{aligned}
$$

From Arzela-Ascoli theorem we obtain that

$$
\lim _{j \rightarrow \infty} y_{k}^{j}(t)=y_{k}(t)
$$

The convergence $u^{* j} \rightarrow u^{*}, v_{i}^{* j} \rightarrow v_{i}^{*}, i=2, \ldots, k$ is proved in the same way as in work [14]. Hence,

$$
\begin{aligned}
\lim _{j \rightarrow \infty} \varphi_{k}\left(t_{0}, x_{k}^{0} ; y_{k-1}^{j}\left(\cdot ; y_{k-1}^{0}\right)\right) & =\sigma_{k}\left(y_{k}(T)\right)+\int_{t_{0}}^{T} g_{k}\left(t, y_{k}(t), u^{*}(t), v_{2}^{*}(t), \ldots, v_{k}^{*}(t)\right) d t \\
& =I_{k}\left(t_{0}, y_{k}^{0} ; u^{*}, v_{2}^{*}, \ldots, v_{k}^{*}\right)
\end{aligned}
$$

The following inequality is valid:

$$
I_{k}\left(t_{0}, y_{k}^{0} ; u^{* j}, v_{2}^{* j}, \ldots, v_{k}^{* j}\right) \geq I_{k}\left(t_{0}, y_{k}^{0} ; u^{*}, v_{2}^{*}, \ldots, v_{k-1}^{*}, v_{k}\right) \forall v_{k}(\cdot) \in \tilde{V}_{k}
$$

then

$$
\lim _{j \rightarrow \infty} I_{k}\left(t_{0}, y_{k}^{0} ; u^{* j}, v_{2}^{* j}, \ldots, v_{k}^{* j}\right) \geq \lim _{j \rightarrow \infty} I_{k}\left(t_{0}, y_{k}^{0} ; u^{*}, v_{2}^{*}, \ldots, v_{k-1}^{*}, v_{k}\right) \forall v_{k}(\cdot) \in \tilde{V}_{k}
$$

Therefore, we have

$$
I_{k}\left(t_{0}, y_{k}^{0} ; u^{*}, v_{2}^{*}, \ldots, v_{k}^{*}\right) \geq I_{k}\left(t_{0}, y_{k}^{0} ; u^{*}, v_{2}^{*}, \ldots, v_{k-1}^{*}, v_{k}\right) \forall v_{k}(\cdot) \in \tilde{V}_{k}, k=2, \ldots, n .
$$

## 7 Conclusion

We constructed the open-loop Nash equilibria and values of the players in nonzero-sum differential game with multilevel hierarchy. We proved that the solution of corresponding system of Hamilton-Jacobi equations describes the values of the players. Moreover, this solution belongs to the class of multivalued maps. Notice that we derive all open-loop Nash equilibria. This result is based on the fact that differential game (1)-(4) is reduced to the sequence of $n$ optimal control problems.
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#### Abstract

The subject of this paper is a linear quadratic case of a differential game model with continuous updating. This class of differential games is essentially new, there it is assumed that at each time instant, players have or use information about the game structure defined on a closed time interval with a fixed duration. As time goes on, information about the game structure updates. Under the information about the game structure we understand information about motion equations and payoff functions of players. A linear quadratic case for this class of games is particularly important for practical problems arising in the engineering of human-machine interaction. The notion of Nash equilibrium as an optimality principle is defined and the explicit form of Nash equilibrium for the linear quadratic case is presented. Also, the case of dynamic updating for the linear quadratic differential game is studied and uniform convergence of Nash equilibrium strategies and corresponding trajectory for a case of continuous updating and dynamic updating is demonstrated.
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## 1 Introduction

Most of the real-life conflict-driven processes evolve continuously in time, and their participants continuously receive updated information and adapt. Main models considered in the classical differential game theory are associated with problems defined on a fixed time interval (players have all the information on a closed time interval) [6], problems defined on an infinite time interval with discounting (players have all the information specified on an infinite time interval) [1], problems defined on a random time interval (players have information

[^30]on a given time interval, but the duration of this interval is a random variable) [14]. One of the first works in the theory of differential games is devoted to the differential pursuit game (the player's gain depends on the time of capture of the opponent) [12]. In all the above models and approaches it is assumed that at the beginning of the game players know all information about the game dynamics (equations of motion) and about player's preferences (cost functions). However, these approaches do not take into account the fact that in many real conflict-controlled processes, players at the initial time instant do not have all information about the game. Therefore classical approaches for defining in some sense optimal strategies (for example, Nash equilibrium), such as Hamilton-Jacobi-Bellman equation [2] or the Pontryagin maximum principle [13], cannot be directly used to construct a large range of real game-theoretic models.

In this paper, we apply the approach of continuous updating to a special class of dynamic games, where the environment can be modeled by a set of linear differential equations and the objectives can be modeled by the functions containing affine and quadratic terms. The popularity of the so-called linear quadratic differential games [4] on one hand can be explained by practical applications in engineering. To some extent, this kind of differential games is analytically and numerically solvable. On the other hand, this linear quadratic problem setting naturally appears if the agents' objective is to minimize the effect of a small perturbation of their nonlinear optimally controlled environment. By solving a linear quadratic control problem, and using the optimal actions implied by this problem, players can avoid most of the additional cost incurred by this perturbation.

Most of the real conflict-driven processes are continuously evolving over time, and their participants constantly adapt. This paper presents the approach of constructing Nash equilibrium for game models with continuous updating. In the game models with continuous updating, it is assumed that players

- have information about motion equations and payoff functions only on $[t, t+$ $\bar{T}]$, where $\bar{T}$ - information horizon, $t$ - current time instant.
- receive updated information about motion equations and payoff functions as time $t \in\left[t_{0},+\infty\right)$ evolves.

In the general form, it is supposed that motion equations and payoff functions explicitly depend on the time parameter. Therefore, in the general form of the differential game with continuous updating information about motion equations and payoff functions updates, because its form changes as the current time $t \in$ $\left[t_{0},+\infty\right)$ evolves. In this paper, we consider a particular class of linear quadratic differential games with continuous updating, where motion equations and payoff functions do not explicitly depend on time parameter $t$, but the meaning of the updating procedure is not missed, because the main goal of modeling of behavior of players with continuous updating is reached.

Obviously, it is difficult to obtain Nash equilibrium due to the lack of fundamental approaches to control problems with moving information horizon. Classical methods such as dynamic programming and Hamilton-Jacobi-Bellman
equation do not allow to directly construct Nash equilibrium in problems with moving information horizon.

In the framework of dynamic updating approach the following papers were published $[5,7-11,15]$. Their authors laid a foundation for further study of a class of games with dynamic updating. It is assumed that the information about motion equations and payoff functions is updated in discrete time instants and interval on which players know the information is defined by the value of the information horizon. However, the class of games with continuous updating provides with the new theoretical results.

For the linear quadratic game models with continuous updating Nash equilibrium in closed-loop form are constructed and it is proved that Nash equilibrium in the corresponding linear quadratic game with dynamic updating uniformly converges to the constructed controls. This approach allows concluding that the constructed control indeed is optimal in the game model with continuous updating, i.e. in the case when the length of updating interval converges to zero. The similar procedure is performed for the corresponding trajectory.

The paper is structured as follows. In Sect. 2, a description of the initial differential game model and corresponding game model with continuous updating as well as the concept of a strategy for it are presented. In Sect. 3, the concept of Nash equilibrium is adapted for a class of games with continuous updating and the explicit form of it for a class of linear quadratic differential games is presented. In Sect. 4, the description of the game model with dynamic updating and the form of Nash equilibrium with continuous updating is presented. In Sect.5, the convergence of Nash equilibrium strategies and corresponding trajectories for a case of dynamic and continuous updating is demonstrated. The illustrative model example and corresponding numerical simulation are presented in Sect. 6. Demonstration of convergence result is as well presented in the numerical simulation part. In Sect. 7, the conclusion is drawn.

## 2 Game Model

In this section description of the initial linear quadratic game model and corresponding game model with continuous updating are presented.

### 2.1 Initial Linear Quadratic Game Model

Consider $n$-player $(|N|=n)$ linear quadratic differential game $\Gamma\left(x_{0}, T-t_{0}\right)$ defined on the interval $\left[t_{0}, T\right]$ :

Motion equations have the form

$$
\begin{align*}
& \dot{x}(t)=A x(t)+B_{1} u_{1}(t, x)+\ldots+B_{n} u_{n}(t, x), \\
& x\left(t_{0}\right)=x_{0}  \tag{1}\\
& x \in \mathbb{R}^{l}, u=\left(u_{1}, \ldots, u_{n}\right), u_{i}=u_{i}(t, x) \in U_{i} \subset \operatorname{comp} \mathbb{R}^{k}, t \in\left[t_{0}, T\right] .
\end{align*}
$$

Payoff function of player $i \in N$ is defined as

$$
\begin{equation*}
K_{i}\left(x_{0}, t_{0}, T ; u\right)=\int_{t_{0}}^{T}\left(x^{\prime}(t) Q_{i} x(t)+\sum_{j=1}^{n} u_{j}^{\prime}(t, x) R_{i j} u_{j}(t, x)\right) d t, i \in N \tag{2}
\end{equation*}
$$

where $Q_{i}, R_{i j}$ are assumed to be symmetric, $R_{i i}$ is positive defined, (. $)^{\prime}$ means transpose here and hereafter.

### 2.2 Linear Quadratic Game Model with Continuous Updating

Consider $n$-player differential game $\Gamma(x, t, \bar{T}), t \in\left[t_{0},+\infty\right)$ defined on the interval $[t, t+\bar{T}]$, where $0<\bar{T}<+\infty$.

Motion equations of $\Gamma(x, t, \bar{T})$ have the form

$$
\begin{align*}
& \dot{x}^{t}(s)=A x^{t}(s)+B_{1} u_{1}^{t}\left(s, x^{t}\right)+\ldots+B_{n} u_{n}^{t}\left(s, x^{t}\right), \\
& x^{t}(t)=x,  \tag{3}\\
& x^{t} \in \mathbb{R}^{l}, u^{t}=\left(u_{1}^{t}, \ldots, u_{n}^{t}\right), u_{i}^{t}=u_{i}^{t}\left(s, x^{t}\right) \in U_{i} \subset \operatorname{comp} \mathbb{R}^{k}, t \in\left[t_{0},+\infty\right) .
\end{align*}
$$

Payoff function of player $i \in N$ in the game $\Gamma(x, t, \bar{T})$ is defined as

$$
\begin{equation*}
K_{i}^{t}\left(x^{t}, t, \bar{T} ; u^{t}\right)=\int_{t}^{t+\bar{T}}\left(\left(x^{t}(s)\right)^{\prime} Q_{i} x^{t}(s)+\sum_{j=1}^{n}\left(u_{j}^{t}\left(s, x^{t}\right)\right)^{\prime} R_{i j} u_{j}^{t}\left(s, x^{t}\right)\right) d s \tag{4}
\end{equation*}
$$

where $x^{t}(s), u^{t}(s, x)$ are trajectory and strategies in the game $\Gamma(x, t, \bar{T})$.
Differential game with continuous updating evolves according to the rule:
Time parameter $t \in\left[t_{0},+\infty\right)$ evolves continuously, as a result players continuously receive updated information about motion equations and payoff functions under $\Gamma(x, t, \bar{T})$.

Strategies $u(t, x)$ in the game model with continuous updating are defined in the following way:

$$
\begin{equation*}
u(t, x)=u^{t}(t, x), t \in\left[t_{0},+\infty\right) \tag{5}
\end{equation*}
$$

where $u^{t}(s, x), s \in[t, t+\bar{T}]$ are some fixed strategies defined in the subgame $\Gamma(x, t, \bar{T})$.

State $x(t)$ in the model with continuous updating is defined according to

$$
\begin{align*}
& \dot{x}(t)=A x(t)+B_{1} u_{1}(t, x)+\ldots+B_{n} u_{n}(t, x), \\
& x\left(t_{0}\right)=x_{0}  \tag{6}\\
& x \in \mathbb{R}^{l}
\end{align*}
$$

with strategies with continuous updating $u(t, x)$ involved.
Essential difference between the game model with continuous updating and classic differential game $\Gamma\left(x_{0}, T-t_{0}\right)$ with prescribed duration is that players in the initial game are guided by the payoffs that they will eventually receive on the interval $\left[t_{0}, T\right]$, but in the case of a game with continuous updating, at the time instant $t$ they orient themselves on the expected payoffs (4), which are calculated using information about the game structure defined on the interval $[t, t+\bar{T}]$.

## 3 Nash Equilibrium with Continuous Updating in LQ Differential Games

### 3.1 Concept of Nash Equilibrium for Games with Continuous Updating

Within the framework of continuously updated information in this class of differential games it is interesting to understand of how to model the behavior of players. To do this, we use the concept of Nash equilibrium in feedback strategies. However, for the class of differential games with continuous updating, we would like $u^{N E}(t, x)=\left(u_{1}^{N E}(t, x), \ldots, u_{n}^{N E}(t, x)\right)$ for each fixed $t \in\left[t_{0},+\infty\right)$ to coincide with the feedback Nash equilibrium in the game (6), (4) defined on the interval $[t, t+\bar{T}]$ at the instant $t$.

Consider two time intervals $[t, t+\bar{T}]$ and $[t+\epsilon, t+\bar{T}+\epsilon], \epsilon \ll \bar{T}$. According to the problem statement, $u^{N E}(t, x)$ at the instant $t$ should coincide with the Nash equilibrium in the game defined on the interval $[t, t+\bar{T}]$ and $u^{N E}(t+\epsilon, x)$ at instant $t+\epsilon$ should coincide with the Nash equilibrium in the game defined on the interval $[t+\epsilon, t+\epsilon+\bar{T}]$. Therefore direct application of classical approaches for determining Nash equilibrium in feedback strategies is not possible.

In order to construct such a strategy profile, we define the concept of generalized Nash equilibrium in feedback strategies as an optimality principle:

$$
\begin{equation*}
\widetilde{u}^{N E}(t, s, x)=\left(\widetilde{u}_{1}^{N E}(t, s, x), \ldots, \widetilde{u}_{n}^{N E}(t, s, x)\right), t \in\left[t_{0}, T\right], s \in[t, t+\bar{T}] \tag{7}
\end{equation*}
$$

which we further use to construct desired strategy profile $u^{N E}(t, x)$.
Definition 1. Strategy profile $\widetilde{u}^{N E}(t, s, x)=\left(\widetilde{u}_{1}^{N E}(t, s, x), \ldots, \widetilde{u}_{n}^{N E}(t, s, x)\right), t \in$ $\left[t_{0},+\infty\right)$, $s \in[t, t+\bar{T}]$ is a generalized Nash equilibrium in the game with continuous updating, if for any fixed $t \in\left[t_{0},+\infty\right)$ strategy profile $\widetilde{u}^{N E}(t, s, x)$ is Nash equilibrium in feedback strategies in the game $\Gamma(x, t, \bar{T}), 0<\bar{T}<\infty$.

Using generalized feedback Nash equilibrium it is possible to define solution concept for a game model with continuous updating.

Definition 2. Strategy profile $u^{N E}(t, x)$ is called the Nash equilibrium with continuous updating, if it is defined in the following way:

$$
\begin{equation*}
u^{N E}(t, x)=\left.\widetilde{u}^{N E}(t, s, x)\right|_{s=t}=\left(\left.\widetilde{u}_{1}^{N E}(t, s, x)\right|_{s=t}, \ldots,\left.\widetilde{u}_{n}^{N E}(t, s, x)\right|_{s=t}\right) \tag{8}
\end{equation*}
$$

where $t \in\left[t_{0},+\infty\right), \widetilde{u}^{N E}(t, s, x)$ is the generalized feedback Nash equilibrium defined above.

Strategy profile $u^{N E}(t, x)$ will be used as a solution concept in the game with continuous updating.

### 3.2 Theorem on Nash Equilibrium with Continuous Updating for LQ Differential Games

Here we present the explicit form of Nash equilibrium with continuous updating for a two-player differential game.

Theorem 1. The two-player linear quadratic differential game $\Gamma\left(x_{0}, t_{0}, \bar{T}\right)$ with continuous updating has, for every initial state, a linear feedback Nash equilibrium, if and only if the following set of coupled Riccati differential equations has a set of symmetric solutions $K_{1}, K_{2}$ on the interval $[0,1]$ :

$$
\begin{gather*}
\dot{K}_{i}(\tau)=-\left(A \bar{T}-S_{j} K_{j}(\tau)\right)^{\prime} K_{i}(\tau)-K_{i}(\tau)\left(A \bar{T}-S_{j} K_{j}(\tau)\right) \\
+K_{i}(\tau) S_{i} K_{i}(\tau)-Q_{i}-K_{j}(\tau) S_{j i} K_{j}(\tau), \\
K_{i}(1)=0, \quad i \neq j \in N, \tag{9}
\end{gather*}
$$

where

$$
\begin{equation*}
S_{i}=\bar{T}^{2} B_{i} R_{i i}^{-1} B_{i}^{\prime}, \quad S_{i j}=\bar{T}^{2} B_{i} R_{i i}^{-1} R_{j i} R_{i i}^{-1} B_{i}^{\prime}, \quad i \neq j \in N \tag{10}
\end{equation*}
$$

In this case there is a unique feedback Nash equilibrium with continuous updating, which has the form:

$$
\begin{equation*}
u_{i}^{N E}(t, x)=-R_{i i}^{-1} B_{i}^{\prime} K_{i}(0) \bar{T} x, \quad i \in N . \tag{11}
\end{equation*}
$$

Proof. In order to prove the Theorem we introduce the following change of variables

$$
\begin{align*}
s & =t+\bar{T} \tau \\
y(\tau) & =x(t+\bar{T} \tau),  \tag{12}\\
v_{i}(\tau, y) & =u_{i}(t+\bar{T} \tau, x), i \in N .
\end{align*}
$$

By substituting (12) to the motion equations (3), payoff function (4) we obtain

$$
\begin{equation*}
\dot{y}(\tau)=\bar{T} A y(s)+\bar{T} B_{1} v_{1}(\tau, y)+\bar{T} B_{2} v_{2}(\tau, y) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{i}(y, \tau ; v)=\int_{0}^{1} y^{\prime}(s) Q_{i} y(s)+\sum_{j=1}^{2}\left(v_{j}(s, y)\right)^{\prime} R_{i j} v_{j}(s, y) d s, i \in N \tag{14}
\end{equation*}
$$

It is known [4] that the criterion for existence of feedback Nash equilibrium is the existence of symmetric solution for the system of differential Eq. (9). According to [4] feedback Nash equilibrium strategies have the form

$$
\begin{equation*}
v_{i}^{N E}(\tau, y)=-R_{i i}^{-1} B_{i}^{\prime} K_{i}(\tau) \bar{T} y \tag{15}
\end{equation*}
$$

From (12) we have

$$
\tau=\frac{s-t}{\bar{T}}
$$

returning to original variables we obtain the following strategies

$$
u_{i}^{t}(s, x)=-R_{i i}^{-1} B_{i}^{\prime} K_{i}\left(\frac{s-t}{\bar{T}}\right) \bar{T} x
$$

These strategies are Nash equilibrium in feedback strategies in the subgame $\Gamma(x, t, \bar{T})$ by construction.

Task (13), (14) and solution (15) have the same form for all values $t$ in original game with continuous updating. Then a generalized Nash equilibrium in the game with continuous updating has the form

$$
\begin{equation*}
\widetilde{u}_{i}^{N E}(t, s, x)=-R_{i i}^{-1} B_{i}^{\prime} K_{i}\left(\frac{s-t}{\bar{T}}\right) \bar{T} x . \tag{16}
\end{equation*}
$$

Apply the procedure (8) to determine Nash equilibrium with continuous updating using generalized Nash equilibrium (16), $s=t$ :

$$
\begin{equation*}
u_{i}^{N E}(t, x)=-R_{i i}^{-1} B_{i}^{\prime} K_{i}(0) \bar{T} x, t \in\left[t_{0},+\infty\right), i \in N . \tag{17}
\end{equation*}
$$

This proves the theorem.

## 4 LQ Differential Game with Dynamic Updating

In this section, we define a game model with dynamic updating in order to later demonstrate the convergence of Nash equilibrium strategies and corresponding trajectories for a case of dynamic and continuous updating.

### 4.1 LQ Game Model with Dynamic Updating

In papers $[5,7-11,16]$ the method for constructing differential game model with dynamic updating is described. There it is assumed that players have information about the game structure only over a truncated interval and, based on this, make decisions. In order to model the behavior of players in the case, when information updates dynamically, consider the case when information is updated every $\Delta t>0$ and the behavior of players on each segment $\left[t_{0}+j \Delta t, t_{0}+(j+1) \Delta t\right]$, $j=0,1,2, \ldots$ is modeled using the notion of truncated subgame:

Definition 3. Let $j=0,1,2, \ldots$ Truncated subgame $\bar{\Gamma}_{j}\left(x_{0}^{j}, t_{0}+j \Delta t, t_{0}+j \Delta t+\right.$ $\bar{T})$ is the game defined on the interval $\left[t_{0}+j \Delta t, t_{0}+j \Delta t+\bar{T}\right]$ in the following way. On the interval $\left[t_{0}+j \Delta t, t_{0}+j \Delta t+\bar{T}\right]$ payoff function, motion equation in the truncated subgame and initial game model $\Gamma\left(x_{0}, T-t_{0}\right)$ coincide:

$$
\begin{align*}
& \dot{x}^{j}(s)=A x^{j}(s)+B_{1} u_{1}^{j}\left(s, x^{j}\right)+\ldots+B_{n} u_{n}^{j}\left(s, x^{j}\right), \\
& x^{j}\left(t_{0}+j \Delta t\right)=x_{0}^{j}, \\
& x^{j} \in \mathbb{R}^{n}, u^{j}=\left(u_{1}^{j}, \ldots, u_{n}^{j}\right), u_{i}^{j}=u_{i}^{j}\left(s, x^{j}\right) \in U_{i} \subset c o m p \mathbb{R}^{k}, t \in\left[t_{0},+\infty\right) . \tag{18}
\end{align*}
$$

$$
\begin{align*}
K_{i}^{j}\left(x^{j}, t_{0}+j \Delta t, t_{0}+j \Delta t+\bar{T} ; u^{j}\right)= & \int_{t_{0}+j \Delta t}^{t_{0}+j \Delta t+\bar{T}}\left(x^{j}(s)\right)^{\prime} Q_{i} x^{j}(s)  \tag{19}\\
& +\sum_{k=1}^{n}\left(u^{k}\left(s, x^{j}\right)\right)^{\prime} R_{i k} u^{k}\left(s, x^{j}\right) d s, i \in N
\end{align*}
$$

At any instant $t=t_{0}+j \Delta t$ information about the game structure updates, and therefore players adapt to it. This class of game models is called differential games with dynamic updating.

As a solution concept in the differential game model with dynamic updating we will use feedback Nash equilibrium. In the same way as in Sect. 3 we will need to define a special form of it. According to the approach described above, at any time instant $t \in\left[t_{0},+\infty\right)$, players have or use truncated information about the game structure $\Gamma\left(x_{0}, T-t_{0}\right)$, therefore classical approaches for determining optimal strategies (cooperative and noncooperative) cannot be directly applied. In order to determine the solution for games with dynamic updating, the notion of resulting feedback Nash equilibrium is introduced:

Definition 4. Resulting feedback Nash equilibrium

$$
\hat{u}^{N E}(t, x)=\left(\hat{u}_{1}^{N E}(t, x), \ldots, \hat{u}_{n}^{N E}(t, x)\right)
$$

of players in the game model with dynamic updating have the form:

$$
\left\{\hat{u}^{N E}(t, x)\right\}_{t=t_{0}}^{\infty}= \begin{cases}u_{0}^{N E}(t, x), & t \in\left[t_{0}, t_{0}+\Delta t\right]  \tag{20}\\ \cdots & \\ u_{j}^{N E}(t, x), & t \in\left(t_{0}+j \Delta t, t_{0}+(j+1) \Delta t\right] \\ \cdots & \end{cases}
$$

where $u_{j}^{N E}(t, x)=\left(u_{1}^{j, N E}(t, x), \ldots, u_{n}^{j, N E}(t, x)\right)$ is some fixed feedback Nash equilibrium in the truncated subgame $\bar{\Gamma}_{j}\left(x_{0}^{j, N E}, t_{0}+j \Delta t, t_{0}+j \Delta t+\bar{T}\right), j=0,1,2, \ldots$ starting along the equilibrium trajectory of the previous truncated subgame: $x_{0}^{j, N E}=x^{j-1, N E}\left(t_{0}+j \Delta t\right)$.

Trajectory obtained by using motion equation (1) and the resulting feedback Nash equilibrium $\hat{u}^{N E}(t, x)=\left(\hat{u}_{1}^{N E}(t, x), \ldots, \hat{u}_{n}^{N E}(t, x)\right)$ we denote by $\hat{x}^{N E}(t)$ and call the resulting equilibrium trajectory.

### 4.2 Resulting Feedback Nash Equilibrium with Dynamic Updating

Firstly, consider Nash Equilibrium in truncated subgame $\bar{\Gamma}_{j}\left(x_{0}^{j}, t_{0}+j \Delta t, t_{0}+\right.$ $j \Delta t+\bar{T})$.

Theorem 2. The two-player linear quadratic differential game $\bar{\Gamma}_{j}\left(x_{0}^{j}, t_{0}+\right.$ $\left.j \Delta t, t_{0}+j \Delta t+\bar{T}\right)$ has, for every initial state, a linear feedback Nash equilibrium if and only if the following set of coupled Riccati differential equations has a set of symmetric solutions $K_{1}, K_{2}$ on the interval $[0,1]$ :

$$
\begin{gather*}
\dot{K}_{i}(\tau)=-\left(A \bar{T}-S_{j} K_{j}(\tau)\right)^{\prime} K_{i}(\tau)-K_{i}(\tau)\left(A \bar{T}-S_{j} K_{j}(\tau)\right) \\
+K_{i}(\tau) S_{i} K_{i}(\tau)-Q_{i}-K_{j}(\tau) S_{j i} K_{j}(\tau), \\
K_{i}(1)=0, \quad i \neq j, \tag{21}
\end{gather*}
$$

where

$$
\begin{equation*}
S_{i}=\bar{T}^{2} B_{i} R_{i i}^{-1} B_{i}^{\prime}, \quad S_{i j}=\bar{T}^{2} B_{i} R_{i i}^{-1} R_{j i} R_{i i}^{-1} B_{i}^{\prime}, \quad i \neq j \in N \tag{22}
\end{equation*}
$$

In that case there is a unique equilibrium. The equilibrium strategies are

$$
\begin{equation*}
u_{i}^{j, N E}(t, x)=-R_{i i}^{-1} B_{i}^{\prime} K_{i}\left(\frac{t-\left(t_{0}+j \Delta t\right)}{\bar{T}}\right) \bar{T} x \tag{23}
\end{equation*}
$$

Proof. To prove this theorem we use similar change of variables as in (12) for each truncated subgame:

$$
\begin{equation*}
\tau=\frac{t-\left(t_{0}+j \Delta t\right)}{\bar{T}} \tag{24}
\end{equation*}
$$

According to (20) Nash equilibrium for the game model with dynamic updating $\hat{u}_{i}^{N E}(t, x)$ can be constructed using the Nash equilibrium defined in each truncated subgame $u_{i}^{j, N E}(t, x)$. Corresponding trajectory $\hat{x}^{N E}(t)$ is constructed using $\hat{u}_{i}^{N E}(t, x)$ and (1).

## 5 Convergence of Resulting Nash Equilibrium Strategies and Trajectory

Theorem 3. For $\Delta t \rightarrow 0$ and $x \in X$ ( $X$-limited set) resulting feedback Nash equilibrium strategies $\hat{u}_{i}^{N E}(t, x)$ in the game with dynamic updating uniformly converge to feedback Nash equilibrium with continuous updating $\widetilde{u}_{i}^{N E}(t, x)$ :

$$
\begin{equation*}
\hat{u}_{i}^{N E}(t, x) \underset{\left[t_{0},+\infty\right)}{\rightrightarrows} \widetilde{u}_{i}^{N E}(t, x), i \in N . \tag{25}
\end{equation*}
$$

Proof. Introduce the notation: $t_{j} \stackrel{\text { def }}{=} t_{0}+j \Delta t$ and let $t \in\left[t_{j}, t_{j+1}\right]$ for some $j$. According to the definition of $\hat{u}^{N E}(t, x)(20)$ we will need to show that $\left\|\widetilde{u}_{i}^{N E}(t, x)-u_{i}^{j, N E}(t, x)\right\| \rightarrow 0$, when $\Delta t \rightarrow 0$.

Consider the expressions for $\widetilde{u}_{i}^{N E}$ and $u_{i}^{j, N E}$ :

$$
\begin{aligned}
\widetilde{u}_{i}^{N E}(t, x) & =-R_{i i}^{-1} B_{i}^{\prime} K_{i}(0) \bar{T} x, \\
u_{i}^{j, N E}(t, x) & =-R_{i i}^{-1} B_{i}^{\prime} K_{i}\left(\frac{t-t_{j}}{\bar{T}}\right) \bar{T} x .
\end{aligned}
$$

From Taylor decomposition for $K(t)$ at the point $t=0$ we obtain:

$$
\begin{equation*}
\left\|\widetilde{u}_{i}^{N E}(t, x)-u_{i}^{j, N E}(t, x)\right\| \leq\left\|R_{i i}^{-1} B_{i}^{\prime}\right\|\|x\|\left(\|\dot{K}(0)\| \frac{\Delta t}{\bar{T}}+o(\Delta t)\right) . \tag{26}
\end{equation*}
$$

When $\Delta t \rightarrow 0$ the right hand side of (26) converges to zero and as a result the left hand side of (26) also converges to zero. This completes the proof.
Theorem 4. Equilibrium trajectory in the game with dynamic updating $\hat{x}^{N E}(t)$ pointwise converges to the equilibrium trajectory $\widetilde{x}^{N E}(t)$ in the game with continuous updating $\widetilde{x}^{N E}(t)$ for $\Delta t \rightarrow 0$ :

$$
\begin{equation*}
\hat{x}^{N E}(t) \underset{\left[t_{0},+\infty\right)}{\rightarrow} \widetilde{x}^{N E}(t) \tag{27}
\end{equation*}
$$

Proof. Let $t \in\left[t_{j}, t_{j+1}\right]$ for some $j$. According to the definition of $\hat{x}^{N E}(t)$ we will need to show that $\left\|\widetilde{x}^{N E}(t)-x_{j}^{N E}(t)\right\| \rightarrow 0$ when $\Delta t \rightarrow 0$.

Trajectories $\widetilde{x}^{N E}(t)$ and $x_{j}^{N E}(t)$ satisfy the differential equations respectively

$$
\begin{aligned}
\dot{\tilde{x}}(t) & =\left(A-B_{1} R_{11}^{-1} B_{1}^{\prime} K_{1}(0) \bar{T}-B_{2} R_{22}^{-1} B_{2}^{\prime} K_{2}(0) \bar{T}\right) \widetilde{x}(t) \\
\dot{x}_{j}(t) & =\left(A-B_{1} R_{11}^{-1} B_{1}^{\prime} K_{1}\left(\frac{t-t_{j}}{\bar{T}}\right) \bar{T}-B_{2} R_{22}^{-1} B_{2}^{\prime} K_{2}\left(\frac{t-t_{j}}{\bar{T}}\right) \bar{T}\right) x_{j}(t)
\end{aligned}
$$

Notice that

$$
K_{i}(0) \widetilde{x}-K_{i}\left(\frac{t-t_{j}}{\bar{T}}\right) x_{j}=K_{i}(0)\left(\widetilde{x}-x_{j}\right)+\left(K_{i}(0)-K_{i}\left(\frac{t-t_{j}}{\bar{T}}\right)\right) x_{j}
$$

Let $y_{j}^{N E}(t)=\widetilde{x}^{N E}(t)-x_{j}^{N E}(t), \widetilde{A}=A-B_{1} R_{11}^{-1} B_{1}^{\prime} K_{1}(0) \bar{T}-B_{2} R_{22}^{-1} B_{2}^{\prime} K_{2}(0) \bar{T}$ and

$$
\begin{aligned}
f_{j}(t)=- & B_{1} R_{11}^{-1} B_{1}^{\prime}\left[K_{1}(0)-K_{1}\left(\frac{t-t_{j}}{\bar{T}}\right)\right] \bar{T} x_{j}(t) \\
& -B_{2} R_{22}^{-1} B_{2}^{\prime}\left[K_{2}(0)-K_{2}\left(\frac{t-t_{j}}{\bar{T}}\right)\right] \bar{T} x_{j}(t) .
\end{aligned}
$$

Then $y_{j}^{N E}(t)$ satisfies following differential equation

$$
\dot{y}_{j}(t)=\widetilde{A} y_{j}(t)+f_{j}(t) .
$$

Consider

$$
y(t)= \begin{cases}y_{0}(t), & t \in\left[t_{0}, t_{0}+\Delta t\right]  \tag{28}\\ \cdots & \\ y_{j}(t), & t \in\left(t_{0}+j \Delta t, t_{0}+(j+1) \Delta t\right] \\ \cdots & \end{cases}
$$

and

$$
f(t)= \begin{cases}f_{0}(t), & t \in\left[t_{0}, t_{0}+\Delta t\right] \\ \cdots & \\ f_{j}(t), & t \in\left(t_{0}+j \Delta t, t_{0}+(j+1) \Delta t\right] \\ \cdots & \end{cases}
$$

then (28) satisfies following differential equation

$$
\dot{y}(t)=\widetilde{A} y(t)+f(t)
$$

with initial state $y\left(t_{0}\right)=0$, since $\hat{x}^{N E}\left(t_{0}\right)=\widetilde{x}^{N E}(t)=x_{0}$.
By the Cauchy formula we have for any $t \geq t_{0}$

$$
y(t)=\int_{t_{0}}^{t} e^{\widetilde{A}(t-s)} f(s) d s
$$

Taking this into account we have for fixed $t$

$$
\begin{equation*}
\lim _{\Delta t \rightarrow 0}\left\|y\left(t_{j}\right)\right\| \leq \lim _{\Delta t \rightarrow 0}\left\|e^{\widetilde{A}\left(t-t_{0}\right)}\right\|\left(t-t_{0}\right) \beta\left(\frac{\Delta t}{\bar{T}}+o(\Delta t)\right)=0 \tag{29}
\end{equation*}
$$

where

$$
\begin{gathered}
\beta=\left(\left\|B_{1} R_{11}^{-1} B_{1}^{\prime}\right\|\left\|\dot{K}_{1}(0)\right\|+\left\|B_{2} R_{22}^{-1} B_{2}^{\prime}\right\|\left\|\dot{K}_{2}(0)\right\|\right) \bar{T} M(t) \\
M(t)=\max _{\tau \in\left[t_{0}, t\right]}\left\|\hat{x}^{N E}(\tau)\right\| .
\end{gathered}
$$

According to $(29) y(t) \underset{\left[t_{0},+\infty\right)}{\rightarrow} 0$, when $\Delta t \rightarrow 0$. This proves the theorem.

## 6 Example Model

### 6.1 Common Description

Consider the model in which there are two individuals investing in a public stock of knowledge (see also Dockner et al. [3]). Let $x(t)$ be the stock of knowledge at time $t$ and $u_{i}(t)$ - the investment of player $i$ in public knowledge at time $t$. Assume that the stock of knowledge evolves according to the accumulation equation

$$
\begin{equation*}
\dot{x}(t)=-\beta x(t)+u_{1}(t, x)+u_{2}(t, x), \quad x(0)=x_{0} \tag{30}
\end{equation*}
$$

where $\beta$ is the depreciation rate. Assume that each player derives quadratic utility from the consumption of the stock of knowledge and that the cost of investment increases quadratically with the investment effort. That is, the cost function of both players is given by

$$
\begin{equation*}
K_{i}\left(x_{0}, t_{0}, T ; u\right)=\int_{0}^{T}\left(-q_{i} x^{2}(t)+r_{i} u_{i}^{2}(t, x)\right) d t, i=1,2 \tag{31}
\end{equation*}
$$

Consider the initial game (30), (31) in the terms of LQ-games theory [4]. To find a feedback Nash equilibrium, we need to solve the following set of coupled Riccati differential equations:

$$
\left\{\begin{array}{l}
\dot{k_{1}}(t)=-2\left(-\beta-\frac{1}{r_{2}} k_{2}(t)\right) k_{1}(t)+\frac{1}{r_{1}} k_{1}^{2}(t)+q_{1}  \tag{32}\\
\dot{k_{2}}(t)=-2\left(-\beta-\frac{1}{r_{1}} k_{1}(t)\right) k_{2}(t)+\frac{1}{r_{2}} k_{2}^{2}(t)+q_{2} \\
k_{1}(T)=0 \\
k_{2}(T)=0
\end{array}\right.
$$

As an example consider the symmetric case $r_{1}=r_{2}=r, q_{1}=q_{2}=q$. Let $k(t)=k_{1}(t)=k_{2}(t)$. We obtain the following differential equation:

$$
\left\{\begin{array}{l}
\dot{k}(t)=2 \beta k(t)+\frac{3 k^{2}(t)}{r}+q  \tag{33}\\
k(T)=0
\end{array}\right.
$$

The solution of Cauchy problem (33) is

$$
k(t)=\frac{\beta r+v}{3}\left(\frac{2 v}{(v-\beta r) e^{\frac{2 v}{r}(t-T)}+v+\beta r}-1\right),
$$

where $v=\sqrt{\beta^{2} r^{2}-3 q r}$. According to [4] feedback Nash equilibrium for the initial game model will have the form:

$$
\begin{equation*}
u_{i}^{N E}(t, x)=-\frac{k(t) x}{r}, i=1,2 . \tag{34}
\end{equation*}
$$

By substituting the value for $k(t)$ in (34) we obtain:

$$
u_{i}^{N E}(t, x)=\frac{\beta r+v}{3 r}\left(1-\frac{2 v}{(v-\beta r) e^{\frac{2 v}{r}(t-T)}+v+\beta r}\right) x(t) .
$$

### 6.2 Game Model with Continuous Updating

Now consider the case of continuous updating. Here we suppose that two individuals at each time instant $t \in\left[t_{0},+\infty\right)$ use information about motion equations and payoff functions on the interval $[t, t+\bar{T}]$. As the current time $t$ evolves the interval, which defines the information shifts as well. Motion equations for the game model with continuous updating have the form

$$
\begin{equation*}
\dot{x}^{t}(s)=-\beta x^{t}(s)+u_{1}^{t}(s, x)+u_{2}^{t}(s, x), x^{t}(t)=x, \quad t \in\left[t_{0},+\infty\right) . \tag{35}
\end{equation*}
$$

Payoff function of player $i \in N$ for the game model with continuous updating is defined as

$$
\begin{equation*}
K_{i}^{t}\left(x^{t}, t, \bar{T} ; u^{t}\right)=\int_{t}^{t+\bar{T}}\left(-\left(x^{t}(s)\right)^{2} q_{i}+\left(u_{i}^{t}(s, x)\right)^{2} r_{i}\right) d s, i=1,2 \tag{36}
\end{equation*}
$$

According to the Theorem 2 defining the form of feedback Nash equilibrium with continuous updating on the first step we need to solve the following differential equation:

$$
\left\{\begin{array}{l}
\dot{k}(\tau)=2 \beta \bar{T} k(\tau)+\frac{3 \bar{T} k^{2}(\tau)}{r}+\bar{T} q,  \tag{37}\\
k(1)=0 .
\end{array}\right.
$$

The solution of (37) is

$$
\begin{equation*}
k(\tau)=\frac{\beta r+v}{3}\left(\frac{2 v}{(v-\beta r) e^{\frac{2 v \bar{T}}{r}(\tau-1)}+v+\beta r}-1\right) \tag{38}
\end{equation*}
$$

where $v=\sqrt{\beta^{2} r^{2}-3 q r}$. According to (23) feedback Nash equilibrium with continuous updating has the form:

$$
\begin{equation*}
\widetilde{u}_{i}^{N E}(t, x)=-\frac{k(0) x \bar{T}}{r} . \tag{39}
\end{equation*}
$$

By substituting (38) in (39) we obtain:

$$
\begin{equation*}
\widetilde{u}_{i}^{N E}(t, x)=\frac{\beta r+v}{3 r}\left(1-\frac{2 v}{(v-\beta r) e^{-\frac{2 v \bar{T}}{r}}+v+\beta r}\right) \bar{T} x \tag{40}
\end{equation*}
$$

by substituting (40) in (30) we obtain $\widetilde{x}^{N E}(t)$ as solution of equation

$$
\begin{equation*}
\dot{\tilde{x}}^{N E}(t)=-\beta \widetilde{x}^{N E}(t)+\widetilde{u}_{1}^{N E}(t, x)+\widetilde{u}_{2}^{N E}(t, x), \quad \widetilde{x}^{N E}(0)=x_{0} . \tag{41}
\end{equation*}
$$

### 6.3 Game Model with Dynamic Updating

Perform similar calculations for the resulting Nash equilibrium for a game with dynamic updating based on the calculations for the original game and the approach described in Sect. 4.1 and obtain

$$
\begin{equation*}
\widetilde{u}_{i}^{N E}(t, x)=-\frac{k\left(\frac{t-t_{i}}{\bar{T}}\right) x \bar{T}}{r}, t \in\left[t_{i}, t_{i+1}\right] . \tag{42}
\end{equation*}
$$

By substituting (38) in (42) we obtain:

$$
\begin{equation*}
\hat{u}_{i}^{N E}(t, x)=\frac{\beta r+v}{3 r}\left(1-\frac{2 v}{(v-\beta r) e^{\frac{2 v\left(t-t_{i}-\bar{T}\right)}{r}}+v+\beta r}\right) \bar{T} x, \quad t \in\left[t_{i}, t_{i+1}\right], \tag{43}
\end{equation*}
$$

by substituting (43) in (30) we obtain $\hat{x}^{N E}(t)$ as solution of equation

$$
\begin{equation*}
\dot{\hat{x}}^{N E}(t)=-\beta \hat{x}^{N E}(t)+\hat{u}_{1}^{N E}(t, x)+\hat{u}_{2}^{N E}(t, x), \quad \hat{x}^{N E}(0)=x_{0} . \tag{44}
\end{equation*}
$$

### 6.4 Game Model on Infinite Interval

Consider classic approach for Nash equilibrium for the game on infinite interval $[0,+\infty)$. Motion equations have the form

$$
\begin{equation*}
\dot{x}(t)=-\beta x(t)+u_{1}(t, x)+u_{2}(t, x), \quad x(0)=x_{0} . \tag{45}
\end{equation*}
$$

Payoff function of player $i \in N$ is defined as

$$
\begin{equation*}
K_{i}\left(x_{0} ; u\right)=\lim _{T \rightarrow \infty} \int_{0}^{T}\left(-q_{i} x^{2}(t)+r_{i} u_{i}^{2}(t, x)\right) d t, i=1,2 . \tag{46}
\end{equation*}
$$

According to [4] feedback Nash equilibrium strategies have the form

$$
\begin{equation*}
u^{N E}(t, x)=-\frac{k x}{r} \tag{47}
\end{equation*}
$$

in our symmetric case $\left(r_{1}=r_{2}=r, q_{1}=q_{2}=q\right)$, where $k$ is solution of

$$
\frac{3 k^{2}}{r}+2 \beta k+q=0 .
$$

By substituting (47) in (45) we obtain $x^{N E}(t)$ as solution of equation

$$
\begin{equation*}
\dot{x}^{N E}(t)=\left(-\beta-\frac{2 k}{r}\right) x^{N E}(t), \quad x^{N E}(0)=x_{0} \tag{48}
\end{equation*}
$$

### 6.5 Numerical Simulation

Consider the results of numerical simulation for the game model presented above on the interval $[0,8]$, i.e. $t_{0}=0, T=8$. At the initial instant $t_{0}=0$ the stock of knowledge is 100 , i.e. $x_{0}=100$. The other parameters of models: $\beta=0.9$, $r=6, q=1$. Suppose that for the case of a dynamic updating (blue solid and dotted lines Figs. 1 and 2), the intervals between updating instants are $\Delta t=2$, therefore $l=4$. In Fig. 1 the comparison of resulting Nash equilibrium in the game with dynamic updating (blue line) and Nash equilibrium with continuous updating (red lines) is presented. In Fig. 2 similar results are presented for the strategies.

In order to demonstrate the results of Theorems 3 and 4 on convergence of resulting equilibrium strategies and corresponding trajectory to the equilibrium strategies and trajectory with continuous updating, consider the simulation results for a case of frequent updating, namely $l=20$. Figures 3 and 4 represent the same solutions as in Figs. 1 and 2, but for the case, when $\Delta t=0.4$. Therefore, convergence results are confirmed by the numerical experiments presented below.


Fig. 1. $\tilde{x}^{N E}(t)$ (41) - red upper line, Fig. 2. $\tilde{u}^{N E}(t)$ (40) - red upper line, $\hat{x}^{N E}(t)(44)$ - blue broken line, $x^{N E}(t) \hat{u}^{N E}(t)(43)$ - blue broken line, $u^{N E}(t)$ (48) - green lower line. (Color figure online) (47) - green lower line. (Color figure online)


Fig. 3. $\tilde{x}^{N E}(t)$ (41) - red upper line, Fig. 4. $\tilde{u}^{N E}(t)$ (40) - red upper line, $\hat{x}^{N E}(t)(44)$ - blue broken line, $x^{N E}(t) \hat{u}^{N E}(t)(43)$ - blue broken line, $u^{N E}(t)$ (48) - green lower line. (Color figure online) (47) - green lower line. (Color figure online)

## 7 Conclusion

The concept of feedback Nash equilibrium for the class of linear quadratic differential games with continuous updating is constructed and the corresponding Theorem is presented. The form of feedback Nash equilibrium for a game model with dynamic updating is also presented and convergence of resulting feedback Nash equilibrium with dynamic updating to the feedback Nash equilibrium with continuous updating as the number of updating instants converges to infinity is proved. The results are demonstrated using the differential game model of knowledge stock. Obtained results are both fundamental and applied in nature since they allow specialists from the applied field to use a new mathematical tool for more realistic modeling of engineering system describing human-machine interaction.
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#### Abstract

It studies the problem of immigration proof partition for communities (countries) in a multidimensional space. This is an existence problem of Tiebout type equilibrium, where migration stability suggests that every inhabitant has no incentives to change current jurisdiction. In particular, an inhabitant at every frontier point has equal costs for all available jurisdictions. It is required that the inter-country border is represented by a continuous curve.

The paper presents the solution for the case of the costs described as the sum of the two values: the ratio of total costs on the total weight of the population plus transportation costs to the center presented as a barycenter of the state. In the literature, this setting is considered as a case of especial theoretical interest and difficulty. The existence of equilibrium division is stated via an approximation reducing the problem to the earlier studied case, in which centers of the states never can coincide: to do this an earlier proved a generalization of conic Krasnosel'skii fixed point theorem is applied.
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## 1 Introduction

In a seminal paper [1] a basic model of country formation was offered. In this model, the cost of the population is described as the sum of the two values- the ratio of total costs on the total weight of the population plus transportation costs to the center of the state. This model has been studied in a number of subsequent studies, but the majority of them considered the case of a one-dimensional region and the interval-form "countries" (country formation on an interval). The first progress in the resolution of the problem of existence was obtained in $[4,10]$,
where well-known Gale-Nikaido-Debreu lemma was applied to state the existence of nontrivial immigration proof partition for interval countries, i.e. such that no one has an incentive to change their country of residence. However, in the proof of [4] rather strong assumptions were made. Mathematical part of this approach was significantly strengthened in [6,7], where the modeling was extended to the population distribution, described as a Radon measure (probability measure defined on the Borel $\sigma$-algebra); this approach incorporates cities into the model. In [11] (initial version of 2016) a new significant advancement appears, it disseminates the result (existence theorem) to the case of 2 or more dimensional region. The proof of [11] is rather elegant and is based on the application of KKM-lemma (Knaster-Kuratowski-Mazurkiewicz), but the result is essentially limited by the presence of fixed location of the capitals. ${ }^{1}$

Papers $[8,9]$ further develop this approach letting the "capitals" (or other relevant parameters) and individual costs to be changed continuously in space depending on some specific parameters, which is important for example in the context of party formation. The presented proof is based on an original generalization of Brouwer and Kakutani fixed point theorems for the case when a mapping can act outside the domain. However the results of $[8,9]$ still do not cover the model in which the costs are described in a "classical style", as the sum of the two values: the ratio of total costs on the total weight of the population plus transportation costs to the center presented as a barycenter (center of mass) of the state. In the literature, this setting is considered a case of especial theoretical interest and difficulty. The present paper fills this gap. The existence of equilibrium division is stated via an approximation, reducing the problem to the earlier studied case, in which centers of the states can never coincide. After that, the limit is carried out, and the desired division is achieved.

The paper is organized as follows. In the second section, I present a theoretical problem and formulate some preliminary results that are the basis for the subsequent considerations. In the third one, I present the main result: a new existence theorem the proof of which involves several auxiliary lemmas and so on. The forth section presents a survey of generalized fixed point theorems applied for earlier studied cases; it requires the existence theorem of Sect. 2 to be proved.

## 2 The Model of Spatial Equilibrium: Preliminary Analysis and Results

One of the central problems of general spatial equilibrium theory is the existence of an immigration proof partition into $n$ communities, the number of which is initially presented, not only on the plane but in a multidimensional space. This is not just a possible generalization of the one-dimensional case, but also an opportunity to consider in this context more general problems, for example, the

[^31]division of society by party affiliation. This is an existence problem for Tiebout type equilibrium [12], ${ }^{2}$ that is quite important in the context of various economic theories, e.g. the theory of local provision of public goods or a problem of a society partition according to party affiliation in political sciences and so on. The principle of migration stability of "countries" suggests that the inhabitants have no incentives to change jurisdiction and, in particular, at every frontier point inhabitant has equal (and minimal) costs for all available jurisdictions.

So we need to divide a compact area $\mathcal{A} \subset \mathbb{R}^{l}$ into $n$ counties, $N=\{1, \ldots, n\}$. In addition, it is also required that the inter-country border was represented by a continuous curve (surface). Here migration stability may be also treated as there is no nonzero mass of the population such that its members benefit from a continuous (gradual transformation, homotopy) change of the current inter-country boundary.

The division into the countries can significantly depend on how the population is distributed in a given area of space. A correct mathematical model for this is its description by means of some nonnegative countably additive measure $\mu$, defined on a Borel $\sigma$-algebra. Assume that for each country $i \in N$ cost function $c_{i}(\cdot)$ is specified; this function may depend on the mass $\delta_{i} \in[0,1]$ of country $i$ and masses of other countries, individual location $x \in \mathcal{A}$ of an inhabitant and also on additional parameters $y \in Y$ that can be changed according to a partition configuration. In particular, $y$ can be used to specify a center of the country as well as other parameters important for country formation.

An initial basic model for these cost functions is

$$
\begin{equation*}
c_{i}\left(x, y, \delta_{i}, r_{c}\left(S_{i}\right)\right)=\frac{g_{i}}{\delta_{i}}+\rho\left(x, r_{c}\left(S_{i}\right)\right), \quad g_{i}>0, \quad i \in N \tag{1}
\end{equation*}
$$

Here $S_{i} \subset \mathcal{A}$ is $i$ 's jurisdiction which has a weight of population $\delta_{i}=\mu\left(S_{i}\right)$, $r_{c}\left(S_{i}\right)$ is a location of its center (fixed or variable), $\rho(\cdot, \cdot)$ is a metric - to determine the distance to the center and the individual location specified by coordinates $x \in \mathcal{A}$. The scalar value $g_{i}>0$ presents an aggregated payment (taxes?) for country $i \in N$ formation (price for the government), which has to be paid by country citizens in equal shares. So individual costs are divided into two kinds: equal payment for every inhabitant of the country and individualized costs specified as the distance from inhabitant location to the capital. Notice that assumption ( $\mathbf{C}$ ) below is fulfilled now for $l \geq 2$ and if $l=2$ : then for Euclidean metric possible frontier between countries is a branch of hyperbola intersected with $\mathcal{A}$. Now let us consider the concept of spatial equilibrium that is applied in the paper.

[^32]Definition 1. Let $\mathcal{A} \subset \mathbb{R}^{l}$ be an area in a finite-dimensional space. $A$ collection of closed subsets $S_{i} \subset \mathcal{A}, i \in N$ is called migration-consistent equilibrium, if it satisfies the requirements:
(i) $\cup_{N} S_{i}=\mathcal{A}, \delta_{i}=\mu\left(S_{i}\right)>0, i \in N, \sum_{N} \delta_{i}=1$ and $\exists y \in Y$ such that
(ii) $\forall i \neq j, c_{i}\left(x, y, \delta_{1}, \ldots, \delta_{n}\right)=c_{j}\left(x, y, \delta_{1}, \ldots, \delta_{n}\right) \forall x \in S_{i} \cap S_{j}$,
(iii) $\forall i \in N S_{i} \supseteq\left\{x \in \mathcal{A} \mid c_{i}\left(x, y, \delta_{1}, \ldots, \delta_{n}\right)<c_{j}\left(x, y, \delta_{1}, \ldots, \delta_{n}\right) \forall j \in N, j \neq i\right\}$.

The requirements presented in this definition mean that: $(i)$-subsets $S_{i} \subset \mathcal{A}$ form a nontrivial division of the area $\mathcal{A}$ into jurisdictions such that each individual is assigned to some jurisdiction and the number of those that have the nationality of several countries is negligible; (ii)—border residents of several countries have the same costs; (iii) - each jurisdiction includes all those residents who are most profitable to be its members.

In general setting we certainly have to be assumed that the cost functions depend continuously on $\delta \in \Delta^{(n-1)}$ (standard simplex in $\mathbb{R}^{n}$ ) and $y \in Y$; moreover $Y$-the range of $y$-is convex and compact subset of $\mathbb{R}^{m}$ for a natural $m>0$. More specifically, assume that
(P) The distribution of population on $\mathcal{A}$ is described by an absolutely continuous probability measure $\mu$.
(C) For each $i \in N$ costs $c_{i}(\cdot)$ are defined and continuous on

$$
\mathcal{A} \times Y \times\left(\Delta^{(n-1)} \backslash F_{i}\right), \text { where } F_{i}=\left\{\delta \in \Delta^{(n-1)} \mid \delta_{i}=0\right\}
$$

and obey
(i) $c_{i}\left(x, y, \delta_{1}, \ldots, \delta_{n}\right) \rightarrow+\infty \forall\left(x, y, \delta_{i}, \delta_{-i}\right) \rightarrow\left(\bar{x}, \bar{y}, 0, \bar{\delta}_{-i}\right)$, i.e. $\bar{\delta}_{i}=0^{3}$;
(ii) the set of indifferent agents

$$
A_{i j}(y, \delta)=\left\{x \in \mathcal{A} \mid c_{i}(x, y, \delta)=c_{j}(x, y, \delta)\right\}
$$

has zero Lebesgue measure $\forall j \neq i$, and for all fixed $(y, \delta) \in Y \times \Delta^{(n-1)}$.
The assumptions $(\mathbf{C})$ is now presented in a strongest form which was applied in previous papers [11], [5] where in addition there was assumed $\operatorname{supp}(\mu)=\mathcal{A} .^{4}$ Later analysis presented in [9] avoided $(\mathbf{C})(i i)$ and $\operatorname{supp}(\mu)=\mathcal{A}$. For the case we are interested in $\operatorname{supp}(\mu)=\mathcal{A}$ does not matter, and assumption $(\mathbf{C})(i i)$ is invalid but for an intermediate approximating model it is true by construction.

In the seminal works devoted to the analysis of Tiebout equilibrium, special attention is paid to the case of an inter-country division under the individual $\operatorname{costs} c_{i}(\cdot)$ defined in (1) in which metric is Euclidean and centers $r_{c}\left(S_{i}\right)$ are specified as the centers of mass of countries $S_{i} \subset \mathcal{A}, i \in N$. For a multi-dimensional figure $S_{i}$ the center of mass (barycenter of $i$-th country) is defined as

$$
\begin{equation*}
r_{c}\left(S_{i}\right)=\frac{1}{\mu\left(S_{i}\right)} \int_{S_{i}} x d \mu(x), \quad S_{i} \subset \mathcal{A} \subset \mathbb{R}^{l} \tag{2}
\end{equation*}
$$

[^33]It will be so if the distribution of the population is put on the basis of the concept. However, if we want the center of the territory to be understood without taking into account the population, then we arrive at the concept defined by formulas

$$
r_{c}\left(S_{i}\right)=\frac{1}{m\left(S_{i}\right)} \int_{S_{i}} x d x, \quad m\left(S_{i}\right)=\int_{S_{i}} d x
$$

Here $m\left(S_{i}\right)$ is Lebesgue measure of $S_{i}, i \in N$. Clearly, this is a particular case relative to the previous one. Of course, we must take care that considered point-to-set mappings are continuous in some sense in order to ensure the continuity of $r_{c}\left(S_{i}(\delta, y)\right)$. Moreover, it is necessary to carefully consider the case of a potentially possible match of capitals at the domain. This is not trivial, because the assumption that sets $A_{i j}(y, \delta)$ are negligible is violated now. Apparently, this problem can be sorted out by passing to the limit over the family of the individual costs functions that approximate the original ones and obey all necessary properties.

A general idea of the proof is similar to presented in [5,9,11]: for a collection $\left(\delta_{1}, \ldots, \delta_{n}, y\right)$ of nominal parameters one can put into correspondence similar collection of real parameters, calculated for an immigration-stable partition defined by nominal ones. In so doing a mapping is defined the fixed point of which obeys all requirements of a country partition that we are looking for. Now we consider this construction in more details.

Recall that

$$
\Delta^{(n-1)}=\left\{\delta \in \mathbb{R}^{n} \mid \sum \delta_{i}=1, \delta_{i} \geq 0 \forall i \in N\right\}
$$

is called a standard simplex. Let us specify the mappings

$$
S_{i}:(\delta, y) \rightarrow S_{i}(\delta, y) \subset \mathcal{A}, \quad(\delta, y) \in \Delta^{(n-1)} \times Y, \quad i \in N
$$

and mapping $\mathcal{F}:\left(S_{i}\right)_{i \in N} \rightarrow\left(\mu_{i}\right)_{\in N}$, defined by formulas:

$$
S_{i}(\delta, y)=\left\{x \in \mathcal{A} \mid c_{i}(x, \delta, y)=\min _{j \in N} c_{j}(x, \delta, y)\right\}, \quad \mu_{i}(\delta, y)=\mu\left(S_{i}(\delta, y)\right), \quad i \in N
$$

The following Lemma 1 has been proved in different contexts in [5, 9, 11] and it specifies a crucial property of the constructed map.
Lemma 1. Let ( $\mathbf{P}$ ) and (C) be fulfilled. Then for some $0<\varepsilon<\frac{1}{n}$ :
(i) $\mathcal{F}(\cdot)$ defined on $\Delta_{\varepsilon}^{(n-1)} \times Y$ is a Kakutani $m a p^{5}$ and
(ii) $\forall y \in Y \mathcal{F}(\cdot, y)$ maps the $\varepsilon$-sub-simplex

$$
\Delta_{\varepsilon}^{(n-1)}=\left\{\delta \in \mathbb{R}^{n} \mid \sum \delta_{i}=1, \delta_{i} \geq \varepsilon \forall i \in N\right\}
$$

so that the facets of $\Delta_{\varepsilon}^{(n-1)}$ pass into the facets of initial simplex, i.e.

$$
\begin{aligned}
{[\delta} & \left.=\left(\delta_{i}, \delta_{-i}\right) \in \Delta_{\varepsilon}^{(n-1)} \& \delta_{i}=\varepsilon\right] \Rightarrow \\
\mu_{i}(\delta, y) & =0, \quad \mathcal{F}(\delta, y)=\left(\mu_{1}(\delta, y), \ldots, \mu_{n}(\delta, y)\right)
\end{aligned}
$$

[^34]There is also presented a continuous $\mathcal{M}: \Delta^{(n-1)} \times Y \rightarrow Y$ and now the resulting map is

$$
[\mathcal{F} \times \mathcal{M}](\delta, y)=\mathcal{F}(\delta, y) \times \mathcal{M}(\delta, y), \quad(\delta, y) \in \Delta^{(n-1)} \times Y
$$

Clearly, it suffices to find a nontrivial fixed point $\bar{\delta}=\left(\bar{\delta}_{1}, \ldots, \bar{\delta}_{n}\right) \in \Delta^{(n-1)}$, $\bar{y} \in Y$ of this map, i.e.

$$
\bar{y}=\mathcal{M}(\bar{\delta}, \bar{y}), \quad \mu_{i}(\bar{\delta}, \bar{y})=\bar{\delta}_{i}, \forall i \in N \text { such that } \bar{\delta}=\left(\bar{\delta}_{1}, \ldots, \bar{\delta}_{n}\right) \gg 0
$$

In $[5,9]$ this fact is established applying generalized Kakutani fixed point theorem. This is Theorem 7 from Sect. 4 below and its corollary, Theorem 9.

Now we formulate the theorem from $[8,9]$ that is general enough and can be applied to establish the main result of the current paper.

Theorem 1 (Marakulin, 2017). Let $\mathcal{A}$ be a compact subset of a finite-dimensional linear space and $\mu$ be a measure on $\mathcal{A}$. If assumptions $(\mathbf{P}),(\mathbf{C})$ are fulfilled then the area $\mathcal{A}$ can be nontrivially partitioned into any number of immigration proof communities of non-zero volume. This partition can also obey any consistent continuous requirements.

Now we state a new theorem in which countries are centered at the center of population mass; it is proved in the next section. First, we consider a particular case of 2 -communities, which technical proof can be extended to a general one.

Theorem 2. In a finite-dimensional space, any compact convex domain equipped with the measure of population absolute continuous relative to Lebesgue measure, can be divided into two immigration proof communities with costs (1) and centered at the center of their mass.

Now the main result is formulated as follows.
Theorem 3. In a finite-dimensional space, any compact convex region, with a measure of a population, that is absolutely continuous with respect to Lebesgue measure, can be nontrivially divided into any number of immigration proof communities with costs (1) and centered at the center of their mass. Moreover, these centers are located in the limit of the community.

## 3 Partition into Communities Centered in a Barycenter

According to the logic of the previous constructions, in order to include the requirement that the capitals should be at the barycenter, one needs to put

$$
\mathcal{M}\left(\delta_{1}, \ldots, \delta_{n}, y_{1}, \ldots, y_{n}\right)=\left(r_{c}\left(S_{1}(\delta, y)\right), \ldots, r_{c}\left(S_{n}(\delta, y)\right)\right) \in \mathcal{A}^{n}=Y
$$

However, a major difficulty appears here: there is a potential possibility of coincidence of capitals, which leads to a violation of the basic assumption (C). Precisely, if a point $\left(y_{i}\right)_{i \in N}$ in $\mathcal{A}^{n}$ is such that some of its components are equal one to another-there are $i, j$ such that $y_{i}=y_{j}$ - then it is not clear how one
can determine the countries $i, j$, what are their masses and where the centers of mass are located.

To simplify the problem, let us consider the case of two countries and a convex compact region $\mathcal{A}$. Indeed, if centers are equal each other, i.e. $r_{1}=r_{c}\left(S_{1}(\delta, y)\right)=$ $r_{c}\left(S_{2}(\delta, y)\right)=r_{2}$, then the equation defining the inter-country border in the form

$$
\left\|x-r_{1}\right\|_{2}-\left\|x-r_{2}\right\|_{2}=\frac{g_{2}}{\delta_{2}}-\frac{g_{1}}{\delta_{1}}
$$

does not depend on $x$ and, therefore, $\mathcal{A}$ coincides with one country (the other one is empty set) or, if $\frac{g_{2}}{\delta_{2}}-\frac{g_{1}}{\delta_{1}}=0$, then the whole $\mathcal{A}$ is the "inter-country border". In the latter case, there are infinitely many variants of inter-country division, which does not allow to specify the centers of countries, etc. To resolve the collision, consider the following approximation.

As a new area to be divided into two countries, consider the convex hull of three sets from $\mathbb{R}^{l+2}$ : choose arbitrary noncollinear $a, b \in \mathbb{R}^{l}, a, b \neq 0$, a real $\varepsilon>0$ and specify

$$
\mathcal{B}_{0}=\mathcal{A} \times(0,0), \quad \mathcal{B}_{1}=\mathcal{B}_{0}+(a, 1,0), \quad \mathcal{B}_{2}=\mathcal{B}_{0}+(b, 0,1)
$$

Next, we consider the convex hull of the union of these sets, whence, because of their convexity, one has

$$
\begin{gathered}
\mathcal{B}=\operatorname{co}\left\{\mathcal{B}_{0}, \mathcal{B}_{1}, \mathcal{B}_{2}\right\}=\bigcup_{\lambda \geq 0: \lambda_{0}+\lambda_{1}+\lambda_{2}=1}\left(\lambda_{0} \mathcal{B}_{0}+\lambda_{1} \mathcal{B}_{1}+\lambda_{2} \mathcal{B}_{2}\right) \Rightarrow \\
\mathcal{B}=\left\{\mathcal{B}_{0}+[\alpha(a, 1,0)+\beta(b, 0,1)] \mid \alpha, \beta \in \mathbb{R}_{+}: \alpha+\beta \leq 1\right\}
\end{gathered}
$$

Now we specify

$$
\triangle=\left\{(s, t) \in \mathbb{R}_{+}^{2} \mid s+t \leq 1\right\}
$$

and will identify compactum $\mathcal{B}$ with the set $\mathcal{A} \times \triangle \subset \mathbb{R}^{l+2}$. We determine the population distribution using the density $H^{\varepsilon}: \mathcal{B} \rightarrow \mathbb{R}_{+}$, specified as

$$
H^{\varepsilon}(x, s, t)=w(x) \cdot \gamma^{\varepsilon}(s, t)
$$

where $w: \mathcal{A} \rightarrow \mathbb{R}_{+}$is the density of "initial" distribution $\mu$, and a simple function $\gamma^{\varepsilon}: \triangle \rightarrow \mathbb{R}$ for some $\varepsilon>0, d>0$ is defined in the following way. Specify

$$
\square^{\varepsilon}=\{(s, t) \in \triangle \mid s, t \leq \varepsilon\}
$$

and define $\gamma^{\varepsilon}(\cdot)$ by formula

$$
\gamma^{\varepsilon}(s, t)=\left\{\begin{array}{l}
\varepsilon^{2},(s, t) \in \triangle \backslash \square^{\varepsilon}  \tag{3}\\
d, \quad(s, t) \in \square^{\varepsilon}
\end{array}\right.
$$

and satisfying a condition

$$
\int_{\triangle} \gamma^{\varepsilon}(s, t) d s d t=1
$$

Now let $\nu^{\varepsilon}$ be a measure on $\mathcal{B}$, specified by density $H^{\varepsilon}(\cdot)$. Due to construction and Fubini theorem we have $\nu^{\varepsilon}(\mathcal{B})=\mu(\mathcal{A})=1$.

Now consider two projection mappings from $\mathcal{B}$ on its faces:
$\operatorname{Pr}_{1}(x, s, t)=(x+(2 \varepsilon-s) a-t b, 2 \varepsilon, 0), \quad \operatorname{Pr}_{2}(x, s, t)=(x+(2 \varepsilon-t) b-s a, 0,2 \varepsilon)$, where $(x, s, t) \in \mathcal{B}$, and vectors $a, b \in \mathbb{R}^{l}$ are chosen as above. Now we specify a convex compactum
$X=\Delta^{1} \times Y_{1} \times Y_{2}, \quad Y_{1}=\operatorname{Pr}_{1}(\mathcal{B})=\mathcal{B}_{0}+2 \varepsilon(a, 1,0), \quad Y_{2}=\operatorname{Pr}_{2}(\mathcal{B})=\mathcal{B}_{0}+2 \varepsilon(b, 0,1)$,
where we will look for a fixed point at the first stage of the proof.
For $\mathcal{B}$ we introduce a metric
$\rho^{\prime}\left(\kappa, \kappa^{\prime}\right)=\sqrt{\left\langle x-x^{\prime}, x-x^{\prime}\right\rangle}+\left|s-s^{\prime}\right|+\left|t-t^{\prime}\right|, \quad \kappa=(x, s, t), \kappa^{\prime}=\left(x^{\prime}, s^{\prime}, t^{\prime}\right) \in \mathcal{B}$.
Now for a given $y_{1} \in Y_{1}, y_{2} \in Y_{2}$ and nominal $\left(\delta_{1}, \delta_{2}\right) \in \Delta^{1}$ for $\mathcal{B}$ we specify cost functions

$$
c_{i}\left(\kappa, \delta_{i}, y_{i}\right)=\frac{g_{i}}{\delta_{i}}+\rho^{\prime}\left(\kappa, y_{i}\right), \quad g_{i}>0, \delta_{i}>0 \quad i=1,2, \quad \kappa \in \mathcal{B}
$$

which define in $\mathcal{B}$ two "countries"

$$
\begin{equation*}
S_{i}^{\varepsilon}\left(\delta_{1}, \delta_{2}, y_{1}, y_{2}\right)=\left\{\kappa \in \mathcal{B} \mid c_{i}\left(\kappa, \delta_{i}, y_{i}\right) \leq c_{j}\left(\kappa, \delta_{j}, y_{j}\right)\right\}, \quad i \neq j, \quad i, j=1,2 \tag{4}
\end{equation*}
$$

Notice that by construction $y_{1} \neq y_{2}$ is always true and the set $S_{1}^{\varepsilon}(\delta, y) \cap S_{2}^{\varepsilon}(\delta, y)$, i.e. inter-country border is negligible by Lebesgue measure and condition (C)(ii) is satisfied. As usual further we find country masses $\nu^{\varepsilon}\left(S_{i}^{\varepsilon}\right)=\nu_{i}(\delta, y)$ and their centers of mass $r_{c}\left(S_{i}^{\varepsilon}\right) \in \mathcal{B}$, where for $\nu^{\varepsilon}\left(S_{i}\right)=0$ we put $r_{c}\left(S_{i}^{\varepsilon}\right)=\mathcal{B}$.
Lemma 2. The map $(\delta, y) \rightarrow \nu_{i}(\delta, y)=\nu^{\varepsilon}\left(S_{i}^{\varepsilon}(\delta, y)\right), i=1,2$ is continuous on $\Delta^{1} \times Y$ and for $\nu_{i}(\delta, y)=\nu^{\varepsilon}\left(S_{i}^{\varepsilon}\right)>0$ a value $r_{c}\left(S_{i}^{\varepsilon}\right) \in \mathcal{B}$ is correctly defined and the function $(\delta, y) \rightarrow r_{c}\left(S_{i}^{\varepsilon}(\delta, y)\right)$ is continuous at this point.

Proof. Standardly. Notice that the point-to-set mapping $(\delta, y) \Rightarrow S_{i}^{\varepsilon}(\delta, y)$ is continuous at the point $\left(\delta^{\prime}, y^{\prime}\right)$ if $\nu_{i}\left(\delta^{\prime}, y^{\prime}\right)=\nu^{\varepsilon}\left(S_{i}^{\varepsilon}\right)>0$ because it implies int $S_{i}^{\varepsilon}\left(\delta^{\prime}, y^{\prime}\right) \neq \emptyset$ and, therefore, Slater condition $\left[\exists x \in \mathcal{A} \mid c_{i}(x, \delta, y)<\right.$ $\left.c_{j}(x, \delta, y)\right]$ holds.

Further let us consider a map $\mathcal{R}: \Delta^{1} \times Y_{1} \times Y_{2} \rightarrow Y_{1} \times Y_{2}$, specifying new centers of countries: if $\nu_{i}(\delta, y)=\nu^{\varepsilon}\left(S_{i}^{\varepsilon}(\delta, y)\right)>0$ then

$$
\mathcal{R}_{i}\left(\delta_{1}, \delta_{2}, y_{1}, y_{2}\right)=\operatorname{Pr}_{i}\left(r_{c}\left(S_{i}^{\varepsilon}\right)\right),
$$

and $\mathcal{R}_{i}(\delta, y)=Y_{i}$ if $\nu_{i}(\delta, y)=\nu^{\varepsilon}\left(S_{i}^{\varepsilon}(\delta, y)\right)=0, i=1,2$.
Specify also $\mathcal{F}: \Delta \times Y \rightarrow \Delta$ by formula

$$
\mathcal{F}\left(\delta_{1}, \delta_{2}, y_{1}, y_{2}\right)=\left(\nu_{1}(\delta, y), \nu_{2}(\delta, y)\right) .
$$

The crucial properties of the mapping $\mathcal{F} \times \mathcal{R}$ are described in the following Lemma 3, which is similar to Lemma 1 presented above, but now it has already been established in the specific context of this section.

Lemma 3. For any real $0<\varepsilon<1$ the mapping $\mathcal{F} \times \mathcal{R}: X \Rightarrow X$ is a Kakutani map and, moreover, there is $\varrho>0$ such that $\forall y \in Y \mathcal{F}(\cdot, y)$ maps faces of subsimplex

$$
\Delta_{\varrho}^{1}=\left\{\delta \in \mathbb{R}^{2} \mid \delta_{1}+\delta_{2}=1, \quad \delta_{i} \geq \varrho, \quad i=1,2\right\}
$$

to appropriate faces of initial $\Delta^{1}$, i.e. for $i=1,2$

$$
\left[\delta=\left(\delta_{1}, \delta_{2}\right) \in \Delta_{\varrho}^{1} \& \delta_{i}=\varrho\right] \quad \Rightarrow \quad \nu_{i}(\delta, y)=0, \quad \mathcal{F}(\delta, y)=\left(\nu_{1}(\delta, y), \nu_{2}(\delta, y)\right)
$$

Proof. Checking of the Kakutani map properties is easy. Let us consider the second part of the lemma statement. Let $D=\max _{\kappa, \kappa^{\prime} \in \mathcal{B}}\left\|\kappa-\kappa^{\prime}\right\|$ be a diameter of $\mathcal{B}$. Then supposition

$$
\frac{g_{2}}{\delta_{2}}-\frac{g_{1}}{\delta_{1}}>2 D>\left\|\kappa-y_{1}\right\|-\left\|\kappa-y_{2}\right\|, \quad \forall \kappa \in \mathcal{B}
$$

implies $c_{2}\left(\kappa, \delta_{2}, y_{2}\right)>c_{1}\left(\kappa, \delta_{1}, y_{1}\right) \forall \kappa \in \mathcal{B}$. Therefore one has $\nu^{\varepsilon}\left(S_{2}^{\varepsilon}\right)=0$. Hence if $\delta_{2} \leq \frac{1}{2}$ (i.e. $\delta_{1} \geq \frac{1}{2}$ ) for $\nu^{\varepsilon}\left(S_{2}^{\varepsilon}\right)>0$ to be executed one needs

$$
\frac{g_{2}}{\delta_{2}} \leq 2 D+\frac{g_{1}}{\delta_{1}} \leq 2\left(D+g_{1}\right) \quad \Rightarrow \quad \delta_{2} \geq \frac{g_{2}}{2\left(D+g_{1}\right)}>0
$$

A similar assessment is easy to get also for the first country. Ultimately, one can put

$$
\varrho=\min \left\{\frac{g_{1}}{2\left(D+g_{2}\right)}, \frac{g_{2}}{2\left(D+g_{1}\right)}\right\}>0 .
$$

By construction, $\varrho>0$ does not depend on the choice $0<\varepsilon<1$.
Combining the statement of the Lemma 3 with the Theorem 9 and via described construction we arrive at

Corollary 1. For any $0<\varepsilon<1$ the mapping $\mathcal{F} \times \mathcal{R}: X \Rightarrow X$ for some real $\varrho>0$ has a fixed point $\left(\left(\delta_{1}^{\varepsilon}, \delta_{2}^{\varepsilon}\right),\left(y_{1}^{\varepsilon}, y_{2}^{\varepsilon}\right)\right) \in X=\Delta^{1} \times Y_{1} \times Y_{2}$ such that
(i) for some real $\varrho>0$ independently on $\varepsilon>0$ one has $\delta_{i}^{\varepsilon}>\varrho, i=1,2$,
(ii) for $\varepsilon \rightarrow+0$ the centers of mass $\kappa_{i}^{\varepsilon}=\left(x_{i}^{\varepsilon}, s_{i}^{\varepsilon}, t_{i}^{\varepsilon}\right) \in \mathcal{B}$ of states $S_{i}^{\varepsilon}$ obey

$$
\left(s_{i}^{\varepsilon}, t_{i}^{\varepsilon}\right) \leq(\varepsilon+o(\varepsilon), \varepsilon+o(\varepsilon)), \quad i=1,2 .
$$

Proof. (i) Constructed above mapping $\mathcal{F}$ satisfies assumption (C) in a strong form, i.e. for all $(\delta, y) \in \Delta^{1} \times Y$ the set

$$
\left\{\kappa \in \mathcal{B} \mid c_{1}\left(\kappa, \delta_{1}, y_{1}\right)=c_{2}\left(\kappa, \delta_{2}, y_{2}\right)\right\}
$$

is negligible by Lebesgue measure. Therefore due to Theorem 9 and Lemma 3 the map $\mathcal{F} \times \mathcal{R}$ has a fixed point $\left(\left(\delta_{1}, \delta_{2}\right),\left(y_{1}, y_{2}\right)\right) \in \mathcal{F} \times \mathcal{R}\left(\left(\delta_{1}, \delta_{2}\right),\left(y_{1}, y_{2}\right)\right)$ such that $\left(\delta_{1}, \delta_{2}\right) \gg(\varrho, \varrho)$, for some real $\varrho>0$ which does not depend on the choice of $\varepsilon$.
(ii) Let $i=1$. Separate $S_{1}^{\varepsilon}$ into subsets:

$$
S_{1}^{0}=\left\{(x, s, t) \in S_{1}^{\varepsilon} \mid(s, t) \in \triangle \backslash \square^{\varepsilon}\right\}, \quad S_{1}^{1}=\left\{(x, s, t) \in S_{1}^{\varepsilon} \mid(s, t) \in \square^{\varepsilon}\right\}
$$

Now for a given $\varepsilon>0$ the center of mass can be calculated as

$$
r_{c}\left(S_{1}^{\varepsilon}\right)=\frac{1}{\nu^{\varepsilon}\left(S_{1}^{\varepsilon}\right)}\left[\int_{S_{1}^{0}}(x, s, t) d \nu^{\varepsilon}+\int_{S_{1}^{1}}(x, s, t) d \nu^{\varepsilon}\right]
$$

Due to (3), if $D=\max \|\mathcal{B}\|$ then the first addend can be evaluated as

$$
\left\|\int_{S_{1}^{0}}(x, s, t) d \nu^{\varepsilon}\right\| \leq D \cdot \nu\left(\mathcal{A} \times\left[\triangle \backslash \square^{\varepsilon}\right]\right)<D \cdot \mu(\mathcal{A}) \int_{\triangle} \varepsilon^{2} d s d t=D \cdot \mu(\mathcal{A}) \frac{\varepsilon^{2}}{2} .
$$

Thus the center of mass of $S_{1}$ differs from the center of mass for the state $S_{1}^{1}$ by the value of degree $\varepsilon^{2}$, i.e.

$$
\left\|r_{c}\left(S_{1}^{\varepsilon}\right)-r_{c}\left(S_{1}^{1}\right)\right\|=o(\varepsilon)
$$

In turn, the country $S_{1}^{1}$ is defined on $\mathcal{B}$ under the additional constraint $(0,0) \leq$ $(s, t) \leq(\varepsilon, \varepsilon)$, and hence the corresponding components of the center of mass $S_{1}^{1}$ will also be within these bounds, but they differ from the original one by a value of degree not more than $o(\varepsilon)$.

The first part of the next lemma can be proven via Theorem 1, but below we especially need in the second one, which is very specific and allows us to state the result.

Lemma 4. For any $0<\varepsilon<1$ there is an equilibrium partition of the area $\mathcal{B}$ on two communities, according to the costs

$$
\begin{array}{ll}
c_{1}\left(\kappa, y_{1}^{\varepsilon}\right)=\frac{g_{1}}{\delta_{1}}+\rho^{\prime}\left(\kappa, y_{1}^{\varepsilon}\right), & y_{1}^{\varepsilon}=\left(r_{c}^{\varepsilon}\left(S_{1}\right), 2 \varepsilon, 0\right) \\
c_{2}\left(\kappa, y_{2}^{\varepsilon}\right)=\frac{g_{2}}{\delta_{2}}+\rho^{\prime}\left(\kappa, y_{2}^{\varepsilon}\right), & y_{2}^{\varepsilon}=\left(r_{c}^{\varepsilon}\left(S_{2}\right), 0,2 \varepsilon\right)
\end{array}
$$

Centers $y_{i}^{\varepsilon} \in S_{i}^{\varepsilon}$ obey $y_{i}^{\varepsilon}=\operatorname{Pr} r_{i}\left(\kappa_{i}^{\varepsilon}\right)$, where $\kappa_{i}^{\varepsilon}$ are the centers of mass by the measure $\nu^{\varepsilon}$ of $S_{i}^{\varepsilon} \subset \mathcal{B}$. Moreover $r_{c}^{\varepsilon}\left(S_{1}\right) \neq r_{c}^{\varepsilon}\left(S_{2}\right)$ and $\nu^{\varepsilon}\left(S_{i}^{\varepsilon}\right)=\delta_{i}>\varrho>0$, $i=1,2$.

Proof. We apply Corollary 1 and fix $\varepsilon>0$. One can find a fixed point

$$
\left(\left(\delta_{1}^{\varepsilon}, \delta_{2}^{\varepsilon}\right),\left(y_{1}^{\varepsilon}, y_{2}^{\varepsilon}\right)\right) \in X=\Delta^{1} \times Y_{1} \times Y_{2}
$$

of the map $\mathcal{F} \times \mathcal{R}: X \Rightarrow X$ such that $\left(\delta_{1}^{\varepsilon}, \delta_{2}^{\varepsilon}\right) \geq(\varrho, \varrho) \gg(0,0)$. Due to construction we have $y_{1}^{\varepsilon}=\operatorname{Pr} r_{1}\left(\kappa_{1}^{\varepsilon}\right), y_{2}^{\varepsilon}=\operatorname{Pr}_{2}\left(\kappa_{2}^{\varepsilon}\right)$, where $\kappa_{i}^{\varepsilon}$ are the centers of mass of $S_{i}^{\varepsilon} \subset \mathcal{B}$ by the measure $\nu^{\varepsilon}$, and therefore

$$
\kappa_{1}^{\varepsilon}=\left(x_{1}^{\varepsilon}, s_{1}^{\varepsilon}, t_{1}^{\varepsilon}\right) \Rightarrow y_{1}^{\varepsilon}=\left(x_{1}^{\varepsilon}+\left(2 \varepsilon-s_{1}^{\varepsilon}\right) a-t_{1}^{\varepsilon} b, 2 \varepsilon, 0\right),
$$

$$
\kappa_{2}^{\varepsilon}=\left(x_{2}^{\varepsilon}, s_{2}^{\varepsilon}, t_{2}^{\varepsilon}\right) \Rightarrow y_{2}^{\varepsilon}=\left(x_{2}^{\varepsilon}+\left(2 \varepsilon-t_{2}^{\varepsilon}\right) b-s_{2}^{\varepsilon} a, 0,2 \varepsilon\right)
$$

for some $x_{i}^{\varepsilon} \in \mathcal{A}, s_{i}^{\varepsilon}, t_{i}^{\varepsilon} \in(0,1), i=1,2$.
Let us show that $r_{1}^{\varepsilon}=x_{1}^{\varepsilon}+\left(2 \varepsilon-s_{1}^{\varepsilon}\right) a-t_{1}^{\varepsilon} b \neq x_{2}^{\varepsilon}+\left(2 \varepsilon-t_{2}^{\varepsilon}\right) b-s_{2}^{\varepsilon} a=r_{2}^{\varepsilon}$. Indeed, assuming the opposite we have $r^{\varepsilon}=r_{1}^{\varepsilon}=r_{2}^{\varepsilon}$ and

$$
\begin{aligned}
& \left\|(x, s, t)-\left(r^{\varepsilon}, 2 \varepsilon, 0\right)\right\|=\left\|x-r^{\varepsilon}\right\|_{2}+|2 \varepsilon-s|+t, \\
& \left\|(x, s, t)-\left(r^{\varepsilon}, 0,2 \varepsilon\right)\right\|=\left\|x-r^{\varepsilon}\right\|_{2}+s+|2 \varepsilon-t| .
\end{aligned}
$$

Consequently, the inequality determining the first (second) country is

$$
\begin{gathered}
c_{1}(x, s, t)-c_{2}(x, s, t)=t-s+|2 \varepsilon-s|-|2 \varepsilon-t|+\frac{g_{1}}{\delta_{1}}-\frac{g_{2}}{\delta_{2}} \leq 0 \Rightarrow \\
S_{1}^{\varepsilon}=\left\{(x, s, t) \in \mathcal{B}\left|t-s+|2 \varepsilon-s|-|2 \varepsilon-t| \leq \frac{g_{2}}{\delta_{2}}-\frac{g_{1}}{\delta_{1}}\right\}\right.
\end{gathered}
$$

Hence, by virtue of (2) and due to construction (3), one can conclude that the center of mass of country $S_{1}^{\varepsilon}$ has the form

$$
\kappa_{1}^{\varepsilon}=\left(r_{c}(\mathcal{A}), m_{s t}^{\triangle}\right), \quad m_{s t}^{\triangle}=\int_{\Delta^{\prime}}(s, t) \gamma^{\varepsilon}(s, t) d s d t
$$

where $r_{c}(\mathcal{A})$ is a center of mass $\mathcal{A}$ by the measure $\mu$ and

$$
\triangle^{\prime}=\left\{(s, t) \in \mathbb{R}_{+}^{2}\left|t-s+|2 \varepsilon-s|-|2 \varepsilon-t| \leq \frac{g_{2}}{\delta_{2}}-\frac{g_{1}}{\delta_{1}}\right\}\right.
$$

For the second country, the center of mass can be found similarly, except the fact that now the second component is obtained by integrating over a set

$$
\Delta^{\prime \prime}=\left\{(s, t) \in \mathbb{R}_{+}^{2}\left|t-s+|2 \varepsilon-s|-|2 \varepsilon-t| \geq \frac{g_{2}}{\delta_{2}}-\frac{g_{1}}{\delta_{1}}\right\} .\right.
$$

Hence, we conclude that the components $x_{1}^{\varepsilon}, x_{2}^{\varepsilon} \in \mathcal{A}$ of centers of gravity of $S_{i}^{\varepsilon} \subset \mathcal{B}$ are equal to each other: $x_{1}^{\varepsilon}=x_{2}^{\varepsilon}$. Therefore, from the assumed equality $r_{c}^{\varepsilon}\left(S_{1}\right)=r_{c}^{\varepsilon}\left(S_{2}\right)$ one concludes $\left(2 \varepsilon-s_{1}^{\varepsilon}\right) a-t_{1}^{\varepsilon} b=\left(2 \varepsilon-t_{2}^{\varepsilon}\right) b-s_{2}^{\varepsilon} a$, that implies

$$
\left(2 \varepsilon-s_{1}^{\varepsilon}+s_{2}^{\varepsilon}\right) a=\left(2 \varepsilon-t_{2}^{\varepsilon}+t_{1}^{\varepsilon}\right) b
$$

By choice, vectors $a, b$ are non-collinear, that means the latter equality is possible only if the coefficients vanish, i.e. if $s_{1}^{\varepsilon}=2 \varepsilon+s_{2}^{\varepsilon}>2 \varepsilon$ and $t_{2}^{\varepsilon}=2 \varepsilon+t_{1}^{\varepsilon}>2 \varepsilon$, but this is impossible since via (3) for $\varepsilon>0$ small enough one has $0 \leq s_{i}^{\varepsilon} \lesssim \varepsilon$ and $0 \leq t_{i}^{\varepsilon} \lesssim \varepsilon, i=1,2$. So the original supposition leads to a contradiction.

Proof of Theorem 2. Without loss of generality, one can think that $\mathcal{A}$ is a solid set, i.e. $\operatorname{int} \mathcal{A} \neq \emptyset$. Now we apply Corollary 1 , Lemma 4 and for real $\varepsilon>0$ we consider a fixed point $\left(\left(\delta_{1}^{\varepsilon}, \delta_{2}^{\varepsilon}\right),\left(y_{1}^{\varepsilon}, y_{2}^{\varepsilon}\right)\right) \in X=\Delta^{1} \times Y_{1} \times Y_{2}$ for any real $\varepsilon>0$. One has
$\left(\delta_{1}^{\varepsilon}, \delta_{2}^{\varepsilon}\right) \geq(\varrho, \varrho) \gg(0,0)$ and, by virtue of the compactness of $X$, without loss of generality, one can think that

$$
\left(\left(\delta_{1}^{\varepsilon}, \delta_{2}^{\varepsilon}\right),\left(y_{1}^{\varepsilon}, y_{2}^{\varepsilon}\right)\right) \rightarrow\left(\left(\delta_{1}, \delta_{2}\right),\left(y_{1}, y_{2}\right)\right)=(\delta, y)
$$

for $\varepsilon \rightarrow+0$ and $\left(\delta_{1}, \delta_{2}\right) \geq(\varrho, \varrho) \gg(0,0)$. In addition, we recall that

$$
\begin{aligned}
& y_{1}^{\varepsilon}=\left(x_{1}^{\varepsilon}+\left(2 \varepsilon-s_{1}^{\varepsilon}\right) a-t_{1}^{\varepsilon} b, 2 \varepsilon, 0\right) \underset{\varepsilon \downarrow 0}{\rightarrow} y_{1}=\left(r_{1}, 0,0\right), \quad r_{1} \in \mathcal{A}, \\
& y_{2}^{\varepsilon}=\left(x_{2}^{\varepsilon}+\left(2 \varepsilon-t_{2}^{\varepsilon}\right) b-s_{2}^{\varepsilon} a, 0,2 \varepsilon\right) \underset{\varepsilon \downarrow 0}{\rightarrow} y_{2}=\left(r_{2}, 0,0\right), \quad r_{2} \in \mathcal{A} .
\end{aligned}
$$

Let us further study a type of inter-country borders that can be formed between the countries defined by the limiting values of the determining parameters. We want to show that $r_{1} \neq r_{2}$ and, therefore, the boundary is a hyperbolic one. To this end, we assume $r_{1}=r_{2}$, i.e. $0 \neq \Delta r^{\varepsilon}=r_{1}^{\varepsilon}-r_{2}^{\varepsilon} \rightarrow 0$ for $\varepsilon \rightarrow+0$. Here we have

$$
r_{1}^{\varepsilon}=x_{1}^{\varepsilon}+\left(2 \varepsilon-s_{1}^{\varepsilon}\right) a-t_{1}^{\varepsilon} b, \quad r_{2}^{\varepsilon}=x_{2}^{\varepsilon}+\left(2 \varepsilon-t_{2}^{\varepsilon}\right) b-s_{2}^{\varepsilon} a .
$$

It obviously follows from the construction (since the center of mass of $\mathcal{B}$ is located on a linear segment $\left[y_{1}^{\varepsilon}, y_{2}^{\varepsilon}\right]$ ), that

$$
r_{1}=\lim _{\varepsilon \rightarrow+0} r_{1}^{\varepsilon}=\lim _{\varepsilon \rightarrow+0} x_{1}^{\varepsilon}=x_{1}=x_{2}=r_{2}=r_{c}(\mathcal{A})
$$

where $r_{c}(\mathcal{A})$ is a center of mass of $\mathcal{A}$ by measure $\mu$. Recall that due to center of mass definition (2) for any measurable $T_{1}, T_{2} \subset \mathcal{A}, T_{1} \cap T_{2}=\emptyset, T_{1} \cup T_{2}=\mathcal{A}$ one has

$$
\begin{equation*}
r_{c}(\mathcal{A})=\frac{\mu\left(T_{1}\right)}{\mu(\mathcal{A})} r_{c}\left(T_{1}\right)+\frac{\mu\left(T_{2}\right)}{\mu(\mathcal{A})} r_{c}\left(T_{2}\right) \tag{5}
\end{equation*}
$$

Define $\sigma^{\varepsilon}=\frac{g_{1}}{\delta_{1}}-\frac{g_{2}}{\delta_{\varepsilon}}, h_{r}^{\varepsilon}=\Delta r^{\varepsilon} /\left\|\Delta r^{\varepsilon}\right\|, f(s, t)=(s-t)-|2 \varepsilon-s|+|2 \varepsilon-t|$, and transform states $S_{1}^{\varepsilon}, S_{2}^{\varepsilon} \subset \mathcal{B}$ specification:

$$
\begin{gathered}
c_{1}(x, s, t)-c_{2}(x, s, t)=\left\|x-r_{1}^{\varepsilon}\right\|-\left\|x-r_{2}^{\varepsilon}\right\|-f(s, t)+\sigma^{\varepsilon} \leq 0 \Rightarrow \\
(x, s, t) \in S_{1}^{\varepsilon} \Longleftrightarrow\left\|x-r_{1}^{\varepsilon}\right\|-\left\|x-r_{2}^{\varepsilon}\right\| \leq f(s, t)-\sigma^{\varepsilon}=g^{\varepsilon}(s, t)
\end{gathered}
$$

Now we divide $S_{1}^{\varepsilon}$ into subsets:

$$
\begin{aligned}
& S_{1}^{-}=\left\{(x, s, t) \in S_{1}^{\varepsilon} \mid(s, t) \in \triangle: g^{\varepsilon}(s, t) \leq 0\right\} \\
& S_{1}^{+}=\left\{(x, s, t) \in S_{1}^{\varepsilon} \mid(s, t) \in \triangle: g^{\varepsilon}(s, t) \geq 0\right\}
\end{aligned}
$$

Without loss of generality one thinks that $\nu^{\varepsilon}\left(S_{i}^{-}\right) \rightarrow \delta_{i}^{-}>0$ and $\nu^{\varepsilon}\left(S_{i}^{+}\right) \rightarrow \delta_{i}^{+}>0$ for $\varepsilon \rightarrow+0, i=1,2$. Now for a given real $\varepsilon>0$ the center of mass of the country can be calculated in the following way:

$$
r_{c}\left(S_{1}^{\varepsilon}\right)=\frac{1}{\nu^{\varepsilon}\left(S_{1}^{\varepsilon}\right)}\left[\int_{S_{1}^{-}}(x, s, t) d \nu^{\varepsilon}+\int_{S_{1}^{+}}(x, s, t) d \nu^{\varepsilon}\right]
$$

here the first term on the right hand side can be found as

$$
\int_{S_{1}^{-}}(x, s, t) d \nu^{\varepsilon}=\int_{\triangle}\left[\int_{S_{1}^{-}(s t)}(x, s, t) d \mu(x)\right] \gamma^{\varepsilon}(s, t) d s d t
$$

where for fixed $(s, t) \in \triangle$ we define

$$
S_{1}^{-}(s t)=\left\{x \in \mathcal{A} \mid\left\|x-r_{1}^{\varepsilon}\right\|-\left\|x-r_{2}^{\varepsilon}\right\| \leq g^{\varepsilon}(s, t)\right\}
$$

Now if $g^{\varepsilon}(s, t) \leq 0$, the set $S_{1}^{-}(s t)$ is convex, and if its mass is nonzero then this set center of gravity is placed in its interior; the functional $h_{r}^{\varepsilon}$ separates the set from the center $\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}$ of the hyperboloid:

$$
\left\langle S_{1}^{-}(s t), h_{r}^{\varepsilon}\right\rangle<\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle
$$

Consequently, integrating the inequality, we obtain

$$
\begin{gathered}
\left\langle\int_{S_{1}^{-}(s t)} x d \mu(x), h_{r}^{\varepsilon}\right\rangle<\mu\left(S_{1}^{-}(s t)\right)\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle \\
\Rightarrow\left\langle r_{c}\left(S_{1}^{-}(s t)\right), h_{r}^{\varepsilon}\right\rangle<\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle
\end{gathered}
$$

Once again integrating, but now by measure with the density $\gamma^{\varepsilon}(s, t)$, applying standard argumentation one can prove the existence of a real $\tau>0$ such that

$$
\begin{aligned}
& \left\langle\int_{\triangle}\left[\int_{S_{1}^{-}(s t)} x d \mu(x)\right] \gamma^{\varepsilon}(s, t) d s d t, h_{r}^{\varepsilon}\right\rangle+\tau \\
& <\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle \int_{\triangle} \mu\left(S_{1}^{-}(s t)\right) \gamma^{\varepsilon}(s, t) d s d t
\end{aligned}
$$

Here real value $\tau>0$ does not depend on $\varepsilon$ for all $\varepsilon>0$ small enough. As a result we have got an estimation

$$
\begin{equation*}
\left\langle\int_{S_{1}^{-}} x d \nu^{\varepsilon}, h_{r}^{\varepsilon}\right\rangle+\tau<\nu^{\varepsilon}\left(S_{1}^{-}\right)\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle . \tag{6}
\end{equation*}
$$

Similar reasoning, but now with regard to the second country and if $g^{\varepsilon}(s, t) \geq 0$ and

$$
S_{2}^{-}(s t)=\left\{x \in \mathcal{A} \mid\left\|x-r_{1}^{\varepsilon}\right\|-\left\|x-r_{2}^{\varepsilon}\right\|>g^{\varepsilon}(s, t)\right\}=\mathcal{A} \backslash S_{1}^{+}(s t)
$$

we obtain

$$
\left\langle\int_{S_{2}^{-}(s t)} x d \mu(x), h_{r}^{\varepsilon}\right\rangle>\mu\left(S_{2}^{-}(s t)\right)\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle .
$$

Now applying $(5)^{6}$ and due to $\mu\left(S_{2}^{-}(s t)\right) r_{c}\left(S_{2}^{-}(s t)\right)=\int_{S_{2}^{-}(s t)} x d \mu(x)$ we obtain

$$
\begin{aligned}
& \left\langle\left[r_{c}(\mathcal{A})-\int_{S_{1}^{+}(s t)} x d \mu(x)\right], h_{r}^{\varepsilon}\right\rangle \\
& \quad>\left(1-\mu\left(S_{1}^{+}(s t)\right)\right)\left[\left\langle r_{c}(\mathcal{A}), h_{r}^{\varepsilon}\right\rangle+\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}-r_{c}(\mathcal{A}), h_{r}^{\varepsilon}\right\rangle\right]
\end{aligned}
$$

that implies

$$
\left\langle\int_{S_{1}^{+}(s t)} x d \mu(x), h_{r}^{\varepsilon}\right\rangle<\left\langle r_{c}(\mathcal{A})-\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle+\mu\left(S_{1}^{+}(s t)\right)\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle .
$$

Next, we again integrate the inequality, at the same time evaluating the first term on the right by the value $\left\|r_{c}(\mathcal{A})-\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}\right\| \rightarrow 0$, we come to an estimate

$$
\left\langle\int_{S_{1}^{+}} x d \nu^{\varepsilon}, h_{r}^{\varepsilon}\right\rangle+\tau^{\prime}<\nu^{\varepsilon}\left(S_{1}^{+}\right)\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle+\left\|r_{c}(\mathcal{A})-\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}\right\| .
$$

It holds for some real $\tau^{\prime}>0$, which is independent of the choice of $\varepsilon>0$ sufficiently small. Summing this inequality with (6) we obtain: for sufficiently small $\varepsilon>0$ and some $\tau^{\prime \prime}>0$, that does not dependent of $\varepsilon>0$

$$
\left\langle\int_{S_{1}^{-}} x d \nu^{\varepsilon}, h_{r}^{\varepsilon}\right\rangle+\left\langle\int_{S_{1}^{+}} x d \nu^{\varepsilon}, h_{r}^{\varepsilon}\right\rangle+\tau^{\prime \prime}<\left(\nu^{\varepsilon}\left(S_{1}^{-}\right)+\nu^{\varepsilon}\left(S_{1}^{+}\right)\right)\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle .
$$

Finally if one divides this inequality onto $\left.\nu^{\varepsilon}\left(S_{1}\right)=\nu^{\varepsilon}\left(S_{1}^{-}\right)+\nu^{\varepsilon}\left(S_{1}^{+}\right)\right)$, then due to previous constructions and for some $\tau^{\prime \prime \prime}>0$ we obtain

$$
\left\langle x_{1}^{\varepsilon}, h_{r}^{\varepsilon}\right\rangle+\tau^{\prime \prime \prime}<\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle .
$$

Conducting similar reasoning for the second country, we come to inequality

$$
\left\langle x_{2}^{\varepsilon}, h_{r}^{\varepsilon}\right\rangle>\left\langle\frac{r_{1}^{\varepsilon}+r_{2}^{\varepsilon}}{2}, h_{r}^{\varepsilon}\right\rangle+\tau^{i v}
$$

that being subtracted the latter one produces

$$
\left\langle x_{2}^{\varepsilon}-x_{1}^{\varepsilon}, h_{r}^{\varepsilon}\right\rangle>d=\tau^{\prime \prime \prime}+\tau^{i v}>0 .
$$

However this contradicts to the supposition $r_{1}^{\varepsilon}-r_{2}^{\varepsilon}=\Delta r^{\varepsilon} \rightarrow 0$, since by Corollary $1(i i)$ (via (3)) we have $0 \leq s_{i}^{\varepsilon} \lesssim \varepsilon, 0 \leq t_{i}^{\varepsilon} \lesssim \varepsilon, i=1,2$ and therefore for $\varepsilon \rightarrow 0$

$$
x_{2}^{\varepsilon}-x_{1}^{\varepsilon}=\left(s_{1}^{\varepsilon}-s_{2}^{\varepsilon}-2 \varepsilon\right) a+\left(2 \varepsilon+t_{1}^{\varepsilon}-t_{2}^{\varepsilon}\right) b-\Delta r^{\varepsilon} \rightarrow 0 .
$$

[^35]So, the points $r_{1}, r_{2}$ obey $r_{1} \neq r_{2}$ and by construction they are the centers of the limiting countries and, at the same time, represent their centers of mass. Wherein

$$
S_{1}=\left\{x \in \mathcal{A} \left\lvert\,\left\|x-r_{1}\right\|_{2}+\frac{g_{1}}{\delta_{1}} \leq\left\|x-r_{2}\right\|_{2}+\frac{g_{2}}{\delta_{2}}\right.\right\}, \quad \delta_{1}=\mu\left(S_{1}\right), \quad S_{2}=\mathcal{A} \backslash S_{1} .
$$

Theorem 2 is proved.

Proof of Theorem 3. We consider a generalization of the approach outlined in the proof of Theorem 2. Let it be necessary to divide the region $\mathcal{A}$ on $n$ countries. Let us consider a family of nonzero pairwise noncollinear vectors $a_{i} \in \mathbb{R}^{l}$, real $\varepsilon>0$ and a family of convex compacts from $\mathbb{R}^{l+n}$ :

$$
\mathcal{B}_{0}=\mathcal{A} \times(0,0, \ldots, 0), \quad \mathcal{B}_{i}=\mathcal{B}_{0}+\left(a_{i}, e_{i}\right), \quad i=1, \ldots, n
$$

where $e_{i}$ is a unit vector in $\mathbb{R}^{n}$. Next, we consider the convex hull of the union of these sets

$$
\mathcal{B}=\left\{\mathcal{B}_{0}+\sum_{i=1}^{n} \alpha_{i}\left(a_{i}, e_{i}\right) \mid \alpha_{i} \geq 0, i=1, \ldots, n, \quad \sum_{i=1}^{n} \alpha_{i} \leq 1\right\}
$$

We identify $\mathcal{B}$ with the set $\mathcal{A} \times \triangle$,

$$
\Delta=\left\{\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{R}_{+}^{n} \mid \sum_{i=1}^{n} s_{i} \leq 1\right\}
$$

The population distribution is determined via the density $H: \mathcal{B} \rightarrow \mathbb{R}_{+}$, defined by

$$
H\left(x, s_{1}, \ldots, s_{n}\right)=w(x) \cdot \gamma(s)
$$

where $w: \mathcal{A} \rightarrow \mathbb{R}_{+}$is the density of the measure $\mu$ and a simple function $\gamma: \triangle \rightarrow \mathbb{R}_{+}$is specified for $\varepsilon>0$ and $d>0$ by formula

$$
\gamma(t)=\left\{\begin{array}{l}
\varepsilon^{n}, s \in \triangle \backslash \square^{\varepsilon}, \\
d, \\
s \in \square^{\varepsilon},
\end{array} \quad \square^{\varepsilon}=\prod_{i=1}^{n}[0, \varepsilon]\right.
$$

and satisfies

$$
\int_{\triangle} \gamma(s) \bigotimes_{i=1}^{n} d s_{i}=1
$$

Now let $\nu^{\varepsilon}$ be the measure on $\mathcal{B}$, defined by density $H(\cdot)$. We have $\nu^{\varepsilon}(\mathcal{B})=$ $\mu(\mathcal{A})=1$.

Consider further the projecting mappings $\operatorname{Pr}_{i}: \mathcal{B} \rightarrow \mathcal{B}_{i}, i \in N$ acting as:

$$
\operatorname{Pr}_{i}(x, s)=\left(x+n \varepsilon a_{i}-\sum_{j=1}^{n} s_{j} a_{j}, n \varepsilon e_{i}\right)
$$

where $(x, s) \in \mathcal{B}, s=\left(s_{1}, s_{2}, \ldots, s_{n}\right) \in \mathbb{R}^{n}$, and vectors $a_{i} \in \mathbb{R}^{l}$ were chosen above. Next we define a convex compactum

$$
X=\Delta^{n-1} \times \prod_{i=1}^{n} Y_{i}, \quad Y_{i}=\operatorname{Pr}_{i}(\mathcal{B})=\mathcal{B}_{0}+n \varepsilon\left(a_{i}, e_{i}\right), \quad i=1,2, \ldots, n
$$

in which we are looking for a fixed point at an initial stage of the proof.
For the set $\mathcal{B}$ let us consider a metric: for $\kappa=(x, s), \kappa^{\prime}=\left(x^{\prime}, s^{\prime},\right) \in \mathcal{B}$ one puts

$$
\rho^{\prime}\left(\kappa, \kappa^{\prime}\right)=\left\|x-x^{\prime}\right\|_{2}+\left\|s-s^{\prime}\right\|_{1}=\sqrt{\left\langle x-x^{\prime}, x-x^{\prime}\right\rangle}+\sum_{i=1}^{n}\left|s_{i}-s_{i}^{\prime}\right| .
$$

Now for any $y \in \prod_{i=1}^{n} Y_{i}$ and nominal $\delta \in \Delta^{n-1}$ for the set $\mathcal{B}$ one can define costs

$$
c_{i}\left(\kappa, \delta_{i}, y_{i}\right)=\frac{g_{i}}{\delta_{i}}+\rho^{\prime}\left(\kappa, y_{i}\right), \quad g_{i}>0, \delta_{i}>0 \quad i=1,2, \ldots, n, \quad \kappa \in \mathcal{B}
$$

which specify $n$ "countries" in $\mathcal{B}$ :

$$
\begin{equation*}
S_{i}^{\varepsilon}(\delta, y)=\left\{\kappa \in \mathcal{B} \mid c_{i}\left(\kappa, \delta_{i}, y_{i}\right) \leq \min _{j \neq i, j \in N} c_{j}\left(\kappa, \delta_{j}, y_{j}\right)\right\}, \quad i \in N \tag{7}
\end{equation*}
$$

Note that for $i \neq j$ it is always true $y_{i} \neq y_{j}$ and the set $S_{i}^{\varepsilon}(\delta, y) \cap S_{j}^{\varepsilon}(\delta, y)$ is negligible by Lebesgue measure. So, in (7) countries are defined correctly, although they can be represented by empty set. Moreover, the statement of Lemma 2 is extended to a current case: the mapping

$$
\mathcal{F}_{i}:(\delta, y) \rightarrow \nu_{i}(\delta, y)=\nu^{\varepsilon}\left(S_{i}^{\varepsilon}(\delta, y)\right), \quad i \in N
$$

is continuous on $\Delta \times Y$ and if $\nu_{i}(\delta, y)=\nu^{\varepsilon}\left(S_{i}^{\varepsilon}\right)>0$ then the centers of mass $r_{c}\left(S_{i}^{\varepsilon}\right) \in \mathcal{B}$ are defined correctly and, moreover, the function $\mathcal{F}_{i}$ is continuous at this point.

Let us consider also a mapping $\mathcal{R}: \Delta^{n-1} \times Y \rightarrow Y$, specifying new centers of countries: for $\nu_{i}(\delta, y)=\nu^{\varepsilon}\left(S_{i}^{\varepsilon}(\delta, y)\right)>0$ define

$$
\mathcal{R}_{i}(\delta, y)=\operatorname{Pr}_{i}\left(r_{c}\left(S_{i}^{\varepsilon}\right)\right), \quad r_{c}\left(S_{i}^{\varepsilon}\right)=\frac{1}{\nu^{\varepsilon}\left(S_{i}^{\varepsilon}\right)} \int_{S_{i}^{\varepsilon}}(x, s) d \nu^{\varepsilon}(x), \quad S_{i}^{\varepsilon} \subset \mathcal{B} \subset \mathbb{R}^{l+n}
$$

and put $\mathcal{R}_{i}(\delta, y)=Y_{i}$ if $\nu_{i}(\delta, y)=\nu^{\varepsilon}\left(S_{i}^{\varepsilon}(\delta, y)\right)=0, i \in N$. We define also $\mathcal{F}: \Delta \times Y \rightarrow \Delta$ by formula

$$
\mathcal{F}(\delta, y)=\left(\mathcal{F}_{i}(\delta, y)\right)_{i \in N}=\left(\nu_{i}(\delta, y)\right)_{i \in N} .
$$

The key properties of the map $\mathcal{F} \times \mathcal{R}$ are the same as in two countries case and stated above Lemmas 3, 4, Corollary 1 can now be easily extended to the general case of $n$ countries. Moreover, the proof of Theorem 2 is also workable: assuming that the centers of gravity of any two countries coincide, we come to a
contradiction with the fact that the center of gravity of a convex solid set must be located in its interior.

In conclusion, a small remark about the centers of the countries. Like in the two countries case, in general, the capitals, represented as centers of the masses, are located on the territory of their own country-despite the fact that they form non-convex figures! To make sure of this, we will arrange the countries in descending order of individual contribution. Let us assume, without loss of generality, that

$$
\frac{g_{1}}{\mu\left(S_{1}\right)} \geq \frac{g_{2}}{\mu\left(S_{2}\right)} \geq \cdots \geq \frac{g_{n}}{\mu\left(S_{n}\right)} .
$$

Now one can conclude that the border between the countries $i<j$ is given by the hyperbola branch, which defines a convex fragment in $\mathcal{A}$ that contains the center of the country $i$ and does not contain the center of $j$, this is so due to the equation

$$
\left\|x-r_{i}\right\|_{2}-\left\|x-r_{j}\right\|_{2}=\frac{g_{j}}{\mu\left(S_{j}\right)}-\frac{g_{i}}{\mu\left(S_{i}\right)} \leq 0
$$

Thus, the territory of the 1st country is the intersection of convex regions from $\mathcal{A}$, each of them contains the center $r_{1} \in \mathcal{A}$ and their intersections cannot include the centers of other countries. Similarly for the 2nd country $r_{2} \in \mathcal{A} \backslash S_{1}$ and $r_{i} \notin S_{2} \forall i \geq 3$ etc. Theorem 3 is proved.

## 4 Appendix: Generalized Fixed Point Theorems

In this section I summarize some results obtained in $[5,8,9]$, which are important for our analysis; all proofs are omitted (the comprehensive source is [9]). I am presenting a series of theorems generalizing both classical Brouwer and Kakutani fixed point theorems and Krasnosel'skii results $[2,3]$.

Below we shall assume that $X \subset \mathbb{R}^{n}$ is a convex compact set and $f: X \rightarrow \mathbb{R}^{n}$. For a first view one can assume, without loss of generality, that int $X \neq \emptyset$.

We now consider two conditions on the map $f: X \rightarrow \mathbb{R}^{n}$ : for every boundary $x \in \partial X$ and every linear functional $h \neq 0$, which supports $X$ at the point $x$, i. e. if $\langle h, X\rangle \leq\langle h, x\rangle$, the following takes place

$$
\begin{equation*}
\langle h, f(x)\rangle<\langle h, x\rangle \tag{8}
\end{equation*}
$$

or

$$
\begin{equation*}
\langle h, f(x)\rangle>\langle h, x\rangle . \tag{9}
\end{equation*}
$$

The first requirement I called a "strongly compressive" property, and the second one as a "strongly expanding" one, see Fig. 1.

Theorem 4. Let $X \subset \mathbb{R}^{n}$ be a convex compactum and int $X \neq \emptyset$. Then every continuous map $f: X \rightarrow \mathbb{R}^{n}$ having a strongly compressing or expanding property has a fixed point in $X$.


Fig. 1. Strongly expanding property (9).

Based on this result there was obtained the following generalization of Brouwer's theorem. Recall that in the linear space $L$ the affine hull aff $(X)$ of the set $X \subset L$ is specified as

$$
\operatorname{aff}(X)=\left\{\sum_{\Xi} \lambda_{\xi} x_{\xi}\left|x_{\xi} \in X, \lambda_{\xi} \in \mathbb{R} \forall \xi \in \Xi,|\Xi|<\infty, \sum_{\Xi} \lambda_{\xi}=1\right\} .\right.
$$

The affine hull can also be described as aff $(X)=x+\mathcal{L}(X-x)$, where $\mathcal{L}(X-x)$ is the linear hull of $(X-x)$ for an arbitrarily chosen $x \in X$. Below $\partial X$ is the boundary of the set $X$ in its affine hull, i.e. $\partial X=X \backslash$ ri $X$, where ri $X$ is the relative interior of the closed convex set $X \subset L$.

Theorem 5. Let $X \subset \mathbb{R}^{n}$ be a convex compactum and $f: X \rightarrow \operatorname{aff}(X)$ be a continuous map with values in the affine hull of $X$. Suppose that $f$ satisfies one of the following conditions:
(i) Compression

$$
\begin{equation*}
\forall x \in \partial X, \forall h \in \mathbb{R}^{n} \quad[\langle h, x\rangle \geq\langle h, X\rangle \Rightarrow\langle h, f(x)\rangle \leq\langle h, x\rangle] . \tag{10}
\end{equation*}
$$

(ii) Expansion

$$
\begin{equation*}
\forall x \in \partial X, \forall h \in \mathbb{R}^{n} \quad[\langle h, x\rangle \geq\langle h, X\rangle \Rightarrow\langle h, f(x)\rangle \geq\langle h, x\rangle] . \tag{11}
\end{equation*}
$$

Then $f$ has a fixed point in $X$.
Remark 1. The statement of Theorem 5 can be generalized to the case of the Cartesian product of mappings, the first of which satisfies the hypothesis of Theorem 5, and the second- to the conditions of Brouwer theorem or it is reducible to it: for example, the conditions (i) or (ii) are satisfied.

The content of Theorem 5 can be reformulated in a little bit different form. We recall that in a convex analysis with a convex closed subset $X$ of a linear space $L$ and any $x^{*} \in X$ two kinds of cones are customary associated. First, it is normal cone

$$
\mathfrak{N}_{X}\left(x^{*}\right)=\left\{h \in L^{*} \mid\left\langle h, x^{*}-X\right\rangle \geq 0\right\}
$$

where $L^{*}$ is dual space for $L$. Second, tangent cone:

$$
\mathfrak{T}_{X}\left(x^{*}\right)=\left\{y \in L \mid\left\langle h, x^{*}-y\right\rangle \geq 0 \forall h \in \mathfrak{N}_{X}\left(x^{*}\right)\right\}=\operatorname{cl}\left(\bigcup_{\lambda>0} \lambda\left(X-x^{*}\right)\right)
$$

Now applying tangent cone, condition (10) can be rewritten in the following way: $\forall x^{*} \in \partial X\left(f\left(x^{*}\right)-x^{*}\right) \in \mathfrak{T}_{X}\left(x^{*}\right)$. If one take into account that aff $X=$ $\mathfrak{T}_{X}\left(x^{*}\right)$ for $x \in \operatorname{ri} X$ and $\mathfrak{T}_{X}\left(x^{*}\right) \subset \operatorname{aff} X$ for $x^{*} \in \partial X$, then one can conclude that (10) is equivalent to

$$
\forall x^{*} \in X \quad\left(f\left(x^{*}\right)-x^{*}\right) \in \mathfrak{T}_{X}\left(x^{*}\right)
$$

Similar conclusions can be done for condition (11). As a result we are going to the following reformulation of Theorem 5:

Theorem 6. Let $X \subset \mathbb{R}^{n}$ be a convex compactum and $f: X \rightarrow \mathbb{R}^{n}$ be a continuous map. Assume that $f$ obeys one of the following conditions:
(i) Compression: $\left(f\left(x^{*}\right)-x^{*}\right) \in \mathfrak{T}_{X}\left(x^{*}\right) \forall x^{*} \in X$.
(ii) Expansion: $\left(x^{*}-f\left(x^{*}\right)\right) \in \mathfrak{T}_{X}\left(x^{*}\right) \quad \forall x^{*} \in X$.

Then $f$ has a fixed point in $X$.
Below I show that classical Kakutani's theorem about multivalued mappings also can be generalized applying more or less similar method.

Kakutani theorem generalizes Brouwer's theorem to multivalued (point-toset) mappings. Here it is allowed that the values of the mapping are sets, but they are necessarily non-empty convex compact sets, a kind of "generalized point". The requirement of continuity of a mapping is replaced by the closeness of the graph or by its equivalent, upper semicontinuity. However, similarly the Brouwer theorem, the classical version of Kakutani's theorem assumes that the values of the mapping must be subsets of its (convex and compact) domain. In this section, it will be shown that similarly to Brouwer's theorem, Kakutani's theorem on the existence of a fixed point for a point-to-set mapping can be generalized to the case when the last requirement is violated, i.e., the mapping may act beyond the scope of the domain.

As before, we assume that $X \subset \mathbb{R}^{n}$ is a convex compact set and, without loss of generality, int $X \neq \emptyset$. However, now we consider point-to-set mapping (correspondence) $F: X \Rightarrow \mathbb{R}^{n}$. We recall the following classical definition of upper semicontinuity.

Definition 2. A point-to-set mapping $F: X \Rightarrow Y \subset \mathbb{R}^{n}$ is called upper semicontinuous at the point $x \in X$ if $F(x) \neq \emptyset$ and for each open $U \supset F(x)$ there is a neighborhood $V_{x}$ of the point $x$ such that $F(z) \subset U \forall z \in V_{x}$.

A mapping $F: X \Rightarrow Y \subset \mathbb{R}^{n}$ is called upper semicontinuous if it is upper semicontinuous at every point of $X$.

In the literature one can find also the concept of "Kakutani map".
Definition 3. A point-to-set mapping $F: X \Rightarrow Y \subset \mathbb{R}^{n}$ is called a Kakutani map if its graph $G r F=\{(x, y) \in X \times Y \mid y \in F(x)\}$ is closed and for every $x \in X$ the value $F(x) \subseteq Y$ is non-empty and convex.

It is known that if $X \times Y$ is a compact set, the map $F: X \Rightarrow Y \subset \mathbb{R}^{n}$ has a closed graph and $F(x) \neq \emptyset \forall x \in X$, then this map is upper semicontinuous. Thus, if $X \times Y$ is a compact set, then the Kakutani map is always upper semicontinuous.

We now consider additional boundary conditions for $F(\cdot)$. If $x \in \partial X$, one can need compressive condition:

$$
\begin{equation*}
\exists y \in F(x), \forall h \in \mathbb{R}^{n} \quad[\langle h, x\rangle \geq\langle h, X\rangle \Rightarrow\langle h, y\rangle \leq\langle h, x\rangle], \tag{12}
\end{equation*}
$$

or expansive one:

$$
\begin{equation*}
\exists y \in F(x), \forall h \in \mathbb{R}^{n} \quad[\langle h, x\rangle \geq\langle h, X\rangle \Rightarrow\langle h, y\rangle \geq\langle h, x\rangle] . \tag{13}
\end{equation*}
$$

The Kakutani mapping for which requirement (12) is fulfilled at every boundary point of $X$ is called compressing. Similarly, if at every boundary point the mapping satisfies (13), then we call it expanding.

Theorem 7. Let $X, Y \subset \mathbb{R}^{n}$ be convex compact sets, $Y \subset \operatorname{aff}(X)$ and $F: X \Rightarrow Y$ be a point-to-set Kakutani mapping. Now if the mapping $F(\cdot)$ is compressing or alternatively, is expanding, then $F$ has a fixed point in $X$.

Similarly to the case of one-to-one map the last theorem can be reformulated for multivalued case in terms of tangent cones.

Theorem 8. Let $X \subset \mathbb{R}^{n}$ be a nonempty convex compact set and $F: X \Rightarrow Y \subset \mathbb{R}^{n}$ be a point-to-set Kakutani mapping. Assume that $F$ obeys one of the following conditions:
(i) Compression: $\left(F\left(x^{*}\right)-x^{*}\right) \cap \mathfrak{T}_{X}\left(x^{*}\right) \neq \emptyset \quad \forall x^{*} \in X$.
(ii) Expansion: $\left(x^{*}-F\left(x^{*}\right)\right) \cap \mathfrak{T}_{X}\left(x^{*}\right) \neq \emptyset \quad \forall x^{*} \in X$.

Then $F$ has a fixed point in $X$.
The following theorem has applications in the theory of spatial equilibrium and is a direct consequence of Theorem 7 .

Let $M \subset \mathbb{R}^{n}$ be a convex bounded polyhedron (polytope) and aff $(M)$ be its affine hull. Let $d \in \operatorname{ri} M$ be some point in the relative interior of a polyhedron $M$, and $F_{t}, t=1, \ldots, k$ be its non-trivial faces of a maximum dimension
(one less than the dimension of $M$ ). With every facet a cone $K_{t} \subset \operatorname{aff}(M)$ with a vertex at $d$ is associated:

$$
K_{t}=\left\{d+\lambda(\kappa-d) \mid \kappa \in F_{t}, \lambda \geq 0\right\} \quad \Rightarrow \quad \operatorname{aff}(M)=\underset{t=1, \ldots, m}{\cup} K_{t}
$$

Theorem 9. Let $\mathcal{F}: M \Rightarrow \operatorname{aff}(M)$ be a Kakutani mapping defined on a polyhedron $M$ and $d \in \operatorname{ri} M$, $\operatorname{aff}(M), F_{t}, K_{t}$ be defined as described above. Let one of the conditions hold:
(i) Compressive form: $\mathcal{F}\left(F_{t}\right) \subset M, \quad \forall t=1, \ldots, m$.
(ii) Expansive form: $\mathcal{F}\left(F_{t}\right) \subset K_{t} \backslash \operatorname{ri} M, \quad \forall t=1, \ldots, m$.

Then $\mathcal{F}(\cdot)$ has a fixed point in $M$.
The result of Theorem 9 in its expansive form is illustrated in Fig. 2. Here $f$ continuously maps a smaller simplex $\Delta_{\varepsilon}^{(n-1)}$ onto its extension $\Delta^{(n-1)}$ and obeys condition (ii). The proof of Theorem 9 follows from Theorem 7 and characterization of boundary points of the polyhedron in terms of supporting hyperplanes.


Fig. 2. Initial and embedded sub-simplex $\Delta_{\varepsilon}^{(n-1)}$ and the mapping $f(\cdot)$.
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#### Abstract

The paper considers the model of opinion dynamics in the network having a star structure. An opinion about an event is distributed among network agents restricted by the network structure. The agent in the center of the star is influenced by all other agents with equal intensity. The agents located in non-center nodes are influenced only by the agent located in the center of the star. Additionally, it is assumed that there are two players who are not located in the considered network but they influence the agents' opinions with some intensities which are strategies of the players. The goal of any player is to make opinions of the network agents be closer to the initially given value as much as possible in a finite time interval. The game of competition for opinion is linear-quadratic and is solved using the Euler-equation approach. The Nash equilibrium in open-loop strategies is found. A numerical simulation demonstrates theoretical results.
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## 1 Introduction

In modern society informational technologies allow to influence the society opinion on key events. Different centers would like to reach different opinions on the same event and the influence process may be competitive. We introduce a simple model of competition for the society opinion based on DeGroot's model of information diffusion [8], which is represented as a dynamic process where an agent of the society influence each other opinion with the same intensity at any time period. In the paper, the conditions of reaching a consensus are found.

In our paper, we consider a society which is represented by a set of agents who are the nodes in a given network which structure is known. It is assumed the

[^36]agents exchange information via network and their opinions are influenced by the other agents who have direct connection with them according to the network structure. The intensity of influence does not change over time and is given by a matrix. We propose to consider a star graph as a network. Therefore, there is an agent who is located at the center and any other agent has a unique link with him. All non-central agents are symmetric which means their influence on the central agent and reverse are the equivalent among non-central agents. The star graph of communication may represent the relations in small working societies with a unique leader [17]. Game-theoretical models with given network structures are introduced in [15]. The problem of network partitioning with different approaches is examined in $[1,16]$.

Moreover, we suppose that there exist two players who are not represented in the given network. The players aim society to have an opinion the closest to the given ones. The players may have different target opinions and the problem becomes competitive. The players are also different in costs of influence on the agents and the set of agents they may communicate with. The first player may directly affect only the central agent opinion and the second player may directly affect any non-central agent. We suppose that agents form their opinions with both influence of the neighbours according to communication structure and influence of player $1(2)$ if the agent is central or not. The state of the game in discrete time $t$ is represented by a vector of agents' opinions in this period. The state dynamics is linear with respect to the previous period state and players' strategies. As the costs of the players are linear quadratic functions of state and strategies, the game is classified as a linear-quadratic dynamic game. For algorithms of finding solutions of such a class of games see [9-11]. The Euler equation approach of solving liner-quadratic games is described in [12].

The models of reaching a consensus become actual when the variety of social networks like Facebook, Vkontakte, LinkedIn appears and has a popularity in the Internet. The models of informational influence on population and information control models are introduced and examined in the papers $[2,14]$ and in the books $[7,13]$. A model of opinion dynamics with two principals is presented in [6], in which dynamic process is examined and the limit opinions are obtained for a given matrix of influences. There is a series of papers in which the problem of reaching a consensus is considered as a repeated game [3], a mean field game [4] and an evolutionary game [20]. In the latter paper, several consensus models in which agents have different levels of susceptibility to the inputs received from their neighbours are considered, and the equilibrium points are found. Together with game theoretical models, there exist imitation models of opinion dynamics [5].

In the paper we propose a model of two-player dynamic game of competition for opinion and find the Nash equilibrium in case the players have different target opinions on some event. The competitive models of opinion dynamics are also considered in $[18,19]$. In the paper [18], the cooperative version of the game is considered and the optimal strategies with open- and closed-loop information structure are found.

In Sect. 2, we describe the model of a game of competition on opinion. In Sect.3, we formulate the main result of the Nash equilibrium existence. We provide the system of equation to find the players' equilibrium strategies. In Sect. 4, we define a steady state. A numerical simulation is presented in Sect. 5. We briefly conclude in Sect. 6 .

## 2 Game of Competition for Opinion

Let there be a network consisting of an $n+1$ agent with a star structure (see Fig. 1). This network represents how the communication between the agents takes place. In the network, agent 1 is connected to all other agents, and agents $2, \ldots, n+1$ are not directly connected to each other. Assume the agents $i=$ $2, \ldots, n+1$ are symmetric.


Fig. 1. A communication graph.

We assume that all agents have an opinion on a certain topic. Opinion varies in time, which is assumed to be discrete and finite, $t=0,1, \ldots, T$. Opinion of agent $i$ at time $t$ is $x_{i}(t) \in \mathbb{R}, i=2, \ldots, n+1$.

Suppose there are two centers of opinion control (players 1 and 2) whose goal is to get an opinion as close as possible to $\hat{x} \in \mathbb{R}$ and $\hat{y} \in \mathbb{R}$ for all agents, respectively. The set of agents' opinions $\left(x_{i}(t): i=1, \ldots, n+1\right)$ determines the state $x(t) \in \mathbb{R}^{n}$ at time $t$. Define the dynamics of agents' opinions. Agents in the network affect each other's opinions at any time with constant intensity, i.e. the matrix the intensity of the impact of player $j$ on player's opinion $i$, which is $A=\left\{a_{i, j}\right\}_{i, j=1, \ldots, n+1}$, where $a_{i, j} \in[0,1]$, is given. We assume matrix $A$ is of the form:

$$
A=\left(\begin{array}{cccc}
0 & \frac{1}{n} & \ldots & \frac{1}{n} \\
1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 0 & \ldots & 0
\end{array}\right)
$$

We notice that agent $2, \ldots, n+1$ affects the opinion of agent 1 with equal intensity which follows from matrix $A$ form. The opinion of agents $2, \ldots, n+1$ are influenced only by the opinion of agent 1 .

We define the dynamics of the agents' opinions, taking into account the impact of players 1 and 2 on the network agents. The opinion of agent 1 at time $t+1$ is influenced with probability $\alpha$ by the opinion of other network agents according to matrix $A$ and with probability $\bar{\alpha}=1-\alpha$ by the opinion of player 1 who influences on agent 1 with intensity $u_{1}(t) \in \mathbb{R}$ at time $t$. Thus, player 1 directly affects only agent 1 , but its goal is to make the opinions of all network agents to $\hat{x}$ as closer as possible. The opinion of any agent $i=2, \ldots, n+1$ is formed by the influence of the opinion of agent 1 with probability $\beta$ according to matrix $A$ and with probability $\bar{\beta}=1-\beta$ by the opinion of the player 2 , which affects the agent $i$ 's opinion with the intensity $u_{2}(t) \in \mathbb{R}$ at time $t$. The state dynamics is

$$
\begin{align*}
x_{1}(t+1) & =\alpha \frac{\sum_{j=2}^{n+1} x_{j}(t)}{n}+\bar{\alpha} u_{1}(t)  \tag{1}\\
x_{i}(t+1) & =\beta x_{1}(t)+\bar{\beta} u_{2}(t), \quad i=2, \ldots, n+1 \tag{2}
\end{align*}
$$

The initial state $x(0)=\left(x_{1}(0), \ldots, x_{n+1}(0)\right)$, where $x_{2}(0)=\ldots=x_{n+1}(0)$, is given. Taking into account that agents $2, \ldots, n+1$ are symmetric we suppose that $x_{i}(t)=x_{j}(t)$ for any $i, j=2, \ldots, n+1$ and $t=0, \ldots, T$.

The cost functions of players 1 and 2 are

$$
\begin{align*}
& J_{1}\left(u_{1}, u_{2}\right)=\sum_{t=0}^{T-1}\left(\sum_{i=1}^{n+1}\left(x_{i}(t)-\hat{x}\right)^{2}+c_{1} u_{1}^{2}(t)\right)+\sum_{i=1}^{n+1}\left(x_{i}(T)-\hat{x}\right)^{2}  \tag{3}\\
& J_{2}\left(u_{1}, u_{2}\right)=\sum_{t=0}^{T-1}\left(\sum_{i=1}^{n+1}\left(x_{i}(t)-\hat{y}\right)^{2}+n c_{2} u_{2}^{2}(t)\right)+\sum_{i=1}^{n+1}\left(x_{i}(T)-\hat{y}\right)^{2} \tag{4}
\end{align*}
$$

where $c_{i}$ is costs of player $i$ per unit of influence intense.
We define a game of competition for opinion as a normal form game of two players with the set of players' strategies $U_{1}, U_{2}$, where $U_{j}=\left(u_{j}(t) \in \mathbb{R}: t=\right.$ $0, \ldots, T-1), j=1,2$, players' cost functions $J_{1}, J_{2}$, defined by formulas (3), (4) s.t. state Eqs. (1), (2) with initial state $x(0)=\left(x_{1}(0), \ldots, x_{n+1}(0)\right)$. The game of competition for opinion belongs to the class of linear-quadratic games because the right hand side of Eqs. (1), (2) is linear with players' strategies and cost functions are quadratic with strategies and states.

## 3 Nash Equilibrium in a Game of Competition for Opinion

We consider the Nash equilibrium as a solution of the game which is the strategy profile $\left(u_{1}^{*}, u_{2}^{*}\right)$ such that the inequalities

$$
\begin{aligned}
& J_{1}\left(u_{1}^{*}, u_{2}^{*}\right) \leqslant J_{1}\left(u_{1}, u_{2}^{*}\right), \\
& J_{2}\left(u_{1}^{*}, u_{2}^{*}\right) \leqslant J_{2}\left(u_{1}^{*}, u_{2}\right)
\end{aligned}
$$

hold for any $u_{1} \in U_{1}$ and $u_{2} \in U_{2}$.
The following theorem provide conditions to find the Nash equilibrium in a game of competition for opinion which is defined by two players, the set of strategies $U_{1}$ and $U_{2}$ and cost functions (3) and (4) to be minimized.

Theorem 1. Let $\left(u_{1}^{*}, u_{2}^{*}\right)$ be the Nash equilibrium and $\left\{x^{*}(t): t=0, \ldots, T\right\}$ be the corresponding state trajectory in a game of competition for opinion, then they satisfy the systems:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathcal{A}_{1} x_{1}(t)+\mathcal{B}_{1} u_{2}(t)-\mathcal{D}_{1} \beta x_{1}(t+2)-\mathcal{D}_{1} x_{2}(0)-(1+n \beta) \hat{x}=0, \quad t=1, \\
\mathcal{A}_{1} x_{1}(t)+\mathcal{B}_{1} u_{2}(t)-\mathcal{D}_{1} \beta x_{1}(t+2)-\mathcal{D}_{1} \beta x_{1}(t-2)-\mathcal{D}_{1} \bar{\beta} u_{2}(t-2) \\
-(1+n \beta) \hat{x}=0, \quad t=2, \ldots, T-2, \\
\mathcal{C}_{1} x_{1}(t)+n \beta \bar{\beta} u_{2}(t)-\mathcal{D}_{1} \beta x_{1}(t-2)-\mathcal{D}_{1} \bar{\beta} u_{2}(t-2)-(1+n \beta) \hat{x}=0, \\
t=T-1, \\
\left(\mathcal{C}_{1}-n \beta^{2}\right) x_{1}(t)-\mathcal{D}_{1} \beta x_{1}(t-2)-\mathcal{D}_{1} \bar{\beta} u_{2}(t-2)-\hat{x}=0, \quad t=T,
\end{array}\right.  \tag{5}\\
& \left\{\begin{array}{l}
\mathcal{A}_{2} x_{2}(t)+\mathcal{B}_{2} u_{1}(t)-\mathcal{D}_{2} \alpha x_{2}(t+2)-\mathcal{D}_{2} x_{1}(0)-(n+\alpha) \hat{y}=0, \quad t=1, \\
\mathcal{A}_{2} x_{2}(t)+\mathcal{B}_{2} u_{1}(t)-\mathcal{D}_{2} \alpha x_{2}(t+2)-\mathcal{D}_{2} \alpha x_{2}(t-2)-\mathcal{D}_{2} \bar{\alpha} u_{1}(t-2) \\
-(n+\alpha) \hat{y}=0, \quad t=2, \ldots, T-2, \\
\mathcal{C}_{2} x_{2}(t)+\alpha \bar{\alpha} u_{1}(t)-\mathcal{D}_{2} \alpha x_{2}(t-2)-\mathcal{D}_{2} \bar{\alpha} u_{1}(t-2)-(n+\alpha) \hat{y}=0, \\
t=T-1, \\
\left(\mathcal{C}_{2}-\alpha^{2}\right) x_{2}(t)-\mathcal{D}_{2} \alpha x_{2}(t-2)-\mathcal{D}_{2} \bar{\alpha} u_{1}(t-2)-n \hat{y}=0, \quad t=T
\end{array}\right. \tag{6}
\end{align*}
$$

where
$\mathcal{A}_{1}=1+n \beta^{2}+\frac{c_{1}\left(1+\alpha^{2} \beta^{2}\right)}{\bar{\alpha}^{2}}, \mathcal{A}_{2}=n+\alpha^{2}+\frac{n c_{2}\left(1+\alpha^{2} \beta^{2}\right)}{\beta^{2}}$,
$\mathcal{B}_{1}=\beta \bar{\beta}\left(n+\frac{c_{1} \alpha^{2}}{\bar{\alpha}^{2}}\right), \mathcal{B}_{2}=\alpha \bar{\alpha}\left(1+\frac{n c_{2} \beta^{2}}{\beta^{2}}\right)$,
$\mathcal{C}_{1}=1+n \beta^{2}+\frac{c_{1}}{\bar{\alpha}^{2}}, \mathcal{C}_{2}=n+\alpha^{2}+\frac{n c_{2}}{\beta^{2}}$
$\mathcal{D}_{1}=\frac{c_{1} \alpha}{\bar{\alpha}^{2}}, \mathcal{D}_{2}=\frac{n c_{2} \beta}{\beta^{2}}$,
taking into account the state Eqs.(1) and (2) and initial state $x(0)=$ $\left(x_{1}(0), \ldots, x_{n+1}(0)\right)$ with $x_{2}(0)=\ldots=x_{n+1}(0)$.

Proof. The game of competition for opinion is a dynamic game with finite horizon and state dynamics Eqs. (1) and (2) whose right-hand sides are linear with
states and strategies. The cost functions are linear-quadratic functions with states and quadratic functions with strategies. To find the Nash equilibrium in the game of competition for opinion we use the Euler method and write down the conditions defining the strategy of player 1 as a function of player 2's strategy:

$$
\begin{align*}
u_{1}(0) & =\frac{1}{\bar{\alpha}}\left(x_{1}(1)-\alpha x_{2}(0)\right)  \tag{7}\\
u_{1}(t) & =\frac{1}{\bar{\alpha}}\left(x_{1}(t+1)-\alpha \beta x_{1}(t-1)-\alpha \bar{\beta} u_{2}(t-1)\right),  \tag{8}\\
t & =1, \ldots, T-1
\end{align*}
$$

and the strategy of player 2 as a function of player 1's strategy:

$$
\begin{align*}
u_{2}(0) & =\frac{1}{\bar{\beta}}\left(x_{i}(1)-\beta x_{1}(0)\right),  \tag{9}\\
u_{2}(t) & =\frac{1}{\bar{\beta}}\left(x_{i}(t+1)-\alpha \beta x_{i}(t-1)-\bar{\alpha} \beta u_{1}(t-1)\right),  \tag{10}\\
t & =1, \ldots, T-1
\end{align*}
$$

In expressions (9) and (10), the states $x_{i}(t)$ are used. As the initial state is such that $x(0)=\left(x_{1}(0), \ldots, x_{n+1}(0)\right)$, where $x_{2}(0)=\ldots=x_{n+1}(0)$ and the agents $2, \ldots, n+1$ are symmetric, we use notation $x_{2}(t)$ for any $i, j=2, \ldots, n+1$, because $x_{i}(t)=x_{j}(t)$ for any $i \neq j, i, j=2, \ldots, n+1$ and any $t=0, \ldots, T$.

First, substitute expressions (7) and (8) into cost function $J_{1}\left(u_{1}, u_{2}\right)$ defined by (3) and consider it as a function of $x_{1}(t), t=1, \ldots, T$, and $u_{2}(t)$, $t=0, \ldots, T-1$ :

$$
\begin{aligned}
J_{1}\left(x_{1}, u_{2}\right)= & \left(x_{1}(0)-\hat{x}\right)^{2}+n\left(x_{2}(0)-\hat{x}\right)^{2}+\frac{c_{1}}{\bar{\alpha}^{2}}\left(x_{1}(1)-\alpha x_{2}(0)\right)^{2} \\
& +\sum_{t=1}^{T-1}\left(x_{1}(t)-\hat{x}\right)^{2}+n \sum_{t=1}^{T-1}\left(\beta x_{1}(t-1)+\bar{\beta} u_{2}(t-1)-\hat{x}\right)^{2} \\
& +\frac{c_{1}}{\bar{\alpha}^{2}} \sum_{t=1}^{T-1}\left(x_{1}(t+1)-\alpha \beta x_{1}(t-1)-\alpha \bar{\beta} u_{2}(t-1)\right)^{2} \\
& +\left(x_{1}(T)-\hat{x}\right)^{2}+n\left(\beta x_{1}(T-1)+\bar{\beta} u_{2}(T-1)-\hat{x}\right)^{2} .
\end{aligned}
$$

Taking the derivative of $J_{1}\left(x_{1}, u_{2}\right)$ over $x_{1}(1)$ and equate it to zero, we obtain the first equation of system (5). Taking the derivative of $J_{1}\left(x_{1}, u_{2}\right)$ over $x_{1}(t)$, $t=2, \ldots, T-2$, and equate it to zero, we obtain the second group of equations of system (5). The third and the fourth equations of system (5) are obtained by equity of a derivative of $J_{1}\left(x_{1}, u_{2}\right)$ over $x_{1}(T-1)$ and $x_{1}(T)$, correspondingly, to zero.

Second, substitute expressions (9) and (10) into cost function $J_{2}\left(u_{1}, u_{2}\right)$ defined by (4) and consider it as a function of $x_{2}(t), t=1, \ldots, T$, and $u_{1}(t)$, $t=0, \ldots, T-1$ :

$$
\begin{aligned}
J_{2}\left(x_{2}, u_{1}\right)= & \left(x_{1}(0)-\hat{y}\right)^{2}+n\left(x_{2}(0)-\hat{y}\right)^{2}+\frac{n c_{2}}{\bar{\beta}^{2}}\left(x_{2}(1)-\beta x_{1}(0)\right)^{2} \\
& +n \sum_{t=1}^{T-1}\left(x_{2}(t)-\hat{y}\right)^{2}+\sum_{t=1}^{T-1}\left(\alpha x_{2}(t-1)+\bar{\alpha} u_{1}(t-1)-\hat{y}\right)^{2} \\
& +\frac{n c_{2}}{\bar{\beta}^{2}} \sum_{t=1}^{T-1}\left(x_{2}(t+1)-\alpha \beta x_{2}(t-1)-\bar{\alpha} \beta u_{1}(t-1)\right)^{2} \\
& +n\left(x_{2}(T)-\hat{y}\right)^{2}+\left(\alpha x_{2}(T-1)+\bar{\alpha} u_{1}(T-1)-\hat{y}\right)^{2} .
\end{aligned}
$$

Taking the derivative of $J_{2}\left(x_{2}, u_{1}\right)$ over $x_{2}(1)$ and equate it to zero, we obtain the first equation of system (6). Taking the derivative of $J_{2}\left(x_{2}, u_{1}\right)$ over $x_{2}(t)$, $t=2, \ldots, T-2$, and equate it to zero, we obtain the second group of equations in system (6). The third and forth equations of system (6) are obtained by equity of a derivative of $J_{2}\left(x_{2}, u_{1}\right)$ over $x_{2}(T-1)$ and $x_{2}(T)$, correspondingly, to zero.

The solution of the systems (5) and (6) taking into account the state dynamics Eqs. (1) and (2) with a given initial state $x(0)=\left(x_{1}(0), \ldots, x_{n+1}(0)\right), x_{2}(0)=$ $\ldots=x_{n+1}(0)$ provides the Nash equilibrium in the game of competition for opinion. We can easily prove that the systems (5) and (6) and state dynamics equations form a linear system with respect to $x_{1}(t), x_{2}(t), t=1, \ldots, T$ and $u_{1}(t), u_{2}(t), t=0, \ldots, T-1$, which has a unique solution.

## 4 Steady State

Suppose there exists a steady state $\left(x_{1}, x_{2}\right)$ for dynamics (5), (6) when $t \rightarrow \infty$. From (8) and (10) we find the limit values for optimal controls:

$$
\begin{aligned}
& u_{1}=\frac{1}{\bar{\alpha}}\left(x_{1}-\alpha \beta x_{1}-\alpha \bar{\beta} u_{2}\right), \\
& u_{2}=\frac{1}{\bar{\beta}}\left(x_{i}-\alpha \beta x_{i}-\bar{\alpha} \beta u_{1}\right),
\end{aligned}
$$

which yields

$$
\begin{align*}
& u_{1}=\frac{x_{1}-\alpha x_{2}}{\bar{\alpha}},  \tag{11}\\
& u_{2}=\frac{x_{2}-\beta x_{1}}{\bar{\beta}}, \tag{12}
\end{align*}
$$

where $\left(x_{1}, x_{2}\right)$ satisfy the equations:

$$
\begin{aligned}
& x_{1}\left(1+n \beta^{2}+\frac{c_{1}\left(1+\alpha^{2} \beta^{2}\right)}{\bar{\alpha}^{2}}\right)-x_{1} \frac{c_{1} \alpha \beta}{\bar{\alpha}^{2}}+u_{2} \beta \bar{\beta}\left(n+\frac{c_{1} \alpha^{2}}{\bar{\alpha}^{2}}\right) \\
& \quad-x_{1} \frac{c_{1} \alpha \beta}{\bar{\alpha}^{2}}-u_{2} \frac{c_{1} \alpha \bar{\beta}}{\bar{\alpha}^{2}}=\hat{x}(1+n \beta), \\
& x_{2}\left(n+\alpha^{2}+\frac{n c_{2}\left(1+\alpha^{2} \beta^{2}\right)}{\bar{\beta}^{2}}\right)-x_{2} \frac{n c_{2} \alpha \beta}{\bar{\beta}^{2}}+u_{1} \alpha \bar{\alpha}\left(1+\frac{n c_{2} \beta^{2}}{\bar{\beta}^{2}}\right) \\
& \quad-x_{2} \frac{n c_{2} \alpha \beta}{\bar{\beta}^{2}}-u_{1} \frac{n c_{2} \bar{\alpha} \beta}{\bar{\beta}^{2}}=\hat{y}(n+\alpha) .
\end{aligned}
$$

Simplifying we obtain

$$
\begin{aligned}
& x_{1}\left(1+n \beta^{2}+\frac{c_{1}(1-\alpha \beta)^{2}}{\bar{\alpha}^{2}}\right)+u_{2} \bar{\beta}\left(n \beta-\frac{c_{1} \alpha(1-\alpha \beta)}{\bar{\alpha}^{2}}\right)=\hat{x}(1+n \beta), \\
& x_{2}\left(n+\alpha^{2}+\frac{n c_{2}(1-\alpha \beta)^{2}}{\bar{\beta}^{2}}\right)+u_{1} \bar{\alpha}\left(\alpha-\frac{n c_{2} \beta(1-\alpha \beta)}{\bar{\beta}^{2}}\right)=\hat{y}(n+\alpha) .
\end{aligned}
$$

Substituting $u_{1}, u_{2}$ from (11) and (12), we obtain the system of equations:

$$
\begin{aligned}
x_{1}\left(1+\frac{c_{1}(1-\alpha \beta)}{\bar{\alpha}^{2}}\right)+x_{2}\left(n \beta-\frac{c_{1} \alpha(1-\alpha \beta)}{\bar{\alpha}^{2}}\right) & =\hat{x}(1+n \beta), \\
x_{2}\left(n+n \frac{c_{2}(1-\alpha \beta)}{\bar{\beta}^{2}}\right)+x_{1}\left(\alpha-\frac{n c_{2} \beta(1-\alpha \beta)}{\bar{\beta}^{2}}\right) & =\hat{y}(n+\alpha) .
\end{aligned}
$$

The solution of the latter system is a steady state given by

$$
\begin{align*}
& x_{1}=\frac{1}{Q}\left(\hat{x} n(1+n \beta)\left(1+\frac{c_{2}(1-\alpha \beta)}{\bar{\beta}^{2}}\right)-\hat{y}(n+\alpha)\left(n \beta-\frac{c_{1} \alpha(1-\alpha \beta)}{\bar{\alpha}^{2}}\right)\right),  \tag{13}\\
& x_{2}=\frac{1}{Q}\left(-\hat{x}(1+n \beta)\left(\alpha-\frac{n c_{2} \beta(1-\alpha \beta)}{\bar{\beta}^{2}}\right)+\hat{y}(n+\alpha)\left(1+\frac{c_{1}(1-\alpha \beta)}{\bar{\alpha}^{2}}\right)\right), \tag{14}
\end{align*}
$$

where

$$
\begin{aligned}
Q= & n\left(1+\frac{c_{1}(1-\alpha \beta)}{\bar{\alpha}^{2}}\right)\left(1+\frac{c_{2}(1-\alpha \beta)}{\bar{\beta}^{2}}\right) \\
& -\left(n \beta-\frac{c_{1} \alpha(1-\alpha \beta)}{\bar{\alpha}^{2}}\right)\left(\alpha-\frac{n c_{2} \beta(1-\alpha \beta)}{\bar{\beta}^{2}}\right) .
\end{aligned}
$$

We notice that the steady state does not depend on initial state $x(0)$.
Remark 1. If we consider the case when $\alpha=\beta=0$, i.e. the agents are not influenced by the other agents and influenced only by the players. Then the steady state is $\left(x_{1}, x_{2}, \ldots, x_{n+1}\right)$ coincide with $\left(\frac{\hat{x}}{1+c_{1}}, \frac{\hat{y}}{1+c_{2}}, \ldots, \frac{\hat{y}}{1+c_{2}}\right)$. All agents will have the same opinion only if the players' target opinions satisfy the condition $\frac{\hat{x}}{\hat{y}}=\frac{1+c_{1}}{1+c_{2}}$.

Remark 2. We may consider the case when $\alpha=\beta=1$, i.e. the agents are not influenced by the players and influenced only by the agents in the network according matrix $A$. The model represents DeGroot model of opinion dynamics [8]. And we notice that the consensus in this network is not reached because $\lim _{t \rightarrow \infty} A^{t}$ does not exist. In particular, matrix $A^{t}$ takes one of the forms:

$$
\begin{aligned}
A^{t} & =\left(\begin{array}{cccc}
0 & \frac{1}{n} & \ldots & \frac{1}{n} \\
1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 0 & \ldots & 0
\end{array}\right), \quad \text { if } t=2 k+1, k=0,1, \ldots \\
A^{t} & =\left(\begin{array}{ccc}
1 & \frac{1}{n} & \ldots
\end{array} \frac{1}{n}\right. \\
0 & \frac{1}{n}
\end{aligned} \cdots \cdot \frac{1}{n} \begin{gathered}
\vdots \\
\vdots
\end{gathered} \ddots . . \vdots . \quad \text { if } t=2 k, k=1,2, \ldots .
$$

Considering the networks, in which the consensus is not reached the role of the players is significant.

In the next section we consider a numerical example for which we find equilibrium strategies, corresponding state trajectories and players' payoffs when they use equilibrium strategies.

## 5 Numerical Simulation

We consider a game with 41 time periods starting from 0 . In a star network represented in Fig. 1 there are 7 non-central nodes. Therefore the number of agents $n+1$ is eight. The initial opinion state is $x(0)=(0.3,0.7, \ldots, 0.7)$, i.e. $x_{1}(0)=0.3$ and $x_{i}(0)=0.7$ for any $i=2, \ldots, 8$. The probabilities that agent 1 and agent $i$ are influenced by other agents according to matrix $A$ are $\alpha=0.3$ and $\beta=0.4$, respectively.

The unit costs for influence intense are $c_{1}=0.1$ for player 1 and $c_{2}=0.05$ for player 2 . Their target opinions are $\hat{x}=0.7$ and $\hat{y}=0.9$ respectively.

Using Theorem 1 we find the equilibrium strategies represented in Fig. 2. The second player's intense (blue dots) is larger than the first player's one and may be explained by the higher target opinion 0.9 of player 2 contrary to 0.7 of player 1 and smaller unit costs 0.05 contrary to the unit costs 0.1 of player 1 . The state trajectories corresponding to the Nash equilibrium are presented in Fig. 3. The steady state is $(0.304164,0.837986, \ldots, 0.837986)$ and is depicted by red (for $x_{1}$ ) and blue (for any $x_{i}, i=2, \ldots, 8$ ) lines. As one can notice, the equilibrium state trajectory (red dots - for $x_{1}(t)$, and blue dots - for $\left.x_{i}(t), i=2, \ldots, 8\right)$ almost everywhere coincide with the steady state. There are 7 non-central agents, and for the players it is more important to make opinion of these agents closer to the target one rather than to make the opinion of a central agent closer to the target one. The reason is in the form of the total cost functions (3) and (4).


Fig. 2. Strategy trajectories (red $-u_{1}(t)$, blue - $u_{2}(t)$ ). (Color figure online)


Fig. 3. State trajectories (red $-x_{1}(t)$, blue $\left.-x_{i}(t), i=2, \ldots, n+1\right)$. Red and blue lines are steady states $x_{1}$ and $x_{2}$ correspondingly. (Color figure online)

In these functions the differences between agent's and target opinions are taken into account with the same weight 1 . One may consider cost functions in which these weights are different.

Next, we calculate the total costs of the players defined by formulas (3) and (4) when players use their equilibrium strategies. In Fig. 4 we introduce the total costs $J_{1}\left(u_{1}^{*}, u_{2}^{*}\right)$ (in red color) and $J_{2}\left(u_{1}^{*}, u_{2}^{*}\right)$ (in blue color) as functions of the number of agent $n$. We can easily notice that the costs of the players are increasing functions of the number of agents in the network but they are not linear. Although player 1 has larger unit costs than player 2 , his total costs are smaller than the ones of player 2. It may be explained by the closeness of his target opinion $\hat{x}$ to the opinions of all non-central agents.


Fig. 4. Players' total costs as functions of the number of agents in the network (red $J_{1}\left(u_{1}^{*}, u_{2}^{*}\right)$, blue - $\left.J_{2}\left(u_{1}^{*}, u_{2}^{*}\right)\right)$. (Color figure online)

## 6 Conclusions

In the paper we propose a model of a competition for opinion in which two players choose an intense of influence on the agents' opinions at each time period to make their opinions closer to the target opinions of the players. Players may have different target opinions and this fact is a basis of a competition. The players may directly influence different agents in the network. The state of the system is the profile of agents' opinions. We obtain the necessary conditions of the Nash equilibrium, find the steady state for a given state dynamics. Numerical simulations demonstrate the theoretical results. Any other opinion dynamics may be considered to define the game of competition for opinion and it is left for a future research.
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#### Abstract

In the paper a two-level infinitely repeated hierarchical game with one player (center) $C_{0}$ on the first level and $S_{1}, \ldots, S_{n}$ subordinate players on the second is considered. On each stage of the game player $C_{0}$ selects vector $x=\left(x_{1}, \ldots, x_{n}\right)$ from a given set $X$, in which each component represents vector of resources delivered by $C_{0}$ to one of subordinate players, i.e. $x_{i}=\left(x_{i 1}, \ldots, x_{i m}\right)$. At the second level, $S_{i}, i=1,2, \ldots, n$, choose the controls $y_{i} \in Y_{i}\left(x_{i}\right)$, where $Y_{i}\left(x_{i}\right)$ depends upon the choice of player $C_{0}$.

In this game, a set of different Nash equilibrium also based on threat and punishment strategies is obtained.

In one case, the center enforces special behavior of subordinate firms (vector of manufactured goods), threatening to deprive them of resources on the next steps if the subordinate firms refuse to implement the prescribed behavior.

In another case, the subordinate firms can force the center to use a certain resource allocation threatening to stop production.

Using different combinations of such behaviors on different stages of the game, we obtain a wide class of Nash equilibrium in the game under consideration.

The cooperative version of the game is also considered. The conditions are derived under which the cooperative behavior can be supported by Nash Equilibrium or Strong Nash Equilibrium (Nash Equilibrium stable against deviations of coalitions).


Keywords: Repeated hierarchical game • Nash equilibrium • Cooperation

## 1 Introduction

There exists an important subclass of multistage nonzero-sum games, referred to as hierarchical games. Hierarchical games model conflict controlled systems with a hierarchical structure. This structure is determined by a sequence of control

[^37]levels ranking in particular priority order. Mathematically, it is convenient to classify hierarchical games according to the number of levels and the nature of vertical relations. In this paper, we investigate repeated hierarchical games. Using the Folk Theorem's approach $[3,5]$ the different classes of Nash equilibrium are proposed with punishment and threat strategies, which often occurs in real life situation.

The cooperative version of the game is also considered and conditions are formulated under which the cooperative behavior can be supported by Strong Nash equilibrium.

The basic difficulty in constructing the corresponding Strong Nash equilibrium consists in the fact that it is not easy to apply "punishment" for the coalitions deviating from cooperation. In the simple case when only one shot deviations and only of one coalition are allowed the result is published in $[3,8]$. But the approach which was presented in $[3,8]$ cannot be extended for the general case when different members of deviating coalitions deviate in different time instants, because immediately after the first deviation the no deviating players cannot identify the deviating coalition and thus cannot realize the "punishment" against the coalition which decides to end up with cooperation. To solve this problem we introduce the new "punishment" strategies for players: if they (for instance player $i$ ) see the first time (on the next step after deviation) the deviation of one or more players the non-deviating players start to use their optimal strategies in a zero sum game, playing against the coalition of all players (except himself). Which in practice means that each non-deviating player have to start the play against all others immediately after the first deviation by someone take place. We derive conditions under which this way of behavior guarantees that each coalition deviating from cooperation will lose.

## 2 Two-Level Hierarchical Game

In the beginning, we consider a two-level hierarchical game with one center $C_{0}$ and production firms $S_{1}, \ldots, S_{n}$.

Define a two-level hierarchical game:

- At the first level, the (coordinating) center $C_{0}$ selects the control vector $x=$ $\left(x_{1}, \ldots, x_{n}\right)$ from a given set of controls $X$, where $x_{i}$ is a control influence of center on its subordinate divisions $S_{i}, i=1, \ldots, n$ standing at the second level of the hierarchy. Under $x_{i}$ we can understand a set of resources of $m$ kinds, i.e. $x_{i}=\left(x_{i 1}, \ldots, x_{i m}\right)$. In other words the components of the control vector $x_{i}$ characterize the impact of the center on its subordinate units.
- At the second level, $S_{i}, i=1,2, \ldots, n$, choose the controls $y_{i} \in Y_{i}\left(x_{i}\right)$, where $Y_{i}\left(x_{i}\right)$ is the set of controls of firm $S_{i}$.

Thus, the center has the right of the first move and can limit the possibility of subordinate firms, directing their actions on track.

We can formalize this problem as a noncooperative $(n+1)$-person game $\Gamma$ (a coordinating center $C_{0}$ and production division $S_{1}, \ldots, S_{n}$ ) in normal form [4].

The set of strategies of the player $C_{0}$ is

$$
X=\left\{\left(x_{1}, \ldots, x_{n}\right): x_{i} \geq 0, x_{i} \in R^{m}, i=1, \ldots, n, \sum_{i=1}^{n} x_{i} \leq q, q \geq 0\right\}
$$

where $q \in R^{m}$ can be interpreted as vector of available resources.
The vector $x_{i}, i=1, \ldots, n$ is interpreted as vector of resources of $m$ items allocated by center $C_{0}$ to the $i$ th production division.

We consider the case of complete information, i.e. each firm $S_{i}$ knows the selection of $C_{0}$ and in accordance with this knowledge selects the vector $y_{i}$ from some set $Y_{i}\left(x_{i}\right)$ that has the following form

$$
Y_{i}\left(x_{i}\right)=\left\{y_{i} \in R^{k}, y_{i} P_{i} \leq x_{i}, y_{i} \geq 0\right\}
$$

where $P_{i}=p_{l j}^{i}$ is interpreted as a technological matrix of the (division) company, $p_{l j}^{i} \geq 0, l=1, \ldots, k, j=1, \ldots, m$. Under $y_{i}$ we understand a production program of $i$ th production division for different types of products.

Under the strategy of the company $S_{i}$ we understand the function $y_{i}\left(x_{i}\right)$, which corresponds to each element $x_{i}$ vector from the set $Y_{i}\left(x_{i}\right)$. The set of all such functions is denoted by $\bar{Y}_{i}, i=1,2, \ldots, n$.

Define the players' payoff functions in the game $\Gamma$.
The payoff function of player $C_{0}$ equals to the sum of inner products

$$
H_{0}\left(x, y_{1}\left(x_{1}\right), \ldots, y_{n}\left(x_{n}\right)\right)=\sum_{i=1}^{n}\left(\alpha_{i}, y_{i}\left(x_{i}\right)\right)
$$

where $\alpha_{i} \geq 0, \alpha_{i} \in R^{k}, i=1, \ldots, n$ is a fixed vector.
The payoff function of player $S_{i}$ is a inner product of vectors $\beta_{i}$ and $y_{i}\left(x_{i}\right)$, i.e.

$$
H_{i}\left(x, y_{1}\left(x_{1}\right), \ldots, y_{n}\left(x_{n}\right)\right)=\left(\beta_{i}, y_{i}\left(x_{i}\right)\right)
$$

where $\beta_{i} \geq 0, \beta_{i} \in R^{k}$ is a fixed vector.
The goal of center $C_{0}$ is to maximize the functional $H_{0}\left(x, y_{1}, \ldots, y_{n}\right)$ choosing $x$, and the goal of the subordinate companies $S_{i}$ is maximization of $H_{i}\left(x, y_{i}\right)$, by choosing $y_{i}, i=1,2, \ldots, n$.

In general case, we suppose $\alpha_{i} \neq \beta_{i}, i=1, \ldots, n$.
Thus, we construct a game $\Gamma$ in normal form

$$
\Gamma=\left(C_{0}, S_{1}, \ldots, S_{n} ; X, \bar{Y}_{1}, \ldots, \bar{Y}_{n}, ; H_{0}, H_{1}, \ldots, H_{n}\right)
$$

In this game, a Nash equilibrium can be constructed $[4,8]$.

### 2.1 Nash Equilibrium in a Two-Level Hierarchical Game

In game $\Gamma$ the strategy profile $\left(x^{*}, y_{1}^{*}(\cdot), \ldots, y_{n}^{*}(\cdot)\right)$ is a Nash equilibrium $[6,7]$ where $y_{i}^{*}\left(x_{i}\right) \in Y_{i}\left(x_{i}\right)$ is the solution to a following linear parametric programming problem (where vector $x_{i}$ as a parameter)

$$
\begin{equation*}
\max _{y_{i} \in Y\left(x_{i}\right)}\left(\beta_{i}, y_{i}\right)=\left(\beta_{i}, y_{i}^{*}\left(x_{i}\right)\right), i=1, \ldots, n \tag{1}
\end{equation*}
$$

and $x^{*} \in X$ is a solution to following maximization problem

$$
\begin{equation*}
\max _{x \in X} H_{0}\left(x, y_{1}^{*}(x), \ldots, y_{n}^{*}(x)\right) \tag{2}
\end{equation*}
$$

For simplicity assume that the maximum in (1) and (2) are achieved. Note that (2) is a nonlinear programming problem with an essentially discontinuous objective function (maximization is taken over $x$, and $y_{i}^{*}\left(x_{i}\right)$ are generally discontinuous functions of the parameter $\left.x_{i}\right)$. Show that the point $\left(x^{*}, y_{1}^{*}(\cdot), \ldots, y_{n}^{*}(\cdot)\right)$ is an equilibrium in the game $\Gamma$. Indeed,

$$
H_{0}\left(x^{*}, y_{1}^{*}\left(x_{1}\right), \ldots, y_{n}^{*}\left(x_{n}\right)\right) \geq H_{0}\left(x, y_{1}^{*}\left(x_{1}\right), \ldots, y_{n}^{*}\left(x_{n}\right)\right), x \in X
$$

Further, for all $i=1, \ldots, n$ the inequality

$$
\begin{aligned}
& H_{i}\left(x^{*}, y_{1}^{*}\left(x_{1}\right), \ldots, y_{n}^{*}\left(x_{n}\right)\right)=\left(\beta_{i}, y_{i}^{*}\left(x_{i}^{*}\right)\right) \geq\left(\beta_{i}, y_{i}\left(x_{i}\right)\right) \\
& =H_{i}\left(x^{*}, y_{1}^{*}\left(x_{1}\right), \ldots, y_{i-1}^{*}\left(x_{i-1}\right), y_{i}\left(x_{i}\right), y_{i+1}^{*}\left(x_{i+1}\right), \ldots, y_{n}^{*}\left(x_{n}\right)\right)
\end{aligned}
$$

holds for any $y_{i}\left(x_{i}\right) \in Y_{i}\left(x_{i}\right)$. Thus, it is not advantageous for every player $C_{0}$, $S_{1}, \ldots, S_{n}$ to deviate individually from the profile $\left(x^{*}, y_{1}^{*}\left(x_{1}\right), \ldots, y_{n}^{*}\left(x_{n}\right)\right.$ ), i.e. it is an equilibrium. Note that this profile is also stable against deviations from it of any coalition $S \subset\left\{S_{1}, \ldots, S_{n}\right\}$, since the payoff $H_{i}$ to the $i$ th player does not depend on strategies $y_{j}\left(x_{j}\right), j \in\{1, \ldots, n\}, j \neq i$.

## 3 Repeated Game

Consider now an infinitely repeated game $G$ with finite game $\Gamma$ played on each stage [2].

If on stage $l(1 \leq l<\infty)$ the $n+1$ tuple of strategies

$$
\left(x^{l}, y_{1}^{l}\left(x_{1}^{l}\right), \ldots, y_{n}^{l}\left(x_{n}^{l}\right)\right)
$$

is used the payoff of player $C$ is defined as

$$
H_{0}^{\infty}=\sum_{l=1}^{\infty} \delta^{l-1}\left(\sum_{i=1}^{n}\left(\alpha_{i}, y_{i}^{l}\left(x_{i}^{l}\right)\right)\right)
$$

and the payoff of player $S_{i}(i=1, \ldots, n)$, as

$$
H_{i}^{\infty}=\sum_{l=1}^{\infty} \delta^{l-1}\left(\beta_{i}, y_{i}^{l}\left(x_{i}^{l}\right)\right), \quad \delta \in(0,1)
$$

Denote by $\bar{x}=\left(x^{1}, \ldots, x^{l}, \ldots\right)$, where $x^{l}=\left(x_{1}^{l}, \ldots, x_{i}^{l}, \ldots, x_{n}^{l}\right)$ and by $\bar{y}_{i}(\bar{x})=\left(y_{i}^{1}\left(x^{1}\right), \ldots, y_{i}^{l}\left(x^{l}\right), \ldots\right)$ the strategies of players $C_{0}$ and $S_{i}, i=1, \ldots, n$ in repeated game $G$.

One can write

$$
H_{0}^{\infty}=H_{0}^{\infty}\left(\bar{x}, \bar{y}_{1}\left(\bar{x}_{1}\right), \ldots, \bar{y}_{n}\left(\bar{x}_{n}\right)\right)=\sum_{l=1}^{\infty} \delta^{l-1}\left(\sum_{i=1}^{n}\left(\alpha_{i}, y_{i}^{l}\left(x_{i}^{l}\right)\right)\right)
$$

and

$$
H_{i}^{\infty}=H_{i}^{\infty}\left(\bar{x}, \bar{y}_{1}\left(\bar{x}_{1}\right), \ldots, \bar{y}_{n}\left(\bar{x}_{n}\right)\right)=\sum_{l=1}^{\infty} \delta^{l-1}\left(\beta_{i}, y_{i}^{l}\left(x_{i}^{l}\right)\right)
$$

As in the case of finitely repeated game in the game $G$ there is a reach variety of Nash equilibrium [11]. One of them is repetition of the equilibrium $\left(x^{*}, y^{*}(x)\right)$ in each stage game. Denote this equilibrium by $E 1$.

As well as the equilibrium based on the strategies of threats or punishment.

- In one case, the center imposes his behavior on subordinate firms (vector of manufactured goods), threatening to deprive them of resources on the next step if the subordinate firms deviate from the prescribed behavior (E2).
- In another case, the subordinate firms can impose on center a certain allocation of resources, threatening to stop production at the same step in case of failure to comply with their requirements ( $E 3$ ).
- Different combinations of these equilibriums.

Consider now the case $E 2$.
In infinitely repeated game $G$ consider in stage game $\Gamma^{l}$ the following strategy profile for players $C_{0}, S_{1}, \ldots, S_{n}$

$$
\left(\tilde{x}^{l}, \tilde{y}_{1}^{l}\left(\tilde{x}^{l}\right), \ldots, \tilde{y}_{m}^{l}\left(\tilde{x}^{l}\right)\right)
$$

Player $C_{0}$ solves the following maximisation problem

$$
\begin{equation*}
\max H_{0}\left(x^{l}, y_{1}^{l}\left(x^{l}\right), \ldots, y_{n}^{l}\left(x^{l}\right)\right)=\max \sum_{i=1}^{n}\left(\alpha_{i}, y_{i}^{l}\left(x_{i}^{l}\right)\right) \tag{3}
\end{equation*}
$$

under conditions

$$
\begin{aligned}
& \sum_{i=1}^{n} x_{i}^{l} \leq q \\
& y_{i}^{l} P_{i} \leq x_{i}^{l} \\
& x_{i}^{l} \geq 0, y_{i}^{l} \geq 0, \quad i=1, \ldots, n
\end{aligned}
$$

Suppose that maximum in (3) is attained in the point $\left(\tilde{x}^{l}, \tilde{y}_{1}^{l}\left(\tilde{x}^{l}\right), \ldots, \tilde{y}_{m}^{l}\left(\tilde{x}^{l}\right)\right)$. One can see that this profile can be taken the same for all $l=1, \ldots, \infty$ and we can write it as $\left(\tilde{x}, \tilde{y}_{1}(\tilde{x}), \ldots, \tilde{y}_{m}(\tilde{x})\right)$.

Derive now the conditions under which $C_{0}$ can prescribe other players $S_{1}$, $\ldots, S_{n}$, the behavior $\tilde{y}_{1}^{l}, \ldots, \tilde{y}_{m}^{l}$, which together with $\tilde{x}^{l}$ is maximizing his payoff. Can this way of behavior form a Nash Equilibrium? It is clear that after getting the resource $\tilde{x}_{i}^{l}, i \in N$ player $S_{i}$ can instead of following the instructions made by $C_{0}$ (choose $\left.\tilde{y}_{i}^{l}\left(\tilde{x}^{l}\right)\right)$ improve his payoff by choosing $\tilde{\tilde{y}}_{i}^{l}\left(\tilde{x}^{l}\right)$ such that

$$
\begin{aligned}
& \hat{H}_{i}=\max _{y_{i}^{l} \in Y_{i}\left(\tilde{x}^{\prime}\right)} H_{i}\left(\tilde{x}^{l}, \tilde{y}_{1}^{l}\left(\tilde{x}^{l}\right), \ldots, \tilde{y}_{i-1}^{l}\left(\tilde{x}^{l}\right), y_{i}^{l}, \tilde{y}_{i+1}^{l}\left(\tilde{x}^{l}\right), \ldots, \tilde{y}_{n}^{l}\left(\tilde{x}^{l}\right)\right)= \\
& H_{i}\left(\tilde{x}^{l}, \tilde{y}_{1}^{l}\left(\tilde{x}^{l}\right), \ldots, \tilde{y}_{i-1}^{l}\left(\tilde{x}^{l}\right), \tilde{\tilde{y}}_{i}^{l}\left(\tilde{x}^{l}\right), \tilde{y}_{i+1}^{l}\left(\tilde{x}^{l}\right), \ldots, \tilde{y}_{n}^{l}\left(\tilde{x}^{l}\right)\right) \geq \\
& H_{i}\left(\tilde{x}^{l}, \tilde{y}_{1}^{l}\left(\tilde{x}^{l}\right), \ldots, \tilde{y}_{i-1}^{l}\left(\tilde{x}^{l}\right), \tilde{y}_{i}^{l}\left(\tilde{x}^{l}\right), \tilde{y}_{i+1}^{l}\left(\tilde{x}^{l}\right), \ldots, \tilde{y}_{n}^{l}\left(\tilde{x}^{l}\right)\right)=H_{i}
\end{aligned}
$$

But on the next stage and always after (in the infinite game) $C_{0}$ can punish $S_{i}$ by sending him the resource $\tilde{\tilde{x}}=0$.

Thus we can now define the Nash equilibrium E2.
Definition 1. In each stage game, players chose strategy profile ( $\tilde{x}, \tilde{y}_{1}(\tilde{x}), \ldots$, $\left.\tilde{y}_{m}(\tilde{x})\right)$ if on the previous stage the same profile was chosen. If on the previous stage one of the players $S_{i}$ chooses $y_{i}^{l}, y_{i}^{l} \neq \tilde{y}_{i}^{l}(\tilde{x})$ then $\tilde{x}_{k}^{l}=0$, for all $k \geq l$.

Prove that there always exist such $\bar{\delta}$, that for $\delta \in(\bar{\delta}, 1)$ player $S_{i}$ deviating from the prescribed behavior $\tilde{y}_{i}^{l}(\bar{x})$ will loose in the infinitely repeated game. The proof is very similar to the standard proof of Folk theorem. We present it here for better understanding of what follows.

Deviating on stage $l$ player $S_{i}$ can get at most $\hat{H}_{i}$, but in all other stages he will be punished by $C_{0}$ by sending him the resource $x_{i}=0$.

This can be seen from the following inequalities. If player $S_{i}$ does not deviate he gets

$$
H_{i}^{\infty}=\sum_{m=1}^{\infty} \delta^{m-1}\left(\beta_{i}, \tilde{y}_{i}\left(\tilde{x}_{i}\right)\right)=\left(\beta_{i}, \tilde{y}_{i}\left(\tilde{x}_{i}\right)\right) \frac{1}{1-\delta}
$$

If $S_{i}$ deviates of stage $l$, he will get at most

$$
\sum_{t=1}^{l-1} \delta^{t-1}\left(\beta_{i}, \tilde{y}_{i}\left(\tilde{x}_{i}\right)\right)+\delta^{l} \hat{H}_{i}=\hat{H}_{i}^{\infty}
$$

We have

$$
H_{i}^{\infty}=\sum_{t=1}^{l-1} \delta^{t-1}\left(\beta_{i}, \tilde{y}_{i}\left(\tilde{x}_{i}\right)\right)+\sum_{t=l}^{\infty} \delta^{t-1}\left(\beta_{i}, \tilde{y}_{i}\left(\tilde{x}_{i}\right)\right)
$$

the payoff of $S_{i}$ if he follows the behavior prescribed by $C_{0}$. To prove that $H_{i}^{\infty} \geq \hat{H}_{i}^{\infty}$ we have to show that

$$
\begin{gathered}
\delta^{l} \hat{H}_{i} \leq \delta^{l-1} \sum_{l=1}^{\infty} \delta^{l-1}\left(\beta_{i}, \tilde{y}_{i}\left(\tilde{x}_{i}\right)\right)=\delta^{l-1} H_{i}^{\infty} \\
\delta \hat{H}_{i} \leq H_{i}^{\infty}=\left(\beta_{i}, \bar{y}_{i}\left(\bar{x}_{i}\right)\right) \frac{1}{1-\delta}
\end{gathered}
$$

The last inequality proves the theorem, since $\delta \in(0,1)$ and the existence of $\bar{\delta}$ follows from previous inequality.

Thus the following theorem holds.
Theorem 1. In two-level infinite repeated game $\Gamma^{\infty}$ there exists such $\bar{\delta} \in(0,1)$, that for all $\delta \in(\bar{\delta}, 1)$, the strategy profile $\left(\tilde{x}(\cdot), \tilde{y}_{1}(\cdot), \ldots, \tilde{y}_{n}(\cdot)\right)$ will be Nash equilibrium.

It is possible to modify this Nash equilibrium when the player $C_{0}$ dictates his conditions for the first $k$ stages, and the rest of the stages use the Nash equilibrium $E 1$ strategies in stage game we considered earlier.

Another type of Nash equilibrium E3 consists of using "'threat" strategies by players $S_{1}, \ldots, S_{i}, \ldots, S_{n}$. They have the following form in each stage game fix a resource vector $\overline{\bar{x}}=\left(\overline{\bar{x}}_{1}, \ldots, \overline{\bar{x}}_{i}, \ldots, \overline{\bar{x}}_{n}\right)$, and define

$$
\overline{\bar{y}}_{i}\left(x_{i}\right)=\left\{\begin{array}{cc}
y_{i}^{*}\left(\overline{\bar{x}}_{i}\right), & x_{i}=\overline{\bar{x}}_{i} \\
0, & x \neq \overline{\bar{x}}
\end{array}\right.
$$

Here $y_{i}^{*}$ is solution of (1). Players $S_{i}, i=1, \ldots, n$ can declare in the beginning of stage game, that they will use strategies $\overline{\bar{y}}_{i}\left(x_{i}\right), i=1, \ldots, n$. Then feeling the threat $C_{0}$ will be forced to use $\overline{\bar{x}}=\left(\overline{\bar{x}}_{1}, \ldots, \overline{\bar{x}}_{i}, \ldots, \overline{\bar{x}}_{n}\right)$, in either case he can get zero payoff. In this Nash equilibrium $C_{0}$ is forced to deliver resources $\overline{\bar{x}}=\left(\overline{\bar{x}}_{1}, \ldots, \overline{\bar{x}}_{i}, \ldots, \overline{\bar{x}}_{n}\right)$ to players $S_{1}, \ldots, S_{i}, \ldots, S_{n}$, since in either case his payoff will be 0 .

Theorem 2. The strategy profile ( $\left.\overline{\bar{x}}, \overline{\bar{y}}_{1}(x), \ldots, \overline{\bar{y}}_{i}(x), \ldots, \overline{\bar{y}}_{n}(x)\right)$ is Nash equilibrium in $\Gamma$ and the repetition of it in each stage in infinitely repeated game $G$ is Nash equilibrium in $G$.

Proof. Since $\overline{\bar{y}}_{i}\left(\overline{\bar{x}}_{i}\right)=y_{i}^{*}\left(\overline{\bar{x}}_{i}\right)$ is strategy of player $S_{i}$ which maximaze his payoff under the condition that he gets the resource $\overline{\bar{x}}_{i}$ (see (1)), the individual deviation of $S_{i}$ from $\overline{\bar{y}}_{i}(\overline{\bar{x}})$ cannot increase his payoff. If $C_{0}$ deviates from $\overline{\bar{x}}$ (if $C_{0}$ will not follow the prescribed by $S_{1}, \ldots, S_{i}, \ldots, S_{n}$ behavior $\overline{\bar{x}}$ ) he will get zero payoff since in this case player $S_{i}$ will stop production by putting $\overline{\bar{y}}_{i}(x)=0, x \neq \overline{\bar{x}}$.

## 4 Cooperation in Infinitely Repeated Game

Consider now the cooperation in infinitely repeated stage game $G$. Suppose that players decide to cooperate and maximize the sum of their payoffs in $G$, this is equivalent to the maximization of joint payoff in each stage game. Denote the corresponding strategy profile by

$$
\left(\tilde{\tilde{x}}, \tilde{\tilde{y}}_{1}(x), \ldots, \tilde{\tilde{y}}_{i}(x), \ldots, \tilde{\tilde{y}}_{n}(x)\right)
$$

We have
$\max _{x, y_{1}(x), \ldots, y_{n}(x)}\left[\sum_{i=1}^{n}\left(\alpha_{i}, y_{i}\left(x_{i}\right)\right)+\sum_{i=1}^{n}\left(\beta_{i}, y_{i}\left(x_{i}\right)\right)\right]=\sum_{i=1}^{n}\left(\alpha_{i}, \tilde{\tilde{y}}_{i}\left(\tilde{\tilde{x}}_{i}\right)\right)+\sum_{i=1}^{n}\left(\beta_{i}, \tilde{\tilde{y}}_{i}\left(\tilde{\tilde{x}}_{i}\right)\right)$
under conditions

$$
\begin{aligned}
& \sum_{i=1}^{n} x_{i} \leq q \\
& y_{i} P_{i} \leq x_{i} \\
& x_{i} \geq 0, \quad y_{i} \geq 0, \quad i=1, \ldots, n
\end{aligned}
$$

The cooperative payoff in infinitely repeated game $G$ will be

$$
\begin{array}{r}
\sum_{l=1}^{\infty} \sum_{i=1}^{n} \delta^{l-1}\left(\left(\alpha_{i}, \tilde{\tilde{y}}_{i}\left(\tilde{\tilde{x}}_{i}\right)\right)+\left(\beta_{i}, \tilde{\tilde{y}}_{i}\left(\tilde{\tilde{x}}_{i}\right)\right)\right)=\sum_{l=1}^{\infty} \sum_{i=1}^{n} \delta^{l-1}\left(\left(\alpha_{i}+\beta_{i}\right), \tilde{\tilde{y}}_{i}\left(\tilde{\tilde{x}}_{i}\right)\right) \\
=V\left(C_{0}, S_{1}, \ldots, S_{n}\right)
\end{array}
$$

Denote by $\bar{N}=\left\{C_{0}, S_{1}, \ldots, S_{\underline{n}}\right\}$ the set of players in game $G$. Introduce the following notations. Let $S \subset \bar{N}, C_{0} \notin S$ denote by $\bar{y}_{S}=\left\{\bar{y}_{i}, i \in S\right\}$ and similarly $\bar{y}_{N \backslash S}=\left\{\bar{y}_{i}, i \in N \backslash S\right\}$. The strategy profile $(\bar{x}, \bar{y}(\bar{x}))$ can be written as $\left(\bar{x}, \bar{y}_{S}, \bar{y}_{N \backslash S}\right)$.

Now we can give the definition of Strong Nash equilibrium (see $[1,13]$ ).
Definition 2. The strategy profile $\left(\bar{x}^{*}, \bar{y}_{1}^{*}(\bar{x}), \ldots, \bar{y}_{n}^{*}(\bar{x})\right)$ is called strong Nash equilibrium if for all $S \subset \bar{N}, \bar{y}_{S}, \bar{x}$ the following inequalities hold

$$
\sum_{i \in S} H_{i}^{\infty}\left(\bar{x}^{*}, \bar{y}^{*}(\bar{x})\right) \geq \sum_{i \in S} H_{i}^{\infty}\left(\bar{x}^{*}, \bar{y}_{S}(\bar{x}), \bar{y}_{\bar{N} \backslash S}^{*}(\bar{x})\right), \text { if } C_{0} \notin S,
$$

and

$$
\begin{aligned}
& H_{0}^{\infty}\left(\bar{x}^{*}, \bar{y}^{*}(\bar{x})\right)+\sum_{i \in S \backslash C_{0}} H_{i}^{\infty}\left(\bar{x}^{*}, \bar{y}^{*}(\bar{x})\right) \geq H_{0}^{\infty}\left(\bar{x}, \bar{y}_{S \backslash C_{0}}(\bar{x}), \bar{y}_{\bar{N} \backslash S}^{*}(\bar{x})\right) \\
& \quad+\sum_{i \in S \backslash C_{0}} H_{i}^{\infty}\left(\bar{x}, \bar{y}_{S \backslash C_{0}}(\bar{x}), \bar{y}_{\bar{N} \backslash S}^{*}(\bar{x})\right), \text { if } C_{0} \in S .
\end{aligned}
$$

Can this cooperative payoff be attained as a payoff in some specially constructed Nash equilibrium or Strong Nash Equilibrium [9]?

The construction of such Nash equilibrium or Strong Nash equilibrium is based on the so-called "punishment" strategies which will "punish" the deviating player for the deviation from cooperation. The case when the deviating player on stage $l$ became known on next stage is easier to investigate, and classical Folk theorem approaches can be used to construct such type of Nash Equilibrium (see the proof of Theorem 1). But if the deviating player or the deviating coalition is not known, the construction of punishment strategies is more complicated (see [9, 10]).

Consider for $C_{0} \in \bar{N}$, and $S_{i} \in \bar{N}, i \in 1, \ldots, m$ a family of zero-sum stage games $\Gamma_{\bar{N} \backslash C_{0}, C_{0}}\left(\Gamma_{\bar{N} \backslash S_{i}, S_{i}}\right)$ based on stage game $\Gamma$ between coalition $\bar{N} \backslash C_{0}$ $\left(\bar{N} \backslash S_{i}\right)$ as a first player and coalition consisting from a single player $\left\{C_{0}\right\}\left(\left\{S_{i}\right\}\right)$ as a second. The payoff of coalition $\bar{N} \backslash C_{0}\left(\bar{N} \backslash S_{i}\right)$ is equal to the sum of payoffs of players from this coalition. Denote by $\hat{x}\left(\hat{y}_{i}\right)$ minmax strategy of player $C_{0}\left(S_{i}\right)$ in this game. Consider the strategy profile

$$
\left(\hat{x}, \hat{y}_{1}, \ldots, \hat{y}_{i}, \ldots, \hat{y}_{n}\right)
$$

and define for each $S \subset \bar{N}$

$$
\bar{W}(S)=\max _{y_{S \backslash C_{0}}, x} \sum_{i \in S} H_{i}\left(x, \hat{y}_{\bar{N} \backslash S}, y_{S}\right), C_{0} \in S
$$

where $\hat{y}_{\bar{N} \backslash S}=\left\{\hat{y}_{i}, i \in \bar{N} \backslash S\right\}, y_{S}=\left\{y_{i}, i \in S\right\}$, and

$$
\bar{W}(S)=\max _{y_{S}} \sum_{i=0}^{n} H_{i}\left(\hat{x}, \hat{y}_{\bar{N} \backslash S}, y_{S}\right), C_{0} \notin S
$$

where $\hat{y}_{\bar{N} \backslash S}=\left\{\hat{y}_{i}, i \in \bar{N} \backslash S\right\}, y_{S}=\left\{y_{i}, i \in S \backslash C_{0}\right\}$.
Now we shall use the results from [10].
Suppose that there exist solution of the following inequalities

$$
\begin{align*}
& \sum_{i \in S} \alpha_{i}>\bar{W}(S), S \subset \bar{N}, S \neq \bar{N} \\
& \sum_{i \in \bar{N}} \alpha_{i}=\bar{W}(N)=V\left(C_{0}, S_{1}, \ldots, S_{n}\right) \tag{4}
\end{align*}
$$

Consider the modification $G^{\alpha}$ of game $G$. The difference between these two games consists only in stage game $\Gamma$ which is realized on each stage of the game. If the cooperative strategies

$$
\tilde{\tilde{x}}, \tilde{\tilde{y}}_{1}\left(x_{1}\right), \ldots, \tilde{\tilde{y}}_{i}\left(x_{i}\right), \ldots, \tilde{\tilde{y}}_{n}\left(x_{n}\right)
$$

are used the payoffs in stage game of game $G^{\alpha}$ are equal to $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, where $\alpha$ satisfies (4). For other strategy profiles in stage games in $G$ and $G^{\alpha}$ the payoffs coincide [9].

Theorem 3. Suppose the condition (4) holds and the deviation of a player from cooperation became known to non-deviating players on next stage (but the deviating player may not be identified), then there exists $\bar{\delta} \in(0,1)$ such that for all $\delta \in(\bar{\delta}, 1)$ in the game $G^{\alpha}$ there exist a strong Nash equilibrium with payoffs $\alpha_{i} \frac{1}{1-\delta}$. These payoffs coincide with payoffs in the game $G^{\alpha}$ when corresponding strategies are played.

For the proof of the theorem, the following "punishment" strategies for players $C_{0}, S_{1}, \ldots, S_{n}$ are proposed. They include the "punishment" of all players (except themselves) in case the deviation from cooperation by someone became clear, and continue this behavior in all remaining stage games. For example if $C_{0}$ on stage $l$ is informed about the deviation of someone he plays $x_{i} \equiv 0, i \in N$, in all stage games in stages $l+1, \ldots, l+k, \ldots$. If $S_{i}$ is informed about the deviation of someone he plays $y_{i}\left(x_{i}\right) \equiv 0$ in all stage games on stages $l+1, \ldots, l+k, \ldots$..

This way of behavior generates a Nash equilibrium and also strong Nash equilibrium in the infinitely repeated game $G^{\alpha}$ and strategically supports the cooperation because if this strategy profile is played the players not deviating from cooperation will get $\alpha_{i} \frac{1}{1-\delta}$, which is the allocation of cooperative payoff $V\left(C_{0}, S_{1}, \ldots, S_{n}\right)$. Denote this strong Nash equilibrium by $E 4$ (which is, of course, Nash equilibrium).

Consider now the cooperative version of stage game $\Gamma, \bar{\Gamma}$. Denote by $V(S)$, $S \subset \bar{N}$ characteristic function in cooperative stage game $\bar{\Gamma}$ defined as value of zero-sum game $\bar{\Gamma}_{S, \bar{N} \backslash S}$ played between coalition $S$ as first player and $\bar{N} \backslash S$ as second with payoff of coalition $S$ equal to the sum of payoffs of players from $S$.

If $S \subset\left\{S_{1}, \ldots, S_{n}\right\}$, then $V(S)=0$, since player $C_{0} \in \bar{N} \backslash S$ can always send zero resources to players from $S$ making their payoff equal to zero. Suppose now that $C_{0} \in S$. In this case, the optimal strategy of coalition $\bar{N} \backslash S$ playing in $\Gamma_{S, \bar{N} \backslash S}$ against $S$ will be to put the production vector $y_{i}(x) \equiv 0, i \in \bar{N} \backslash S$. In this case $V(S)$ will be equal to

$$
\begin{equation*}
\max _{x, y_{i}(x), i \in S} \sum_{i \in S}\left(\left(\alpha_{i}+\beta_{i}\right), y_{i}\left(x_{i}\right)\right) \tag{5}
\end{equation*}
$$

under conditions

$$
\begin{align*}
& \sum_{i \in S} x_{i} \leq q  \tag{6}\\
& y_{i} P_{i} \leq x_{i} \\
& x_{i} \geq 0, \quad y_{i} \geq 0, \quad i \in S
\end{align*}
$$

It is clear that the minmax strategy of player $S_{i} \in \bar{N} \backslash S$ in the game $\Gamma_{S, \bar{N} \backslash S}$ $y_{i}(x) \equiv 0$, coincides with the minmax strategy $\hat{y}_{i}(x)=0$ in the game $\Gamma_{\bar{N} \backslash S_{i}, S_{i}}$ when $S_{i}$ plays against coalition $\bar{N} \backslash S_{i}$. Then the value of $\bar{W}(S)$, if $C_{0} \in S$, as maximal guaranteed payoff of coalition $S$ against players from $\bar{N} \backslash S$ playing $\hat{y}_{i}(x) \equiv 0, i \in \bar{N} \backslash S$, will coincide with $V(S)$ defined by (5) and (6). Also in the case when $C_{0} \notin S, \hat{x}_{0}=0$, which gives us $\bar{W}(S)=0$, since in this case $C_{0}$ can deliver zero resources to all players $S_{i}, i \in \bar{N} \backslash C_{0}$ (playing the game $\Gamma_{\bar{N} \backslash C_{0}, C_{0}}$ ). Thus also in this case $\bar{W}(S)=V(S)$. This gives us the following theorem.
Theorem 4. In the cooperative game $\Gamma$, the function $\bar{W}(S), S \in \bar{N}$ coincides with characteristic function $V(S)$.

If vector $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ satisfies (4), then since $\bar{W}(S)=V(S)(S \subset \bar{N})$ this means that $\alpha$ belongs to the core of cooperative version of the game $\Gamma, \bar{\Gamma}$. Then Theorem 3 can be rewritten in the form.

Theorem 5. Suppose in game $\Gamma$ the core is not empty and contains an inner point $\alpha$, then there exist $\delta \in(0,1)$ such that in game $G^{\alpha}$ there exist strong Nash equilibrium with payoffs $\alpha_{i} \frac{1}{1-\delta}$. These coincide with payoffs in game $G^{\alpha}$ when cooperative strategies are played.

## 5 Conclusion

In the paper, we defined different types of Nash Equilibrium in the infinitely repeated hierarchical game $(E 1, E 2, E 3, E 4)$. It is interesting to investigate Subgame Perfectness of defined equilibriums. Remind that the Equilibrium is called Subgame Perfect [12] if its truncation on the subgame is equilibrium in this subgame.

If the behavior of players in the equilibrium is changing when the game passed from one stage to another the subgame perfectness property may not hold.

It is trivial that the equilibrium $E 1$ is subgame perfect, but $E 2$ is not since in case of deviation of one of players $S_{i}$, player $C_{0}$ will use on the next stages (in next
stage games) "punishment" strategy against the deviator and this combination of "punishment" and deviation is not an equilibrium in the subgame starting from the next stage game. The same is true also for the $E 4$ which strategically supports the cooperation. But it is interesting to mention that the $E 3$ in which "threat" strategies are used by players $S_{i}(i=1, \ldots, n)$, is subgame perfect. Indeed in any next stage game independent of the behavior of players on the previous stage (was the threat realized or not, was the deviation or not) the E3 suggests the same behavior of players in all following stage games. This implies subgame perfectness of $E 3$.

If players decide to use $E 1$ on some stages of the game and $E 3$ in all other cases (in other stages) one can easily verify that this kind of behavior also will be subgame perfect Nash equilibrium in the infinitely repeated hierarchical game. It seems that it is not possible to construct a Strong Nash Equilibrium (or even Nash Equilibrium) which strategically supports the cooperation in the infinitely repeated hierarchical game and in the same time is subgame perfect.

The results of this paper can be extended to the wide class of multistage hierarchical games when the next stage game is not necessary the repetition of the previous one, but the hierarchical game in which the parameters depend on strategies chosen in previous stage game. It seems that the results may be similar.

The considered games are simple game-theoretic models of social behavior and interactions between the government and the population, between the administration and the employers, the chief company and subordinate firms. We can see the realization of $E 1, E 2, E 3$ and $E 4$ in many real life situations around us.

## References

1. Aumann, R.J.: The core of a cooperative game without side payments. Trans. Am. Math. Soc. 98(3), 539-552 (1961)
2. Aumann, R.J., Maschler, M.: Repeated Games with Incomplete Information. MIT Press, Cambridge (1995)
3. Fudenberg, D., Maskin, E.: The folk theorem in repeated games with discounting or with incomplete information. Econometrica 54(3), 533-554 (1986)
4. Germeyer, Y.B.: Non-Zero Sum Games. Nauka, Moskva (1976). (in Russian)
5. Maschler, M., Solan, E., Zamir, S.: Game Theory. Cambridge University Press, Cambridge (2013)
6. Myerson, R.-B.: Multistage games with communication. Econometrica 54(2), 323358 (1986)
7. Nash, J.: Non-cooperative games. Ann. Math. 54(2), 286-295 (1951)
8. Petrosyan, L., Zenkevich, N., Gromova, E.: Game Theory, 2nd edn. BXVPetersburg, St Petersburg (2012)
9. Petrosyan, L., Chistyakov, S., Pankratova, Ya.: Existence of Strong Equilibrium in Repeated and Multistage Games, Constructive Nonsmooth Analysis and Related Topics (Dedicated to the Memory of V.F. Demyanov), CNSA 2017, SaintPetersburg, pp. 255-257 (2017). https://doi.org/10.1109/CNSA.2017.7974003
10. Petrosjan, L.A., Pankratova, Y.B.: Construction of Strong Equilibria in a class of infinite nonzero-sum games. Trudy Inst. Mat. Mekh. UrO RAN 24(1), 165-174 (2018)
11. Rubinstein, A.: Equilibrium in supergames. In: Megiddo, N. (ed.) Essays in Game Theory, pp. 17-27. Springer, New York (1994). https://doi.org/10.1007/978-1-4612-2648-2_2
12. Selten, R.: Multistage game models and delay supergames. Theory Decis. 44(1), 1-36 (1998)
13. Vasin, A.A.: Sil'nye situatsii ravnovesiya v nekotorykh sverkhigrakh. Vestnik Moskovskogo Universiteta, ser. Matem. I mekhanika, Vyp. 1, 30-39 (1978). (in Russian)

# Coalition Stability in Dynamic Multicriteria Games 

Anna Rettieva ${ }^{1,2(\boxtimes)}$ (1D)<br>1 Institute of Applied Mathematical Research Karelian Research Center of RAS, Pushkinskaya str. 11, 185910 Petrozavodsk, Russia annaret@krc.karelia.ru<br>${ }^{2}$ Saint-Petersburg State University, Universitetskaya nab. 7-9, 199034 Saint-Petersburg, Russia


#### Abstract

We consider a dynamic, discrete-time, game model where the players use a common resource and have different criteria to optimize. The coalition formation process in dynamic multicriteria games is considered. The characteristic function is constructed in two unusual forms under the assumption of informed players: all players decide simultaneously or members of coalitions are assumed to be the leaders and players decide sequentially. Internal and external stability concepts are adopted for dynamic multicriteria games to obtain new stability conditions. To illustrate the presented approaches a multicriteria bioresource management problem with a finite horizon is investigated.
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## 1 Introduction

Mathematical models involving more than one objective seem more adherent to real problems. Often players have more than one goal which are often not comparable. These situations are typical for game-theoretic models in economics and ecology. For example, in bioresource management problems the players wish to maximize their exploitation rates and to minimize the harm to the environment. Hence, a multicriteria game approach [11] helps to make decisions in multi-objective problems.

In this paper, we consider a dynamic, discrete-time, game model where the players use a common resource and have different criteria to optimize. First, we construct a multicriteria Nash equilibrium applying the bargaining concept (via Nash products) [6]. Then, we obtain multicriteria cooperative behavior as a solution of a Nash bargaining scheme with the multicriteria Nash equilibrium payoffs playing the role of status quo points [7].

[^38]The coalition formation process in multicriteria dynamic games is considered. Two ways to construct the players' strategies are presented: all players decide simultaneously (Nash-Cournot strategies) or members of coalitions are assumed to be the leaders and players decide sequentially (Stackelberg strategies). Furthermore, the characteristic function is constructed in an unusual form: the players outside the coalition $S$ determine new Nash strategies in the game with $N \backslash S$ players. This case corresponds to the situation when players know that coalition $S$ was formed.

We extend the internal and external stability concepts [3] to multicriteria dynamic games. The conditions for coalition stability are presented.

To illustrate the presented approaches a multicriteria bioresource management problem with the finite horizon is investigated. In harvesting problems cooperation (partial cooperation) is very important for minimizing the load on the stock. As it was shown (for example, see $[8,9]$ ) cooperative behavior is profitable for the players and improves the ecological situation. Hence, from the social point of view, the coalitions that are internally stable are more preferable.

Further exposition has the following structure. Section 2 describes the noncooperative and cooperative solution concepts for a finite horizon multicriteria dynamic game with many players in discrete time. The coalition formation process and coalition stability conditions for a multicriteria dynamic game are presented in Sect. 3. A bicriteria discrete-time game-theoretic bioresource management model (harvesting problem) with a finite planning horizon is treated in Sect.4. Finally, Sect. 5 provides the basic results and their discussion.

## 2 Dynamic Multicriteria Game with the Finite Horizon

Consider a multicriteria dynamic game with the finite horizon in discrete time. Let $N=\{1, \ldots, n\}$ players exploit a common resource and each of them wishes to optimize $k$ different criteria. The state dynamics is in the form

$$
\begin{equation*}
x_{t+1}=f\left(x_{t}, u_{1 t}, \ldots, u_{n t}\right), \quad x_{0}=x \tag{1}
\end{equation*}
$$

where $x_{t} \geq 0$ is the resource size at time $t \geq 0, f\left(x_{t}, u_{1 t}, \ldots, u_{n t}\right)$ denotes the natural growth function, and $u_{i t} \geq 0$ gives the exploitation rate of player $i$ at time $t, i \in N$.

Denote $u_{t}=\left(u_{1 t}, \ldots, u_{n t}\right)$. Each player has $k$ goals to optimize. The players' payoffs on finite planning horizon $[0, m]$ are defined as

$$
J_{i}=\left(\begin{array}{c}
J_{i}^{1}=\sum_{t=0}^{m} \delta^{t} g_{i}^{1}\left(u_{t}\right)  \tag{2}\\
\cdots \\
J_{i}^{k}=\sum_{t=0}^{m} \delta^{t} g_{i}^{k}\left(u_{t}\right)
\end{array}\right), i \in N
$$

where $g_{i}^{j}\left(u_{t}\right) \geq 0$ gives the instantaneous utility, $j=1, \ldots, k, i \in N, \delta \in(0,1)$ denotes the discount factor.

### 2.1 Multicriteria Nash Equilibrium

We design the noncooperative behavior in dynamic multicriteria game applying the Nash bargaining products [6]. Therefore, we begin with the construction of guaranteed payoffs which play the role of status quo points.

The possible concepts to determine the guaranteed payoffs for the game with two players were presented in [6]. It was shown that the variant where the guaranteed payoffs are determined as Nash equilibrium is beneficial for both players and, moreover, improves the ecological situation. Therefore, for the multicriteria game with $n$ players, we adopt this concept of guaranteed payoff points construction. Namely,
$G_{1}^{1}, \ldots, G_{n}^{1}$ are the Nash equilibrium payoffs in the dynamic game $\left\langle x, N,\left\{U_{i}\right\}_{i=1}^{n},\left\{J_{i}^{1}\right\}_{i=1}^{n}\right\rangle$,
$G_{1}^{k}, \ldots, G_{n}^{k}$ are the Nash equilibrium payoffs in the dynamic game $\left\langle x, N,\left\{U_{i}\right\}_{i=1}^{n},\left\{J_{i}^{k}\right\}_{i=1}^{n}\right\rangle$,
where the state dynamics is in the form (1).
To construct multicriteria payoff functions, we adopt the Nash products. The role of the status quo points belongs to the guaranteed payoffs of the players:

$$
\begin{aligned}
& H_{1}\left(u_{1 t}, \ldots, u_{n t}\right)=\left(J_{1}^{1}\left(u_{1 t}, \ldots, u_{n t}\right)-G_{1}^{1}\right) \cdot \ldots \cdot\left(J_{1}^{k}\left(u_{1 t}, \ldots, u_{n t}\right)-G_{1}^{k}\right), \\
& H_{n}\left(u_{1 t}, \ldots, u_{n t}\right)=\left(J_{n}^{1}\left(u_{1 t}, \ldots, u_{n t}\right)-G_{n}^{1}\right) \cdot \ldots \cdot\left(J_{n}^{k}\left(u_{1 t}, \ldots, u_{n t}\right)-G_{n}^{k}\right)
\end{aligned}
$$

Definition 1. A strategy profile $u_{t}^{N}=\left(u_{1 t}^{N}, \ldots, u_{n t}^{N}\right)$ is called a multicriteria Nash equilibrium [6] of the problem (1), (2) if

$$
\begin{equation*}
H_{i}\left(u_{t}^{N}\right) \geq H_{i}\left(u_{1 t}^{N}, \ldots, u_{i-1 t}^{N}, u_{i t}, u_{i+1 t}^{N}, \ldots, u_{n t}^{N}\right) \forall u_{i t} \in U_{i}, i \in N \tag{3}
\end{equation*}
$$

### 2.2 Multicriteria Cooperative Behavior

The multicriteria cooperative strategies are obtained as a solution of a Nash bargaining scheme with the multicriteria Nash equilibrium payoffs playing the role of status quo points [7].

First, we have to determine noncooperative payoffs as players' gains when they apply multicriteria Nash equilibrium strategies $u_{t}^{N}$ :

$$
J_{1}^{N}=\left(\begin{array}{c}
J_{1}^{1 N}=\sum_{t=0}^{m} \delta^{t} g_{1}^{1}\left(u_{t}^{N}\right) \\
\ldots \\
J_{1}^{k N}=\sum_{t=0}^{m} \delta^{t} g_{1}^{k}\left(u_{t}^{N}\right)
\end{array}\right), \ldots, J_{n}^{N}=\left(\begin{array}{c}
J_{n}^{1 N}=\sum_{t=0}^{m} \delta^{t} g_{n}^{1}\left(u_{t}^{N}\right) \\
\ldots \\
J_{n}^{k N}=\sum_{t=0}^{m} \delta^{t} g_{n}^{k}\left(u_{t}^{N}\right)
\end{array}\right)
$$

Then, we construct a Nash product where the sum of players' noncooperative payoffs plays a role of the status quo point. To design the cooperative behavior we adopt a Nash bargaining solution, hence it is required to solve the next problem:

$$
\begin{align*}
& \left(\sum_{i=1}^{n} J_{i}^{1 c}\left(u_{t}^{c}\right)-\sum_{i=1}^{n} J_{i}^{1 N}\left(u_{t}^{N}\right)\right) \cdot \ldots \cdot\left(\sum_{i=1}^{n} J_{i}^{k c}\left(u_{t}^{c}\right)-\sum_{i=1}^{n} J_{i}^{k N}\left(u_{t}^{N}\right)\right) \\
& \quad=\left(\sum_{t=0}^{m} \delta^{t} \sum_{i=1}^{n} g_{i}^{1}\left(u_{t}^{c}\right)-\sum_{i=1}^{n} J_{i}^{1 N}\left(u_{t}^{N}\right)\right) \cdot \ldots \\
& \quad \cdot\left(\sum_{t=0}^{m} \delta^{t} \sum_{i=1}^{n} g_{i}^{k}\left(u_{t}^{c}\right)-\sum_{i=1}^{n} J_{i}^{k N}\left(u_{t}^{N}\right)\right) \rightarrow \max _{u_{t}^{x}} . \tag{4}
\end{align*}
$$

Definition 2. A strategy profile $u_{t}^{c}=\left(u_{1 t}^{c}, \ldots, u_{n t}^{c}\right)$ is called a multicriteria cooperative equilibrium [7] of the problem (1), (2) if it solves the problem (4).

## 3 Coalition Formation Process

We consider a coalition formation process in dynamic multicriteria games. Let assume that a coalition $S$ is formed. Two ways to construct the players' strategies are considered: all players decide simultaneously (Nash-Cournot strategies) or members of coalitions are assumed to be the leaders and players decide sequentially (Stackelberg strategies). Moreover, the characteristic function is constructed in an unusual form: players outside the coalition $S$ determine new Nash strategies in the game with $N \backslash S$ players. This case corresponds to the situation when players know that coalition $S$ was formed. The sizes of stable coalitions are the subjects of investigation.

### 3.1 Nash-Cournot Strategies

Under the first approach, players decide simultaneously. Hence, to determine the cooperative behavior of coalition $S$ and the singletons' strategies $u_{i t}^{N}, i \in N \backslash S$, it is required to solve the next problems:

$$
\begin{align*}
& \left(\sum_{i \in S} J_{i}^{1 S}\left(\tilde{u}_{t}\right)-\sum_{i \in S} J_{i}^{1 N}\left(\tilde{u}_{t}\right)\right) \cdot \ldots \cdot\left(\sum_{i \in S} J_{i}^{k c}\left(\tilde{u}_{t}\right)-\sum_{i \in S} J_{i}^{k N}\left(\tilde{u}_{t}\right)\right) \\
& \quad=\left(\sum_{t=0}^{m} \delta^{t} \sum_{i \in S} g_{i}^{1}\left(\tilde{u}_{t}\right)-\sum_{i \in S} J_{i}^{1 N}\left(\tilde{u}_{t}\right)\right) \cdot \ldots \\
& \quad \cdot\left(\sum_{t=0}^{m} \delta^{t} \sum_{i \in S} g_{i}^{k}\left(\tilde{u}_{t}\right)-\sum_{i \in S} J_{i}^{k N}\left(\tilde{u}_{t}\right)\right) \rightarrow \max _{u_{i t}, i \in S}  \tag{5}\\
& \left(J_{i}^{1}\left(\tilde{u}_{t}\right)-G_{i}^{1}\right) \cdot \ldots \cdot\left(J_{i}^{k}\left(\tilde{u}_{t}\right)-G_{i}^{k}\right) \longrightarrow \max _{u_{i t}^{N}, i \in N \backslash S}, i \in N \backslash S \tag{6}
\end{align*}
$$

under the dynamics:

$$
x_{t+1}=f\left(\tilde{u}_{t}\right), x_{0}=x
$$

where

$$
\tilde{u}_{t}=\left\{\begin{array}{l}
u_{i t}, \quad i \in S, \\
u_{i t}^{N}, i \in N \backslash S .
\end{array}\right.
$$

Denote the cooperative strategies of the coalition $S$ 's members as $u_{t}^{S}=$ $\left(u_{i t}^{S}\right)_{i \in S}$ and the strategies of singletons as $u_{t}^{N S}=\left(u_{i t}^{N}\right)_{i \in N \backslash S}$.

### 3.2 Stackelberg Strategies

We assume that members of coalitions are the leaders and players decide sequentially. So, at first, singletons determine the Nash equilibrium strategies under the assumption that cooperative strategies are known. After that, the coalition members determine their behavior.
(I) Coalition members' strategies $u_{i t}^{s}, i \in S$ are fixed. Singletons solve the next problems:

$$
\begin{equation*}
\left(J_{i}^{1}\left(\tilde{u}_{t}\right)-G_{i}^{1}\right) \cdot \ldots \cdot\left(J_{i}^{k}\left(\tilde{u}_{t}\right)-G_{i}^{k}\right) \longrightarrow \max _{u_{i t}, i \in N \backslash S}, i \in N \backslash S, \tag{7}
\end{equation*}
$$

where

$$
\tilde{u}_{t}= \begin{cases}u_{i t}^{s}, & i \in S, \\ u_{i t}, & i \in N \backslash S,\end{cases}
$$

under the dynamics:

$$
x_{t+1}=f\left(\tilde{u}_{t}\right), x_{0}=x .
$$

Denote the obtained strategies as $\tilde{u}_{i t}^{N}, i \in N \backslash S$.
(II) To determine the cooperative behavior of coalition $S$, it is required to solve the next problem:

$$
\begin{align*}
& \left(\sum_{i \in S} J_{i}^{1 S}\left(\tilde{u}_{t}\right)-\sum_{i \in S} J_{i}^{1 N}\left(\tilde{u}_{t}\right)\right) \cdot \ldots \cdot\left(\sum_{i \in S} J_{i}^{k S}\left(\tilde{u}_{t}\right)-\sum_{i \in S} J_{i}^{k N}\left(\tilde{u}_{t}\right)\right) \\
& \quad=\left(\sum_{t=0}^{m} \delta^{t} \sum_{i \in S} g_{i}^{1}\left(\tilde{u}_{t}\right)-\sum_{i \in S} J_{i}^{1 N}\left(\tilde{u}_{t}\right)\right) \cdot \ldots \\
& \quad \cdot\left(\sum_{t=0}^{m} \delta^{t} \sum_{i \in S} g_{i}^{k}\left(\tilde{u}_{t}\right)-\sum_{i \in S} J_{i}^{k N}\left(\tilde{u}_{t}\right)\right) \rightarrow \max _{u_{i t}, i \in S} \tag{8}
\end{align*}
$$

where

$$
\tilde{u}_{t}=\left\{\begin{array}{l}
u_{i t}, \quad i \in S, \\
\tilde{u}_{i t}^{N}, \quad i \in N \backslash S .
\end{array}\right.
$$

Denote the cooperative strategies of the coalition $S$ 's members as $u_{t}^{S}=$ $\left(\tilde{u}_{i t}^{S}\right)_{i \in S}$ and the strategies of singletons as $u_{t}^{N S}=\left(\tilde{u}_{i t}^{N}\right)_{i \in N \backslash S}$.

Note that under presented concepts there is no need to distribute cooperative payoff of coalition $S$ among its members as the vector payoff $J_{i}^{S}(\cdot)=$ $\left(J_{i}^{1 S}(\cdot), \ldots, J_{i}^{k S}(\cdot)\right)$ of coalition member $i \in S$ is directly obtained from the schemes of characteristic function construction.

### 3.3 Coalition Stability

The stability concept (internal and external stability) was presented in [3]. Here we adopt these concepts for multicriteria dynamic games to define stable coalitions.

Definition 3. Coalition $S$ is internally stable if $\neg \exists i \in S$ :

$$
\begin{equation*}
J_{i}^{S}\left(u_{t}^{S}, u_{t}^{N S}\right)<J_{i}^{N}\left(u_{t}^{S \backslash\{i\}}, u_{t}^{N S \backslash\{i\}}\right) . \tag{9}
\end{equation*}
$$

Coalition $S$ is externally stable if $\neg \exists i \in N \backslash S$ :

$$
\begin{equation*}
J_{i}^{N}\left(u_{t}^{S}, u_{t}^{N S}\right)<J_{i}^{S \cup\{i\}}\left(u_{t}^{S \cup\{i\}}, u_{t}^{N S \cup\{i\}}\right) . \tag{10}
\end{equation*}
$$

Here $a<b \Leftrightarrow a_{j}<b_{j}, \forall j=1, \ldots, k$.
Internal stability means that no coalition member wishes to leave the coalition and become a singleton. External stability means that no singleton wishes to join the coalition.

Definition 4. Coalition $S$ is stable if conditions (9), (10) are fulfilled.
Next, we consider a dynamic multicriteria model related with the bioresource management problem (harvesting) to show how the suggested concepts work.

## 4 Dynamic Multicriteria Bioresource Management Model

Consider a bicriteria discrete-time dynamic bioresource management model with $n$ players and fixed harvesting times. Suppose that the players (countries or fishing firms) harvest a fish stock during finite time horizon $[0, m]$. The fish population evolves according to the equation

$$
\begin{equation*}
x_{t+1}=\varepsilon x_{t}-u_{1 t}-\ldots-u_{n t}, \quad x_{0}=x \tag{11}
\end{equation*}
$$

where $x_{t} \geq 0$ is the population size at time $t \geq 0, \varepsilon \geq 1$ denotes the natural birth rate, and $u_{i t} \geq 0$ gives the catch of player $i$ at time $t \geq 0, i \in N=\{1, \ldots, n\}$.

Each player has two goals to optimize: they wish to maximize their profit from selling fish and minimize the catching cost. Suppose that the market price of the resource differs for the players, but their costs are identical and depend on players' catches. Specifically, the payoff functions of the players over the finite time horizon are defined by

$$
\begin{equation*}
J_{1}=\binom{J_{1}^{1}=\sum_{t=0}^{m} \delta^{t} p_{1} u_{1 t}}{J_{1}^{2}=-\sum_{t=0}^{m} \delta^{t} c u_{1 t}^{2}}, \ldots, J_{n}=\binom{J_{n}^{1}=\sum_{t=0}^{m} \delta^{t} p_{n} u_{n t}}{J_{n}^{2}=-\sum_{t=0}^{m} \delta^{t} c u_{n t}^{2}}, \tag{12}
\end{equation*}
$$

where, for $i \in N, p_{i} \geq 0$ is the market price of the resource for player $i, c \geq 0$ indicates the catching cost, and $\delta \in(0,1)$ denotes the discount factor.

### 4.1 Multicriteria Nash Equilibrium

We begin with the construction of guaranteed payoffs applying one of the variants of their determination [6]. Under this approach, the guaranteed payoff points $G_{1}^{1}, \ldots, G_{n}^{1}$ are defined as the Nash equilibrium in the dynamic game $\left\langle x, N,\left\{U_{i}\right\}_{i=1}^{n},\left\{J_{i}^{1}\right\}_{i=1}^{n}\right\rangle$. As this game is linear the equilibrium exists and is unique. Applying the Bellman principle and assuming the value functions and the strategies have the linear forms, we get the solution

$$
u_{1 t}=\ldots=u_{n t}=\frac{\varepsilon-1}{n-1} x_{t}
$$

and the dynamics becomes

$$
x_{t}=\left(\frac{n-\varepsilon}{n-1}\right)^{t} x_{0} .
$$

Hence, the guaranteed payoff points take the forms

$$
\begin{equation*}
G_{1}^{1}=p_{1} A x_{0}, \ldots, G_{n}^{1}=p_{n} A x_{0}, \tag{13}
\end{equation*}
$$

where

$$
A=\frac{\varepsilon-1}{n-1} \frac{(\delta(n-\varepsilon))^{m+1}+(n-1)^{m+1}}{(n-1)^{m}(\delta(n-\varepsilon)-n+1)} .
$$

By analogy, determining the Nash equilibrium in the dynamic (linearquadratic) game with the second criteria of all players $\left\langle x, N,\left\{U_{i}\right\}_{i=1}^{n},\left\{J_{i}^{2}\right\}_{i=1}^{n}\right\rangle$ (linear-quadratic, hence the equilibrium exists and is unique), we get $n$ more guaranteed payoff points

$$
\begin{equation*}
G_{1}^{2}=\ldots=G_{n}^{2}=G x_{0}^{2} \tag{14}
\end{equation*}
$$

where

$$
\begin{aligned}
G= & -c\left(\frac{2 n-\varepsilon^{2}+\varepsilon \sqrt{4 n^{2}+\varepsilon^{2}-4 n}}{n\left(-\varepsilon+\sqrt{4 n^{2}+\varepsilon^{2}-4 n}\right)}\right)^{2} . \\
& \frac{(2 \delta n)^{m+1}-\left(\varepsilon-\sqrt{4 n^{2}+\varepsilon^{2}-4 n}\right)^{m+1}}{\left(\varepsilon-\sqrt{4 n^{2}+\varepsilon^{2}-4 n}\right)^{m}\left(2 \delta n-\varepsilon+\sqrt{4 n^{2}+\varepsilon^{2}-4 n}\right.} .
\end{aligned}
$$

According to Definition 1, in order to determine the multicriteria Nash equilibrium of problem $(11),(12)$ it is required to solve the next problem:

$$
\begin{array}{r}
p_{1}\left(\sum_{t=0}^{m} \delta^{t} u_{1 t}-A x\right)\left(-c \sum_{t=0}^{m} \delta^{t} u_{1 t}^{2}-G x^{2}\right) \rightarrow \max _{u_{1 t}} \\
\cdots \\
p_{n}\left(\sum_{t=0}^{m} \delta^{t} u_{n t}-A x\right)\left(-c \sum_{t=0}^{m} \delta^{t} u_{n t}^{2}-G x^{2}\right) \rightarrow \max _{u_{n t}} .
\end{array}
$$

Considering the process starting from one-step till $m$-step game and seeking the strategies in linear form, we get the multicriteria Nash equilibrium.

Proposition 1. The multicriteria Nash equilibrium strategies in the problem (11), (12) have the forms $u_{i t}^{N}=\gamma_{i t}^{N} x_{t}, i \in N$,

$$
\begin{equation*}
\gamma_{1 t}^{N}=\ldots=\gamma_{n t}^{N}=\gamma_{t}^{N}=\frac{\varepsilon^{t-1} \gamma_{1}}{1+n \gamma_{1} \sum_{j=0}^{t-2} \varepsilon^{j}} \tag{15}
\end{equation*}
$$

The players' strategy on the last step $\gamma_{1}^{N}$ is determined from the next equation

$$
\begin{aligned}
-2 c \gamma_{1} & \prod_{i=2}^{m}\left(\varepsilon-n \gamma_{i}\right)\left[\sum_{i=0}^{m-1} \delta^{i} \gamma_{m-i} \prod_{j=m+1-i}^{m}\left(\varepsilon-n \gamma_{j}\right)-A\right] \\
& +\left[-c \sum_{i=0}^{m-1} \delta^{i} \gamma_{m-i}^{2} \prod_{j=m+1-i}^{m}\left(\varepsilon-n \gamma_{j}\right)^{2}-G\right]=0
\end{aligned}
$$

### 4.2 Cooperative Behavior

To construct the cooperative payoffs and strategies the Nash bargaining solution is applied [7]. First, we have to determine noncooperative payoffs as the players' gains when they apply multicriteria Nash strategies. Then, we construct a Nash product where the sum of players' noncooperative payoffs plays a role of the status quo points.

According to Proposition 1, the noncooperative payoffs have the forms

$$
\begin{array}{r}
J_{i}^{1 N}(x)=\sum_{t=0}^{m} \delta^{t} p_{i} \gamma_{t}^{N} x_{0}, i \in N, \\
J_{1}^{2 N}(x)=\ldots=J_{2}^{2 N}(x)=-c \sum_{t=0}^{m} \delta^{t} \gamma_{t}^{N} x_{0}^{2} .
\end{array}
$$

According to Definition 2, in order to construct the cooperative strategies it is required to solve the problem (4). Hence,
$\left(\sum_{t=0}^{m} \delta^{t}\left(p_{1} u_{1 t}^{c}+\ldots+p_{n} u_{n t}^{c}\right)-P x\right)\left(-c \sum_{t=0}^{m} \delta^{t}\left(\left(u_{1 t}^{c}\right)^{2}+\ldots+\left(u_{n t}^{c}\right)\right)^{2}-K x^{2}\right) \rightarrow \max _{u_{1 t}^{c}, \ldots, u_{n t}^{c}}$, where $P=\left(p_{1}+\ldots+p_{n}\right) \sum_{t=0}^{m} \delta^{t} \gamma_{t}^{N}, K=-n c \sum_{t=0}^{m} \delta^{t}\left(\gamma_{t}^{N}\right)^{2}$.

Considering the process starting from one-step till $m$-step game and seeking the strategies in linear form, we construct cooperative behavior.
Proposition 2. The multicriteria cooperative strategies in the problem (11), (12) take the forms $u_{i t}^{c}=\gamma_{i t}^{c} x_{t}, i \in N$,

$$
\begin{align*}
\gamma_{1 t}^{c} & =\frac{p_{1} \varepsilon^{t-1} \gamma_{11}^{c}}{p_{1}+\gamma_{11}^{c} \sum_{j=0}^{t-2} \varepsilon^{j} \sum_{i=1}^{p} p_{i}}, t=2, \ldots, m \\
\gamma_{j t}^{c} & =\frac{p_{j}}{p_{1}} \gamma_{1 t}^{c}, j=2, \ldots, n, t=1, \ldots, m \tag{16}
\end{align*}
$$

and the first player's strategy on the last step $\gamma_{11}^{c}$ is determined from the equation

$$
\begin{aligned}
& p_{1}\left[-c \sum_{i=2}^{m} \delta^{m-i} \sum_{l=1}^{n}\left(\gamma_{l i}^{c}\right)^{2} \prod_{j=i+1}^{m}\left(\varepsilon-\sum_{l=1}^{n} \gamma_{l j}^{c}\right)^{2}-K\right] \\
& \quad-2 c \gamma_{11}^{c} \prod_{j=2}^{m}\left(\varepsilon-\sum_{l=1}^{n} \gamma_{l j}^{c}\right)\left[\sum_{i=1}^{m} \delta^{m-i} \sum_{l=1}^{n} p_{l} \gamma_{l i}^{c} \prod_{j=i+1}^{m}\left(\varepsilon-\sum_{l=1}^{n} \gamma_{l j}^{c}\right)-P\right]=0 .
\end{aligned}
$$

Let's consider the asymptotic values of the players' strategies and the size of the resource under noncooperative and cooperative behavior.

Applying Nash equilibrium strategies as $t$ tends to $\infty$ we get

$$
\gamma_{t}^{N} \rightarrow \frac{\varepsilon-1}{n}
$$

and for cooperative behavior -

$$
\gamma_{i t}^{c} \rightarrow \frac{p_{i}}{\sum_{i=1}^{n} p_{i}}(\varepsilon-1), i \in N
$$

Hence, in both cases, $x_{t} \rightarrow x_{0}$ and the difference is only a distribution of the total exploitation rate among the players.

The players extract exactly the natural growth increase of the resource $(\varepsilon-1) x_{t}$, but in Nash equilibrium it is distributed uniformly and under cooperative behavior - proportionally to players' market prices for the resource.

### 4.3 Coalition Formation

## Nash-Cournot Strategies

Under the first approach, players decide simultaneously. Hence, to determine the cooperative behavior of coalition $S$ it is required to solve the problem (5):

$$
\left(\sum_{t=0}^{m} \delta^{t} \sum_{i \in S} p_{i} u_{i t}^{s}-P^{S} x\right)\left(-c \sum_{t=0}^{m} \delta^{t} \sum_{i \in S}\left(u_{i t}^{s}\right)^{2}-K^{S} x^{2}\right) \rightarrow \max _{u_{i t}^{s}, i \in S},
$$

where $P^{S}=\sum_{i \in S} p_{i} \sum_{t=0}^{m} \delta^{t} \gamma_{t}^{N}, K^{S}=-|S| c \sum_{t=0}^{m} \delta^{t}\left(\gamma_{t}^{N}\right)^{2}$, and the singletons' strategies $u_{i t}, i \in N \backslash S$, are defined from the maximization problems (6):

$$
\left(\sum_{t=0}^{m} \delta^{t} p_{i} u_{i t}-G_{i}^{1}\right) \cdot \ldots \cdot\left(-c \sum_{t=0}^{m} \delta^{t}\left(u_{i t}\right)^{2}-G_{i}^{k}\right) \longrightarrow \max _{u_{i t}, i \in N \backslash S^{\prime}}, i \in N \backslash S
$$

under the next dynamics

$$
x_{t+1}=\varepsilon x_{t}-\sum_{i \in S} u_{i t}^{s}-\sum_{i \in N \backslash S} u_{i t}, x_{0}=x .
$$

Similarly to full cooperative case, continuing the process from one-step till $m$-step game and seeking the strategies in linear forms, we obtain

Proposition 3. The strategies of coalition $S$ 's members in the problem (11), (12) take the forms $u_{i t}^{S}=\gamma_{i t}^{S} x_{t}, i \in S$,

$$
\begin{array}{r}
\gamma_{s t}^{S}=\frac{p_{s} \varepsilon^{t-1} \gamma_{s 1}^{S}}{p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S} \sum_{i \in S} p_{i}+p_{s}(n-|S|) \gamma_{1}^{N}\right)}, t=2, \ldots, m \\
\gamma_{j t}^{s}=\frac{p_{j}}{p_{s}} \gamma_{s t}^{c}, j \in S, j \neq s, t=1, \ldots, m, \tag{17}
\end{array}
$$

and the strategy of player $s \in S$ on the last step $\gamma_{s 1}^{s}$ is determined from the equation

$$
\begin{align*}
p_{s}[- & \left.c \sum_{j=1}^{m} \delta^{m-j} \sum_{i \in S}\left(\gamma_{i j}^{S}\right)^{2} \prod_{l=j+1}^{m}\left(\varepsilon-\sum_{i \in S} \gamma_{i l}^{S}-(n-|S|) \gamma_{l}^{N}\right)^{2}-K^{S}\right] \\
& -2 c \gamma_{s 1}^{S} \prod_{j=2}^{m}\left(\varepsilon-\sum_{i \in S} \gamma_{i j}^{S}-(n-|S|) \gamma_{j}^{N}\right) \\
\cdot & {\left[\sum_{j=1}^{m} \delta^{m-j} \sum_{i \in S} p_{i} \gamma_{i j}^{S} \prod_{l=j+1}^{m}\left(\varepsilon-\sum_{i \in S} \gamma_{i l}^{s}-(n-|S|) \gamma_{l}^{N}\right)-P^{S}\right]=0 } \tag{18}
\end{align*}
$$

The singletons' strategies in the problem (11), (12) coincide and take the forms $u_{i t}^{N}=\gamma_{t}^{N} x_{t}, i \in N \backslash S$,

$$
\begin{equation*}
\gamma_{t}^{N}=\frac{p_{s} \varepsilon^{t-1} \gamma_{1}^{N}}{p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S} \sum_{i \in S} p_{i}+p_{s}(n-|S|) \gamma_{1}^{N}\right)}, t=2, \ldots, m \tag{19}
\end{equation*}
$$

and the strategy on the last step $\gamma_{1}^{N}$ is determined from the equation

$$
\begin{align*}
& {\left[-c \sum_{j=1}^{m} \delta^{m-j}\left(\gamma_{j}^{N}\right)^{2} \prod_{l=j+1}^{m}\left(\varepsilon-\sum_{i \in S} \gamma_{i l}^{S}-(n-|S|) \gamma_{l}^{N}\right)^{2}-G\right]} \\
& \quad-2 c \gamma_{1}^{N} \prod_{j=2}^{m}\left(\varepsilon-\sum_{i \in S} \gamma_{i j}^{s}-(n-|S|) \gamma_{j}^{N}\right) \\
& \quad \cdot\left[\sum_{j=1}^{m} \delta^{m-j} \gamma_{j}^{N} \prod_{l=j+1}^{m}\left(\varepsilon-\sum_{i \in S} \gamma_{i l}^{s}-(n-|S|) \gamma_{l}^{N}\right)-A\right]=0 . \tag{20}
\end{align*}
$$

## Stackelberg Strategies

We assume that members of coalitions are the leaders and players decide sequentially. As before, we seek for linear strategies $u_{i t}=\gamma_{i t} x_{t}, i \in N \backslash S, u_{i t}=\gamma_{i t}^{s} x_{t}$, $i \in S$.
(I) Coalition members' strategies $u_{i t}^{s}, i \in S$ are fixed. Singletons solve the problems (7):

$$
p_{i}\left(\sum_{t=0}^{m} \delta^{t} u_{i t}-A x\right)\left(-c \sum_{t=0}^{m} \delta^{t} u_{i t}^{2}-G x^{2}\right) \rightarrow \max _{u_{i t}}, i \in N \backslash S
$$

under the dynamics

$$
x_{t+1}=\varepsilon x_{t}-\sum_{i \in S} u_{i t}^{s}-\sum_{i \in N \backslash S} u_{i t}, x_{0}=x .
$$

As in previous case, we obtain that singletons' strategies coincide

$$
\gamma_{i t}=\gamma_{t}^{N}=\frac{\gamma_{1}^{N} \prod_{j=2}^{t}\left(\varepsilon-\sum_{l \in S} \gamma_{l j}^{s}\right)}{1+(n-|S|) \gamma_{1}^{N}\left(1+\sum_{j=2}^{t-1}\left(\varepsilon-\sum_{l \in S} \gamma_{l j}^{s}\right)\right)}, t=2, \ldots, m
$$

and the strategy on the last step $\gamma_{1}^{N}$ is determined from one of the first order conditions.

Denote the obtained strategies as $\tilde{u}_{i t}^{N}=\tilde{\gamma}_{t}^{N} x_{t}, i \in N \backslash S$.
(II) To determine the cooperative behavior of coalition $S$ it is required to solve the problem (8):

$$
\left(\sum_{t=0}^{m} \delta^{t} \sum_{i \in S} p_{i} u_{i t}^{s}-P^{S} x\right)\left(-c \sum_{t=0}^{m} \delta^{t} \sum_{i \in S}\left(u_{i t}^{s}\right)^{2}-K^{S} x^{2}\right) \rightarrow \max _{u_{i t}^{s}, i \in S},
$$

where $P^{S}=\sum_{i \in S} p_{i} \sum_{t=0}^{m} \delta^{t} \gamma_{t}^{N}, K^{S}=-|S| c \sum_{t=0}^{m} \delta^{t}\left(\gamma_{t}^{N}\right)^{2}$, under the dynamics

$$
x_{t+1}=\varepsilon x_{t}-\sum_{i \in S} u_{i t}^{s}-\sum_{i \in N \backslash S} \tilde{u}_{i t}^{N}, x_{0}=x .
$$

Continuing the process from one-step till $m$-step game and seeking the strategies in linear forms, we obtain
Proposition 4. The strategies of coalition $S$ 's members in the problem (11), (12) take the forms $\tilde{u}_{i t}^{S}=\gamma_{i t}^{S} x_{t}, i \in S$,

$$
\begin{array}{r}
\gamma_{s t}^{S}=\frac{p_{s} \gamma_{s 1}^{S} \varepsilon^{t-1}\left(1+(n-|S|) \tilde{\gamma}_{1}^{N}\right)}{p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S} \sum_{i \in S} p_{i}+p_{s}(n-|S|) \tilde{\gamma}_{1}^{N}\right)}, t=2, \ldots, m \\
\gamma_{j t}^{S}=\frac{p_{j}}{p_{s}} \gamma_{s t}^{S}, j \in S, j \neq s, t=1, \ldots, m, \tag{21}
\end{array}
$$

and the strategy of player $s \in S$ on the last step $\gamma_{s 1}^{S}$ is determined from the Eq. (18) with $\gamma_{i}^{N}=\tilde{\gamma}_{i}^{N}, i \in N \backslash S$.

The singletons' strategies in the problem (11), (12) coincide and take the forms $\tilde{u}_{i t}^{N}=\tilde{\gamma}_{t}^{N} x_{t}, i \in N \backslash S$,

$$
\begin{equation*}
\tilde{\gamma}_{t}^{N}=\frac{p_{s} \tilde{\gamma}_{1}^{N} \varepsilon^{t-1}}{p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S} \sum_{i \in S} p_{i}+p_{s}(n-|S|) \tilde{\gamma}_{1}^{N}\right)}, t=2, \ldots, m \tag{22}
\end{equation*}
$$

and the strategy on the last step $\tilde{\gamma}_{1}^{N}$ is determined from the Eq. (20) with $\gamma_{i}^{N}=\tilde{\gamma}_{i}^{N}, i \in N \backslash S$.

Let's consider the asymptotic values of the players' strategies and the size of the resource under both types of coalition formation.

If the players decide simultaneously as $t$ tends to $\infty$ we get

$$
\begin{equation*}
\gamma_{t}^{N} \rightarrow \frac{\varepsilon-1}{n-|S|}, \gamma_{i t}^{s} \rightarrow 0, i \in S \tag{23}
\end{equation*}
$$

Hence, in the asymptotic case under Nash-Cournot strategies, cooperative players don't extract the resource. It means that it is not profitable to form a coalition and the players prefer noncooperative behavior.

If the players decide sequentially as $t$ tends to $\infty$ we get

$$
\begin{equation*}
\tilde{\gamma}_{t}^{N} \rightarrow 0, \gamma_{i t}^{s} \rightarrow \frac{p_{i}}{\sum_{i=1}^{n} p_{i}}(\varepsilon-1), i \in S \tag{24}
\end{equation*}
$$

Hence, in the asymptotic case under Stackelberg strategies, the opposite result is valid: only cooperative players extract the resource. It means that this type of coalition formation stimulates cooperative behavior that is very important in ecological problems.

As before, in both cases, $x_{t} \rightarrow x_{0}$ and the difference is only a distribution of the total exploitation rate among the players. The players extract the natural growth increase of the resource $(\varepsilon-1) x_{t}$, but under Nash-Cournot strategies it is distributed uniformly among singletons and under Stackelberg strategies proportionally to the market prices for the resource among cooperative players.

### 4.4 Coalition Stability

Denote the cooperative strategies of the coalition $S$ 's members as $u_{t}^{S}=\left(u_{i t}^{S}\right)_{i \in S}$ and the strategies of singletons as $u_{t}^{N S}=\left(u_{i t}^{N}\right)_{i \in N \backslash S}$ (Nash-Cournot strategies) or $u_{t}^{S}=\left(\tilde{u}_{i t}^{S}\right)_{i \in S}$ and $u_{t}^{N S}=\left(\tilde{u}_{i t}^{N}\right)_{i \in N \backslash S}$ (Stackelberg strategies).

The internal stability conditions take the forms:

$$
\begin{aligned}
& J_{i}^{1 S}\left(u_{t}^{S}, u_{t}^{N S}\right) \geq J_{i}^{1 N}\left(u_{t}^{S \backslash\{i\}}, u_{t}^{N S \backslash\{i\}}\right), \\
& \quad J_{i}^{2 S}\left(u_{t}^{S}, u_{t}^{N S}\right) \geq J_{i}^{2 N}\left(u_{t}^{S \backslash\{i\}}, u_{t}^{N S \backslash\{i\}}\right), \forall i \in S .
\end{aligned}
$$

The external stability conditions take the forms:

$$
\begin{aligned}
& J_{i}^{1 N}\left(u_{t}^{S}, u_{t}^{N S}\right) \geq J_{i}^{1 S \cup\{i\}}\left(u_{t}^{S \cup\{i\}}, u_{t}^{N S \cup\{i\}}\right), \\
& \quad J_{i}^{2 N}\left(u_{t}^{S}, u_{t}^{N S}\right) \geq J_{i}^{2 S \cup\{i\}}\left(u_{t}^{S \cup\{i\}}, u_{t}^{N S \cup\{i\}}\right), \forall i \in N \backslash S .
\end{aligned}
$$

## Nash-Cournot Strategies

The internal stability conditions take the forms:

$$
\begin{aligned}
& \left(\gamma_{s 1}^{S}-\gamma_{1}^{N}\right) \\
& \quad \cdot\left(p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S} \sum_{i \in S} p_{i}+p_{s}(n-|S|) \gamma_{1}^{N}\right)\right)+\sum_{j=0}^{t-2} \varepsilon^{j} \gamma_{s 1}^{S}\left(p_{s} \gamma_{1}^{N}-p_{i} \gamma_{s 1}^{S}\right) \geq 0, \\
& \quad\left(\left(\gamma_{s 1}^{S}\right)^{2}-\left(\gamma_{1}^{N}\right)^{2}\right)\left(p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S} \sum_{i \in S} p_{i}+p_{s}(n-|S|) \gamma_{1}^{N}\right)\right)^{2}+\left(\gamma_{s 1}^{S}\right)^{2} \sum_{j=0}^{t-2} \varepsilon^{j} \\
& \quad \cdot\left(p_{s} \gamma_{1}^{N}-p_{i} \gamma_{s 1}^{S}\right)\left(2 p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left((2(n-|S|)+1) p_{s} \gamma_{1}^{N}+\left(2 \sum_{i \in S} p_{i}-p_{i}\right) \gamma_{s 1}^{S}\right)\right) \leq 0 .
\end{aligned}
$$

The external stability conditions take the forms:

$$
\begin{aligned}
& \left(\gamma_{s 1}^{S}-\gamma_{1}^{N}\right) \\
& \quad \cdot\left(p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S} \sum_{i \in S} p_{i}+p_{s}(n-|S|) \gamma_{1}^{N}\right)\right)+\sum_{j=0}^{t-2} \varepsilon^{j} \gamma_{1}^{N}\left(p_{s} \gamma_{1}^{N}-p_{i} \gamma_{s 1}^{S}\right) \leq 0, \\
& \quad\left(\left(\gamma_{s 1}^{S}\right)^{2}-\left(\gamma_{1}^{N}\right)^{2}\right)\left(p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S} \sum_{i \in S} p_{i}+p_{s}(n-|S|) \gamma_{1}^{N}\right)\right)^{2}+\left(\gamma_{1}^{N}\right)^{2} \sum_{j=0}^{t-2} \varepsilon^{j} \\
& \quad \cdot\left(p_{s} \gamma_{1}^{N}-p_{i} \gamma_{s 1}^{S}\right)\left(2 p_{s}+\sum_{j=0}^{t-2} \varepsilon^{j}\left((2(n-|S|)-1) p_{s} \gamma_{1}^{N}+\left(2 \sum_{i \in S} p_{i}+p_{i}\right) \gamma_{s 1}^{S}\right)\right) \geq 0 .
\end{aligned}
$$

Consider the symmetric case $p_{1}=\ldots=p_{n}$. The internal stability conditions take the forms

$$
\begin{align*}
& \left(\gamma_{s 1}^{S}-\gamma_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|-1) \gamma_{s 1}^{S}+(n-|S|) \gamma_{1}^{N}\right)\right) \geq 0 \\
& \quad\left(\gamma_{s 1}^{S}-\gamma_{1}^{N}\right)\left(\left(\gamma_{s 1}^{S}+\gamma_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|-1) \gamma_{s 1}^{S}+(n-|S|) \gamma_{1}^{N}\right)\right)^{2}\right. \\
& \left.\quad-\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S}\right)^{2}\left(2+\sum_{j=0}^{t-2} \varepsilon^{j}\left((2|S|-1) \gamma_{s 1}^{S}+(2 n-2|S|+1) \gamma_{1}^{N}\right)\right)\right) \leq 0 \tag{25}
\end{align*}
$$

and external -

$$
\begin{align*}
& \left(\gamma_{s 1}^{S}-\gamma_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|) \gamma_{s 1}^{S}+(n-|S|+1) \gamma_{1}^{N}\right)\right) \leq 0 \\
& \quad\left(\gamma_{s 1}^{S}-\gamma_{1}^{N}\right)\left(\left(\gamma_{s 1}^{S}+\gamma_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|-1) \gamma_{s 1}^{S}+(n-|S|) \gamma_{1}^{N}\right)\right)^{2}\right. \\
& \left.\quad-\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{1}^{N}\right)^{2}\left(2+\sum_{j=0}^{t-2} \varepsilon^{j}\left((2|S|-1) \gamma_{s 1}^{S}+(2 n-2|S|+1) \gamma_{1}^{N}\right)\right)\right) \leq 0 \tag{26}
\end{align*}
$$

As $\gamma_{s 1}^{S} \leq \gamma_{1}^{N}$ in symmetric case, only the coalition of size 1 is internally stable and external stability conditions are fulfilled for all coalition sizes. This fact stresses that under Nash-Cournot coalition formation process it is not profitable for players to join coalition. Hence, this concept doesn't stimulate cooperative behavior.

## Stackelbers Strategies

We give the results for the symmetric case. The internal stability conditions take the forms

$$
\begin{aligned}
& \left(\gamma_{s 1}^{S}-\tilde{\gamma}_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|-1) \gamma_{s 1}^{S}+(n-|S|) \tilde{\gamma}_{1}^{N}\left(1-\gamma_{s 1}^{S}\right)\right)\right. \\
& \quad+(n-|S|) \gamma_{s 1}^{S} \tilde{\gamma}_{1}^{N}\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left(|S| \gamma_{s 1}^{S}+(n-|S|) \tilde{\gamma}_{1}^{N}\right)\right) \geq 0 \\
& \left(\gamma_{s 1}^{S}-\tilde{\gamma}_{1}^{N}\right)\left(\left(\gamma_{s 1}^{S}+\tilde{\gamma}_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|-1) \gamma_{s 1}^{S}+(n-|S|) \tilde{\gamma}_{1}^{N}\right)\right)^{2}\right. \\
& \left.\quad-\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S}\right)^{2}\left(2+\sum_{j=0}^{t-2} \varepsilon^{j}\left((2|S|-1) \gamma_{s 1}^{S}+(2 n-2|S|+1) \tilde{\gamma}_{1}^{N}\right)\right)\right)-(n-|S|) \\
& \quad \cdot\left(\gamma_{s 1}^{S}\right)^{2} \tilde{\gamma}_{1}^{N}\left(2+(n-|S|) \tilde{\gamma}_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|-1) \gamma_{s 1}^{S}+(n-|S|+1) \tilde{\gamma}_{1}^{N}\right)^{2} \leq 0\right.
\end{aligned}
$$

and external stability conditions have the forms

$$
\begin{aligned}
& -\left(\gamma_{s 1}^{S}-\tilde{\gamma}_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|) \gamma_{s 1}^{S}+(n-|S|+1) \tilde{\gamma}_{1}^{N}\right)\right) \\
& -(n-|S|) \gamma_{s 1}^{S} \tilde{\gamma}_{1}^{N}\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left(|S| \gamma_{s 1}^{S}+(n-|S|) \tilde{\gamma}_{1}^{N}\right)\right) \geq 0 \\
& \left(\gamma_{s 1}^{S}-\tilde{\gamma}_{1}^{N}\right)\left(\left(\gamma_{s 1}^{S}+\tilde{\gamma}_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|-1) \gamma_{s 1}^{S}+(n-|S|) \tilde{\gamma}_{1}^{N}\right)\right)^{2}\right. \\
& \left.\quad+\sum_{j=0}^{t-2} \varepsilon^{j}\left(\gamma_{s 1}^{S}\right)^{2}\left(2+\sum_{j=0}^{t-2} \varepsilon^{j}\left((2|S|-1) \gamma_{s 1}^{S}+(2 n-2|S|+1) \tilde{\gamma}_{1}^{N}\right)\right)\right)+(n-|S|) \\
& \quad \cdot\left(\gamma_{s 1}^{S}\right)^{2} \tilde{\gamma}_{1}^{N}\left(2+(n-|S|) \tilde{\gamma}_{1}^{N}\right)\left(1+\sum_{j=0}^{t-2} \varepsilon^{j}\left((|S|-1) \gamma_{s 1}^{S}+(n-|S|+1) \tilde{\gamma}_{1}^{N}\right)^{2} \leq 0\right.
\end{aligned}
$$

As $\gamma_{s 1}^{S} \geq \tilde{\gamma}_{1}^{N}$ in symmetric case, the internal stability conditions are always valid and the external stability conditions are not fulfilled for any coalition. This fact stresses that Stackelberg coalition formation process stimulates cooperative behavior and the players have an incentive to join the coalition of large size.

Let's consider the stability conditions in the asymptotic case.
If the players decide simultaneously as $t$ tends to $\infty$ applying (23) we conclude that internal stability conditions are not fulfilled, but external stability conditions are valid for all the parameters.

Hence, in the asymptotic case under Nash-Cournot strategies, there are no internally stable coalitions at all. It means that it is not profitable to form a coalition and the players prefer noncooperative behavior.

If the players decide sequentially as $t$ tends to $\infty$ applying (24) we conclude that external stability conditions are not fulfilled, but internal stability conditions are valid for all the parameters.

Hence, in the asymptotic case under Stackelberg strategies, the opposite result is valid: there are no externally stable coalitions. But as the coalitions are internally stable it is not profitable for the players to leave the formed coalition. It means that this type of coalition formation stimulates cooperative behavior. The absence of external stability is not important in the case of formed coalitions. Therefore, from a social point of view, this scheme is more preferable.

### 4.5 Modelling

We have performed numerical simulation for symmetric case with the following parameters:

$$
m=20, n=10, \varepsilon=1.3, p_{1}=\ldots=p_{10}=100, c=50, \delta=0.8
$$

and the size of the formed coalition is 5 .
Figure 1 shows the dynamics of the population size for noncooperative, full cooperative (grand coalition formation) and partial cooperative (coalition S is formed under Stackelberg concept) cases. As one can notice even partial cooperation improves the ecological situation as it limits bioresource exploitation.


Fig. 1. Population size: dark - full cooperation, dotted - coalition $S$, light - Nash equilibrium

Figures 2 and 3 show the difference in the players' strategies for two variants of coalition formation. As one can notice, the coalition member's exploitation


Fig. 2. Nash-Cournot strategies: dark coalition member, light - singleton


Fig. 3. Stackelberg strategies: dark coalition member, light - singleton
rate is lower than the singleton's one under Nash-Cournot strategies. For the Stackelberg coalition formation process the opposite result is valid.

Numerical calculations of coalition stability conditions confirm the analytical results: a coalition of size 5 is not internally, but externally stable for NashCournot strategies. For Stackelberg strategies the opposite result is valid. It again stresses that the second variant of coalition formation stimulates cooperation and hence more preferable.

## 5 Conclusions

The approaches to design cooperative behavior in multicriteria dynamic games with finite horizon are presented. First, we have evaluated the multicriteria Nash equilibrium strategies. Second, we have constructed the multicriteria cooperative strategies and payoffs via the bargaining scheme.

Then we have studied the coalition formation processes in multicriteria dynamic games. Two ways to construct the players' strategies were considered: all players decide simultaneously (Nash-Cournot strategies) or members of coalitions are assumed to be the leaders and players decide sequentially (Stackelberg strategies).

Internal and external stability concepts were adopted for dynamic multicriteria games to obtain new stability conditions.

We have studied a bicriteria discrete-time bioresource management problem, where the players differ in their aims and have finite planning horizons. Multicriteria Nash and cooperative strategies were derived analytically in linear forms. The players' strategies in two variants of coalition formation were also derived analytically. Coalition stability conditions have been analyzed in the case of symmetric players and in the asymptotic case.

It was shown that under Nash-Cournot strategies only coalitions of size 1 are internally stable and external stability conditions are fulfilled. This is the classical result in the literature on IEAs (for example, see $[1,2]$ ) that the internal stability concept is valid only for small sized coalitions.

For Stackelberg strategies the opposite result is valid: coalitions are internally, but not externally stable.

In harvesting problems, the cooperative behavior improves the ecological situation. From a social point of view, internally stable coalitions are more preferable. Hence, the Stackelberg scheme of coalition formation is more applicable in bioresource management problems.

The results of numerical modelling showed that the presented approaches stimulate cooperation. Moreover, that is important for ecological systems, even partial cooperative behavior improves the ecological situation.

To minimize the load on the stock the coalition should consist of large number of players and be stable. Here are some advices for ecological managers to improve populations' growth. For Nash-Cournot strategies we cannot guarantee internal stability, but for Stackelberg strategies coalitions are internally stable, but not externally.

That is why the manager first should determine the coalition formation process and then:
if it is Nash-Cournot, then the manager (referee) should use some mechanisms to internally stabilize the coalitions: it can be fines for breaking off the cooperative agreement, punishment schemas like incentive equilibrium [4] or transfers schemas;
if it is Stackelberg, the manager should not worry about the external stability because the more players decide to enter coalitions the larger population size will be.

According to aforesaid, there is a need for other stability concepts that enable the formation of coalitions of larger sizes. Hence, future research will consider intercoalition and coalition stability (see $[2,5,10]$ ) in dynamic multicriteria games.
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