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PREFACE

Quantitative approach to investigation of contemporary socio-economic processes is the
unique way to formulate proposals to resolve global as well as regional economic problems.
Statistical and econometric methods from both, theoretical and empirical point of views, will
be discuss at The 12" International Conference in honour of Professor Aleksander Zelias,
which take place in Zakopane at 8-11 of May 2018. Participants of the conference are both
well known and young scientists from Poland, Czech Republic, Germany, Italy, Slovakia,
Russia and Ukraine.

The volume presented here contains selected conference proceedings, independently
revised by two anonymous reviewers, among almost 80 submitted studies. The papers present
a current stage of statistical and econometric knowledge, interesting applications, econometric
modelling technics and data analysis applications in a variety of areas of economic processes.
Conference presentations concentrate on financial issues, analysing the macro- and micro-
levels, threats of contemporary world, modelling and forecasting economic processes,
computational tools for statistical and econometric analyses, spatial and regional modelling,
risk analysis, statistical methods for business investigations.

We hope that Readers find in the collection of papers original ideas, flashes of inspiration,
useful methods and interesting results of empirical investigations of important socio-
economic problems related to both Central-East European countries and global economy as

well.

Jozef Pociecha



The 12" Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

Analysis of intra-Community supply of goods shipped from Poland

Pawet Baran®, Iwona Markowicz?

Abstract

After ceasing all customs duties at the borders between EU member states, the Community lost a viable source
of data on international trade. This is why the Intrastat system was introduced. Poland’s accession to EU
imposed new duties on every entity selling goods to or buying them from other EU member states. Such
businesses are required to submit INTRASTAT declarations to National Revenue Administration. Statistical data
on international trade collected in the process are then combined at Eurostat. Such data are often incompatible.
An example is the difference between two datasets: one containing data on intra-Community supplies (ICS)
dispatched from Poland and the other containing data on intra-Community acquisitions (ICA) originating in
Poland. The authors have examined such differences on Combined Nomenclature chapter (2-digit) level for both
total figures and divided by country. The next part of the survey was to classify countries by the structure of ICS
from Poland. The goals of the article were pointing out the CN chapters with the largest differences between ICS
and ICA from Poland and what follows — that choice of the source of data on foreign trade may result in different
outcomes and conclusions. We need to stress out that we will base our whole work on public statistics only. The

very same data serve as the basis for all knowledge on EU intra-Community trade.

Keywords: Intra-Community supply, cluster analysis, public statistics
JEL Classification: C38, F14
DOIl: 10.14659/SEMF.2018.01.01

1 Introduction
One result of creation of the EU (and its predecessor, the EC) is that all customs duties at the
borders between EU countries were revoked. At the same time all customs clearances stopped
and Simple Administrative Documents (SADs) are no longer in use between EU members.
Thus, the Community has been deprived of a viable source of data on international trade. It
became necessary to introduce a new, common system of statistics of trade in goods. This is
why on January 1%, 1993 the Intrastat system was introduced in the whole area of the
European Single Market.

In Poland these regulations became effective on May 1%, 2004, i.e. Poland’s accession to
EU imposed new duties on every entity selling goods to or buying them from other EU

member states. An entity trading in goods with other member states of the EU is required to

! Corresponding author: University of Szczecin, Department of Econometrics and Statistics,
ul. Mickiewicza 64, 71-101 Szczecin, Poland, e-mail: Pawel.Baran@usz.edu.pl.

2 University of Szczecin, Department of Econometrics and Statistics, ul. Mickiewicza 64, 71-
101 Szczecin, Poland, e-mail: Iwona.Markowicz@usz.edu.pl.
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submit INTRASTAT declarations on intra-community supplies and acquisitions to Revenue
Administration Regional Office in Szczecin. Effective March 1% 2017 National Revenue
Administration has taken over the collection process of data gathered through INTRASTAT
declarations as well as data management and the process of creating a dataset for Central
Statistical Office with the use of its own resources. Deploying the INTRASTAT system after
the accession was a huge project and it still needs maintaining. A similar project, started in
2012 in Croatia, has lately been described in detail by Erceg (2015).

Statistical data on international trade collected from individual declarations are then
combined at Eurostat (European Statistical Office) together with other countries’ data. There
are still works underway aimed at getting the datasets from different national statistical
offices fully comparable and compatible. These works are of great importance since huge
discrepancies still exist. An example is the difference between two datasets — first of them
containing data on intra-Community supplies (ICS) dispatched from Poland (collected at
national level) and the second containing data on intra-Community acquisitions (ICA)
originating in Poland (aggregated by Eurostat from other EU members data) that will be
addressed later in the article. The above-mentioned differences between datasets are hard to
explain in terms of exchange rate or late collection of data. The authors have examined such
differences on Combined Nomenclature chapter (2-digit) level for both total figures and
divided by country. The next part of the survey was to classify countries by the structure of
ICS from Poland. The goal of the article is to point out the CN chapters with the largest
differences between ICS and ICA from Poland and what follows — that choice of the source of
data on foreign trade even from the same database may result in different outcomes and
conclusions. We need to stress out that we have based our whole work on public statistics

only. The very same data serve as the basis for all knowledge on EU intra-Community trade.

2  Public statistics of foreign trade
EU member states data on international trade are collected within two parallel systems of
collecting public statistics. These are: INTRASTAT system — a system of public statistics
containing data on intra-community trade, which is based on data collected from Intrastat
declarations, EXTRASTAT system — a system of public statistics containing all trade with
third parties (that is countries other than EU members). Data obtained from these two parallel
systems constitute homogenous set of statistical data on foreign trade turnover.

On June 1% 2016 Polish Ministry of Finance has deployed a new computer system
AIS/INTRASTAT dedicated to process INTRASTAT declarations. Intrastat declaration form

13
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contains the most important data on intra-Community transactions. For minimising overall
burden of statistical reporting put on small businesses, only turnover above specified
threshold needs to be registered. In 2016 statistical basic threshold was 3,000,000 PLN for
arrivals, and 1,500,000 PLN for dispatches.

It is only for the last couple of years that Polish exports exceed imports in net balance of
foreign trade. Namely, overall foreign trade net balance over the period 2004-2014 was
negative (Fig. 1), and it became positive in 2015 for the first time. However, intra-Community
trade was quite different. Polish exports to other EU member states have exceeded imports
from them since the accession in 2004. In 2016 all Polish exports reached the net value of
€184,842.9m (while imports were worth €180,924.6m), from which exports to Europe —
€162,963.0m (88,2%), and to EU member states €147,563.6m (79,8%) (Ministry of Economic
Development, 2017).

The discussion about the regulation of commercial barriers and the European
Community's Value-Added Tax System has been going on for many years (MacLean, 1999;
Hart, 1994). According to European Commission (2015), two fundamental issues were
identified with the current taxation system. These are: 1 — the additional obligations and costs
associated with VAT compliance for businesses engaging in cross-border trade, 2 — the
existing levels of VAT fraud within the EU through fraudulent transactions such as MTIC
(‘Missing Trader Intra-Community’) fraud (also known as carousel fraud).

There are many reasons, some of them mentioned above, for which generating reliable
data on foreign trade isn’t straightforward. Later in the article, there will be some research

into discrepancies in public statistics presented.
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Fig. 1. Polish foreign trade turnover total and with EU member states (Data: SWAID, GUS).
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3  Statistical data and research methodology

We used data from Eurostat’s COMEXT database. Data on ICS originating from Poland in
2016 were analysed with regard to country and CN chapters. These were values declared by
Polish entities mixed together with figures estimated in place of missing data according to
methodology provided by Central Statistical Office. On the other hand, we considered data on
ICA to EU member states from Poland, declared in 2016 by contractors of Polish businesses
and again estimated by national statistical offices respectively. Of course, these data would
not be 100% consistent, but it turns out that there exist certain chapters for which there are
huge differences, both positive (by positive we mean predominance of exports declared by
Polish entities) and negative.

There are several possible causes of differences between ICA and ICS. The main is
introducing aforementioned thresholds for the obligatory declaration of foreign trade (these
are different for export and for import and differ between member states). Some other are:
concealing transactions from taxation (tax evasion), multiplying transactions and declaring
fictitious ones (VAT carousels) or simple errors in declarations (e.g. wrong CN code or wrong
value of traded goods).

In order to find structural misrepresentation in Comext data, we calculated fractions of
ICS from Poland to every member state in all chapters. Then for every pair of member states

we compared the structure with a structural similarity index:

k
Wy = Z rl.niijn(wid,wjd) 1)
d=1

where:
i,j—EUcountry,i,j=1, ..., 1,1=27,
d—CN chapter,d=1,..., k, k=97,
w;q, Wq — Shares of CN chapter d in structures of trade with countries i and j, respectively.
The above-mentioned index is easy in terms of both computation and interpretation. It
takes on values from the interval [0; 1] (Chomatowski and Sokotowski, 1978) and reveals
countries that have similar structures of acquisitions from Poland.
A unit of data under consideration contains all information on ICS from Poland to
a specified member state as an observation of an object. Features are fractions of CN chapters
within total trade hence it is a vector. A different, more complex approach, with exports from
many countries (i.e. matrices of data) considered as data units, presents Salamaga (2017) to

compare full structures of foreign trade of 18 EU member states.
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Another approach to a similar problem is by Landesmann (2000), who refers to structural
change in two ways: changes in compositional structures (of output, employment, exports,
etc.) and changes in behaviour, that is in the ways in which variables relate to each other.

It is worth noting that this approach to structure similarity is just one of possible choices.
A more general approach would be to understand it as a close relative to distance measures
widely considered in multivariate statistical methods. Many such measures need data
normalization as a prerequisite, yet features are subject to weighting procedures. The two
steps are absent in the above method.

Aside of examining similarities for pairs of countries we have also undertaken an attempt
to classify EU member states as destinations of Polish foreign trade. In order to show groups
of countries with similar structure of goods bought in Poland we used hierarchical clustering.
Agglomerative clustering methods have certain advantages, among them: one strict algorithm,
results presented in a form of a series of classifications, possibility of graphical presentation
with emphasis on sequence of classes generated (Gatnar and Walesiak, 2004). In the analysis,
we used Euclidean distance, unitisation of features and Ward’s linkage. More on methods and
assumptions of classification of objects provide e.g. Anderberg (1973), Kaufman and
Rousseeuw (1990), Gordon (1999), Jajuga and Walesiak (2000), Walesiak and Dudek (2010),
Markowska et al. (2016).

4 Results of research

The authors calculated the differences between sum of ICS and ICA in 2016 by chapter. They
are presented in Fig. 2. As we can see, there are several chapters in which there existed huge
differences between figures declared in Poland (ICS dispatched from Poland) and collected
from declarations from other member states (ICA originating in Poland). This means that
goods from many CN chapters are misrepresented in either of these two datasets. The biggest
positive (meaning there was more goods declared as shipped from Poland than those declared
as acquired from Poland) and negative (meaning there was more goods declared as acquired

from Poland than Polish exporters declared) differences are presented in Table 1.
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Fig. 2. Differences between ICS and ICA in 2016 by chapter (selection) (Data: Comext).

Table 1. CN Chapters with biggest differences between ICS and ICA.

Number of Description Difference

CN chapter in bin PLN
39 Plastics and articles thereof 3.01
89 Ships, boats and floating structures 2.43
27 Mineral fuels, mineral oils and products of their distillation; 2.30

bituminous substances; mineral waxes

84 Nuclear reactors, boilers, machinery and appliances; parts thereof — —5.49
30 Pharmaceutical products —2.49
94 Furniture; bedding, mattresses, cushions; lamps and lighting -2.01

fittings; illuminated signs, nameplates; prefabricated buildings
82 Tools, implements, cutlery, spoons and forks, of base metal, -1.82
parts thereof of base metal
24 Tobacco and manufactured tobacco substitutes -1.64
90 Optical, photographic, cinematographic, measuring, checking, -1.54
precision, medical or surgical instruments and apparatus; parts

and accessories thereof

Differences between ICS and ICA turnover have been converted to fractions of the sum of

absolute differences, then structural similarity indices were calculated for every pair of EU
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member states. Since there exist both positive and negative differences between declared ICS
and ICA, the index (1) could not be used directly. Instead, we used a slightly modified version
of it — we used absolute values of the differences, and we doubled the set of columns to
preserve the negative values from being ruled out of the procedure. The whole matrix is too
big to be displayed, thus only a selection of columns is presented in Table 2. There exist
countries with similar structures, the two most similar are Greece and Cyprus (W;; = 0.55),
followed by Estonia and Latvia (W;; = 0.49), Cyprus and Malta (W;; = 0.49), and Greece and
Croatia (W;; = 0.48). Countries like Croatia or Sweden have structures similar to many others.
Bulgaria is on the other end of the spectrum, with the structure being least similar to those of

other countries.

Table 2. Structural similarities indices for ICS-ICA balance (selection).
AT BE BG HR CY CZ DK EE Fl FR DE GR

AT — 015 006 023 011 027 024 0.11 024 025 0.19 0.25
BE 015 — 016 013 019 015 026 0.27 0.13 019 0.24 0.19
BG 006 016 — 016 015 0.17 017 024 015 011 0.17 0.14
HR 023 013 016 — 031 029 028 026 037 034 031 048
Cy 011 019 015 031 — 0.05 030 019 0.16 0.15 0.11 0.55
Ccz 027 015 017 029 005 — 022 025 0.22 020 0.27 0.17
DK 024 026 017 028 030 022 — 024 035 019 0.25 0.32
EE 011 027 024 026 019 025 024 — 0.17 022 0.24 0.16
Fl 024 013 0.15 037 016 022 035 017 — 028 030 0.25
FR 025 019 011 034 015 020 019 022 028 — 036 0.30
DE 019 024 017 031 011 027 025 024 030 036 — 0.9

GR 025 019 0.14 048 055 017 032 016 025 030 019 —
HU 035 015 014 0.36 007 025 027 024 028 025 040 0.17
IE 020 020 0.14 027 031 009 0.38 026 0.26 0.26 0.25 0.26
IT 025 042 021 018 0.05 039 0.14 019 0.18 0.23 0.28 0.16
LV 014 013 023 027 014 024 022 049 024 015 0.26 0.11
LT 032 019 023 038 0.08 030 034 030 031 027 0.28 0.25
LU 030 024 011 021 021 0.07 0.24 023 033 042 0.25 0.27
MT 019 025 0.11 0.17 049 0.13 031 020 0.17 030 0.19 0.39
U (] (] (] [ [ [ [ [l [l [l [l U
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Because of the differences described above it is important to choose data source and
provide research in the area of foreign trade with care. In the second part of the article, we
provide an example of classification that is affected by the choice of data source.

First, we classified EU member states according to declared structure of goods sent from
Poland (data on ICS from Comext). The results are presented on Fig. 3. There are three
clusters of countries visible (cut off at height 5, which was chosen arbitrarily), one of them
containing only Germany, the second containing six countries (Czech Republic, United
Kingdom, Slovakia, France, Italy, and the Netherlands) and one with all the other member
states. Fig. 4 is based on data regarding the same transactions (combined data on ICA from
Comext) and reveals similar but significantly different division. The main difference is the
absence of Slovakia in the second cluster. Southern neighbour of Poland was replaced by
Spain, a country with very different characteristics regarding Poland’s foreign trade. There
were no changes in method applied, the only difference were the datasets. They were

supposed to contain the same data beforehand.
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Fig. 3. Classification of EU member states by the structure of ICS from Poland.
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Fig. 4. Classification of EU member states by the structure of ICA from Poland.

Conclusions

Several CN chapters exist in which there are huge differences between figures declared in
Poland (ICS) and collected from declarations from other member states (ICA). This means
that goods classified in many chapters are misrepresented in either of these two datasets.

The differences tend to have structural nature. One evidence of it is that there are
countries with similar structures of such differences.

Researchers need to be cautious with data collected from statistical declarations made by
businesses. Since there are virtually no penalties, they may not be reliable. In the second part
of the article, we provided an example of classification affected by the choice of data source.

Described differences can be a source of various and possibly vital consequences
regarding economic research. They can also affect different aspects of economic policy of the
state. These consequences include all possible use of inaccurate public statistics data on
foreign trade or wrongly assessed GDP level and/or dynamics. Such a situation where there
are no fixed or reliable foreign trade data can also make it hard to perform tax audit as well as
to estimate state’s tax revenues.

In authors’ opinion, it would still be desirable to work on harmonising the system of
collecting data on foreign trade, especially trade in goods between EU member states in order

to minimise misrepresentation in databases.
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Comparison of Jevons and Carli elementary price indices
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Abstract

Most of countries use either Jevons or Carli index for the calculation of their Consumer Price Index (CPI) at the
lowest (elementary) level of aggregation. The choice of the elementary formula for the inflation measurement
does matter and the effect of the change of the index formula was estimated by the Bureau Labor Statistics
(2001). It was shown (Hardy et. al, 1934) that the difference between the Carli index and the Jevons index is
bounded from below by the variance of the price relatives. In this paper we extend this result comparing
expected values of these sample indices under the assumption that prices are described by geometric Brownian

motion.
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1 Introduction

Elementary price indices are used in inflation measurement on the lowest level of
aggregation. Choice of the elementary formula does matter. For instance, in January 1999 the
formula used for aggregating price changes for the US consumer price index (CPI) at the
lower level of aggregation was changed into a ratio of geometric means of prices (Silver and
Heravi, 2007). The effect of this change was researched by the Bureau of Labor Statistics
(2001) to reduce the annual rate of increase in the CPI by approximately 0.2 percentage
points. As a consequence, it increased a cumulative national debt from over-indexing the
federal budget by more than $200 billion per twelve years (Boskin et al., 1996, 1998).

In March 2013, the UK’s Office for National Statistics (ONS) started to publish a new
inflation index — RP1J. This index is identical to the Retail Price Index (RPI), except it uses a
geometric mean of price relatives (known as Jevons index) rather than an arithmetic mean of
price relatives (the Carli index). Moreover, none of the 28 European Union countries makes
use of the Carli index in their national price indices. Eurostat regulations do not allow the use
of the Carli index in the construction of members’ Harmonized Index of Consumer Prices
(HICP). There has been a general trend in replacing the Carli index with the Jevons or the
Dutot formulas (Evans, 2012). Some countries abandoned the Carli index formula in favour

of other price indices over the last few decades, like Canada (in 1978), Luxemburg (in 1996),

! University of Lodz, Department of Statistical Methods, Rewolucji 1905 r. St., No. 41, 90-
214 L6dz, email: jbialek@uni.lodz.pl.
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Australia (in 1998), Italy (in 1999) or Switzerland (in 2000). In 1996, the Boskin Commision
in the USA recommended that a Carli-like index that was used in the US CPI should be
replaced with the Jevons index (Levell, 2015).

There are many papers that compare the above-mentioned unweighted price index
numbers (Silver and Heravi, 2007; Levell, 2015). In this paper we focus on only two
elementary price indices, namely we consider Jevons and Carli formulas. It was shown
(Hardy et. al, 1934) that the difference between the Carli index and the Jevons index is
bounded from below by the variance of the price relatives. In this paper we extend this result
comparing expected values of these sample indices under the assumption that price relatives
are described by geometric Brownian motion.

2 Unweighted Jevons and Carli indices
There are several elementary price indices in the literature (\Von der Lippe, 2007).
In particular we have the following formulas

e the Carli price index (Carli, 1804)
1Y p,
P, _WE Ry (1)

e the Jevons price index (Jevons, 1865)
N p! 1
P =T, 2)
i21 P
where the time moment z =0 we consider as the basis, N is the number of items observed at

timesOand t, p; denotes the price of the i-th item at time 7.

The Carli index is an arithmetic mean of price relatives (partial indexes), whereas the
Jevons index is a geometric mean. As a consequence, these indices satisfy the classic
inequality for arithmetic and geometric means

P, <P.. (3)

The difference between the Carli index and the Jevons index is bounded from below by

the variance of the price relatives (Hardy at al., 1934):

p.t
P.-P, > Dz(p—'0 , 4)

and thus the analogical inequality holds for their expected values. From the axiomatic price
index theory the Jevons index seems to be better; it satisfies main tests (axioms), whereas the

Carli index does not satisfy the time reversal test and circularity (Balk, 1995; Levell, 2015).
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3 Comparison of expected values of sample indices
Let us treat price processes as stochastic ones and let the Carli index (1) and the Jevons index

(2) be sample indices, where N denotes the sample size. Let us denote by P? and P, the

following, unknown (a priori) values:

0 Z%zl p.| ) (5)
HE( P o) (6)

In this section we are going to compare expected values of sample Jevons and Carli price
indices in the continuous time stochastic model. We assume that prices are described by the

geometric Brownian (Wiener) motion (also known as the exponential Brownian motion), i.e.
dp; = a; pidt+ 5, pidw;’, (7
where percentage drifts «; and percentage volatilities S, are constant, {W,' : 0 <t <oc}are

independent Wiener processes. The solution for the stochastic differential (7) is as follows
(Oksendal, 2002)

Pl = PP e (e - Lo+ AW, ®)

and since we assume that all initial prices satisfy p’ =1 we obtain the following expected

values of the price relatives P' , where i =1,2,...,N (Jakubowski et al., 2003)

E(P) = E(D ) exp(at). ©)

Obviously, from (3) or (4) we know that E(P.) > E(P,) . Let us notice that it holds

P, = TPy = ~[Jov(" ) (10
or equivalently
P, =oq(() % -3 D (Y AW ep GO (7 -2 Ao, v

Let us denote by vol(4,, 5,,..., Sy ) @ component connected with price volatilities, i.e.

VOI(t, B, By seees By) = XD (5 (Z( =) Zﬂ' ) = (- Zﬂ) (12)

2N?
From (11) and (12) and under the assumption about independent Wiener processes we can

write an expected value of the Jevons price index as follows
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_ : a1 Bivay, B
E(PJ)—vol(t,ﬂl,ﬁz,...,ﬁN)E[E[exp((N S ()t W), (13)

In analogous way to (8) and (9) we obtain

E(P,) =Vol(t, B, By, By )Hexp(%t) =Vol(t, B, By By )H(E(Pit)ﬁ : (14)

In the case of the Carli price index, from (1) and (9) we get

E(R) = B 20 = 2 ERD = D em(ent). (15)

From (14) and (15) we have that E(P.) = P and E(P,) # P;, where

E(PJ _PJO):(VOI(taﬂliﬂzv--!ﬂN)_1)PJO- (16)

Analogously to (3) we have

PCO > PJO, a7

and thus
E(R. -P,)= PC0 —vol(t,ﬂl,ﬂz,...,[j’N)P0 > PJO(l—voI(t,,Bl,,[;’z,...,ﬂN ). (18)
Obviously, if price processes are deterministic, i.e. if g, =4, =...= £, =0,we get trivial

conclusion that vol(t, £,, 5, ..., fy) =1and thus
E(P.-P,)=P.-P, =P -P}. (19)
The main conclusion from the relation described in (18) is that the difference between
expected values of the sample Carli index and the sample Jevons index depend on number of
items, volatilities of price relatives and values of arithmetic and geometric means of expected
values of sample price relatives. In particular, the inequality in (18) states that the higher the
inflation is, the bigger differences between expected values of the Carli index and the Jevons

index appear.

Remark
The estimation of variances of Carli and Jevons indices in the stochastic model would exceed
the limited size of this paper and thus it is omitted. However, we calculate these statistics

numerically in the simulation study (see Section 4).

4 Simulation study
Let us take into consideration a group of N =4 items, the time horizon of observations T =1

and the following parameters of price processes described in (7).
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Case 1 (small volatilities)

a, =002, B, =0.05, a, =0.03, 8, =0.06, a, =0.05, 3, =0.015,

a, =0.06, g, =0.01.

Case 2 (medium volatilities)

a, =002, B, =0.25, a, =0.03, B, =0.26, ar, =0.05, 3, =0.15,

a, =0.06, B, =0.1.

Case 3 (big volatilities)

a, =0.02, g, =085, o, =0.03, B, =0.76, o, =0.05, B, =0.75,

a, =006, B, =06.

Without loss of generality we assume that pi° =1 for each i e{1,2,3,4}. Some realizations of
price relatives from Case 1 (for t €[0,1]) are presented in Fig.1. Fig.2 presents K =10000
sample realizations of each P! in Case 1. Basic statistics for generated K values of Jevons

and Carli indices depending on the considered case are presented in Table 1 - 3.

Fig. 1. Some realizations of price relatives processes for Case 1 and t [0,1].
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Fig. 2. Some realizations of price relatives processes for Case 1 and t =T =1.

Table 1. Basic statistics for generated Jevons and Carli price indices (Case 1).

Basic statistics Jevons index Carli index
Mean 1.0411 1.0412
Standard Deviation 0.0204 0.0206
Volatility coefficient 0.0196 0.0198

Table 2. Basic statistics for generated Jevons and Carli price indices (Case 2).

Basic statistics Jevons index Carli index
Mean 1.0265 1.0415
Standard Deviation 0.1044 0.1059
Volatility coefficient 0.1017 0.1017

Table 3. Basic statistics for generated Jevons and Carli price indices (Case 3).

Basic statistics Jevons index Carli index
Mean 0.8435 1.0414
Standard Deviation 0.3232 0.4567
Volatility coefficient 0.3832 0.4385
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Conclusions

There are several sources of the CPI bias including the elementary index bias (White, 1999).
As it was mentioned, a choice of the elementary formula does matter in final inflation
calculations. There has been a general trend in replacing the Carli index with the Jevons or the
Dutot formulas and most of papers recommend the Jevons index rather than the Carli index.
In the paper we show some similarities and differences in practical using of these indices.
First of all, in our simulation study we observe that the expected (mean) value of generated
values of the Jevons formula depends strongly on price volatilities whereas the mean value of
generated values of the Carli index does not react on price fluctuations. In the case of strong
price fluctuations, the differences between the expectations of Jevons and Carli price indices

increase. In particular, we obtain the following vol(t, 3, 3,,..., #y) function values: 0.999

(Case 1 with small price volatilities), 0.984 (Case 2 with medium price volatilities) and 0.812
(Case 3 with high price volatilities). Thus, the differences between expected values of sample
Jevons and Carli indices are the strongest in the Case 3. Moreover, we show analytically that
the difference between expected values of the sample Carli index and the sample Jevons index
depend on number of items, volatilities of price relatives and values of arithmetic and
geometric means of expected values of sample price relatives. We also can observe (from the
inequality in (18)) that the higher the inflation is, the bigger differences between expected
values of sample Carli and Jevons indices appear. It is quite interesting that volatilities of
these generated (in the simulation) indices, measured by their standard deviations and

volatility coefficients, seem to be comparable although they still depend on price dispersions.
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Application of the survival trees for estimation of the influence of

determinants on probability of exit from the registered unemployment

Beata Bieszk-Stolorz*, Krzysztof Dmytrow?

Abstract

Survival trees are very useful regression tools for modelling of relations between the survival time and the vector
of covariates. They are the example of the recursive binary partitioning. The aim of this method is creation of
homogeneous subsets with respect to analysed response variables. Tree based methods, due to their non-
parametric nature and flexibility, have become very popular in the last decades as an alternative to the traditional
proportional hazard model. In the presented research, the conditional inference trees were used. It is the non-
parametric class of regression trees that can be applied for all regression types. The goal of the analysis was the
assessment of the influence of gender, age and education on the probability of exit from the registered
unemployment. Due to the existence of censored observations, survival analysis methods were applied. The
Kaplan-Meier estimator was used for estimation of the survival function of homogeneous groups in each
terminal node. The splitting criterion was the statistic of the log-rank test, which is used for comparison of
survival distribution for various groups. The two most numerous forms of de-registration were considered —
finding a job and removal from the register for reasons attributable to the unemployed person. These forms
helped to distinguish the subgroups of persons with the highest and lowest probability of de-registration to work,

and resignation from the mediation of the labour office.

Keywords: survival trees, Kaplan-Meier estimator, log-rank test, registered unemployment
JEL Classification: C38, C41, J64
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1 Introduction

Labour market analyses generally focus on the persons that leave the unemployment by
finding a job. The statistical data collected in the poviat labour offices is the rich source of
information about other causes of de-registration. There are about fifty of them: retirement,
receiving pension, going abroad for period longer than 30 days, change of residence, death,
granting pre-retirement allowance and many others. Finding a job is the most frequent cause

of de-registration. Removal due to lack of readiness to work is the second one. It happens in
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case of refusal of accepting proposed employment or absence in the labour office in due time.
In years 2008-2014 removal constituted from 27% do 32% of all de-registrations in Poland
(Fig. 2). Many unemployed people do not inform the labour office about finding a job
thinking that it is their employer’s responsibility. Formally, they should do it within the week
since finding a job. The labour office pays premiums for the unemployed before removing
them from the register. The trial to decrease the scale of this occurrence is punishing the
unemployed people that were removed because of their fault. The punishment is the difficulty
of reclaiming the status of the unemployed person, hence the right to the health insurance and
benefit.

The goal of the research was the assessment of the influence of gender, age and education
on the probability of exit from the registered unemployment. The two most numerous forms
of de-registration were considered — finding a job and removal from the register for reasons
attributable to the unemployed person. Due to the existence of censored observations, survival
analysis methods were applied.

Situation on the Polish labour market in last years has improved. It can be observed by
decreasing unemployment rate (Fig. 1). In the era of globalisation it is connected to the
general situation on the world market and particularly in the European Union. As the analyses
show, processes on the Polish labour market are similar to these on the Slovak and Hungarian
markets (Hadas-Dyduch et al., 2016). Unemployment is influenced by the social policy of the
country, realised among the other things, by the labour offices. Activisation activities
addressed to groups of people threatened by the unemployment influence the labour market
positively. However, expanded system of benefits for the unemployed people may increase

the time of job searching (Bieszk-Stolorz and Markowicz, 2015).
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Fig. 1. Registered unemployment rate in Poland, Zachodniopomorskie Voivodship and
Szczecin in years 2008-2014.
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Fig. 2. Number of de-registrations from labour offices in Poland in years 2008-2014.

2 Data used in the research

In the study, anonymous individual data obtained from the Poviat Labour Office (PUP) in
Szczecin (Poland) was used. The study covered 22078 unemployed individuals registered in
2013 and observed by the end of 2014. The event that terminated each observation was the
moment of de-registration form the labour office list. Time T since the moment of registration
until the moment of de-registration because of specific cause was analysed.

The two types of events terminating observations were considered: finding a job and
removal due to lack of readiness to work. De-registrations due to other causes and
observations that did not end with event before the end of 2014 (1856 observations) were
considered as censored data. In the analysed period almost 44% of registered unemployed
people found a job. They constituted the most numerous group. Slightly smaller group
(almost 41%) were people that were absent in the labour office in due time or did not accept
the job offer (removal). The size of each group is presented in Table 1.

The job-finding (Job) consists of three main subgroups: finding a job or another form of
employment, taking up a government subsidised form of employment and entrepreneurial
activity. The Removal from register category includes the unemployed individual’s reluctance
to cooperate with the labour office and have been removed from the register through their
own fault or on their own request. The remaining causes of de-registration are less numerous
and, as previous research showed, each of them had a marginal effect on the probability of de-
registration (Bieszk-Stolorz, 2017).
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Table 1. Structure of analysed unemployed people.

Group Total ofwhich
Job Removal
Total 22078 9678 8965
Gender
Women (K or 1) 9770 4836 3264
Men (M or 0) 12308 4842 5701
Age
18-24 (W) 4148 1506 2257
25-34 (W5) 7356 3614 2966
35-44 (W3) 4259 1869 1734
45-54 (W,) 3497 1642 1214
55-59 (Ws) 2185 837 629
60-64 (Ws) 633 210 165
Education
At most lower secondary (S1) 5123 1410 2932
Basic vocational (S,) 5016 1968 2220
General secondary (S3) 2859 1226 1223
Vocational secondary (S,) 4086 1943 1415
Higher (Ss) 4994 3131 1175

3 Research methodology
Survival analysis, commonly applied in demography and medicine, is more and more often
applied in the social and economic phenomena, e.g. in labour market analysis. In this manner,
the economic activity of the population (Landmesser, 2013) or duration of unemployment
(Bieszk-Stolorz, 2013; Bieszk-Stolorz and Markowicz, 2012) can be analysed. The duration
time at given state (duration of the company activity, duration of unemployment, duration of
debt payment) is the random variable T. The basis for such analysis is the survival function,
defined as follows:

SW)=P(t>T)=1-F(t) )
where T represents duration and F(t) — the cumulative distribution function of the random
variable T. The most widely used estimator of the survival function is the Kaplan-Meier

estimator (Kaplan and Meier, 1958):
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where d; is the number of events at the moment t; and n; is the number of individuals at risk by

the moment t;. The survival function S(t) specifies the probability that the event will not occur
at least by the time t. Depending on the defined event, sometimes it is more convenient to
analyse the cumulative distribution function F(t) which expresses the probability for the event
to occur at most by the time t. When the event is defined as de-registering then the survival
function estimator specifies the probability of remaining in the labour office register, while
the estimator of the cumulative distribution function designates the probability of de-
registering. In this case, d; was the number of de-registrations due to particular cause at the
moment t; (finding a job or removal due to lack of readiness to work). In case of de-
registration to work it is desirable that the survival curves are low-lying, while for the removal
it is the opposite.

Analysed community can be divided into groups with respect to specific features, survival
function for each group and the significance of differences between these functions can be
estimated. Because distributions of the duration were unknown, the non-parametric tests,
based on the rank order, were used. Unfortunately, there are no commonly accepted methods
of selection of test at given situation. Most of them vyield reliable results only for large
samples, while effectiveness of these tests for small samples is less recognised. For
comparison of two survival curves, the log-rank test is commonly used (Kleinbaum and
Klein, 2005). It is used for verification of hypothesis Hy: Si(t) = S(t) stating that the survival
curves for both groups are the same versus the hypothesis Hi: Syi(t) # Sy(t) stating that they are
not the same. Assuming that the null hypothesis is true, the test statistics is chi-square
distributed with one degree of freedom. This test has the highest power, when the difference
between the hazard functions for single subgroups is constant in time (Landmesser, 2013).
Initial analysis with use of the function In(-InS(t)) and certain limitations resulting from
assumptions for other tests confirmed the validity of application of the log-rank test in the
research. In order to divide the analysed community into homogeneous groups with respect to
shape of the survival curves, the survival trees are very useful tools. They are the subgroup of
the so-called conditional inference trees. The idea of binary partitioning is used in
construction of these trees. They has recently become popular in comparison with other
methods (for example the discriminant analysis) because less assumptions are required and
they can deal with various data structures (Al-Nachawati et al., 2010; Bou-Hamad et al.,
2009;. Zhou and McArdle, 2015; LeBlanc and Crowley, 1993). Construction of any tree is
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connected with two aspects (Cappelli and Zhang, 2007): partitioning the data, or tree growing
and pruning the tree in order to make it shorter and increase the clarity of results.

Data partitioning is connected with separation of homogeneous with respect to analysed
covariates groups. Splitting criterion can be based on the impurity measure or on the value of
the log-rank test statistics. Partitioning occurs until the stopping criterion is reached. The
necessity of the tree pruning is caused by the fact that data partitioning makes the tree very
large and the overfitting occurs. Generally, the partitioning stops if the empirical significance
level of the log-rank test statistics exceeds assumed value. However, for large sample size this
approach is not always effective. The other criterion is defining the minimum group size, for
which the partitioning may occur or the minimum group size in the terminal node. Also, the
maximum tree depth may by defined (Mudunuru, 2016). Presented in the article survival trees
were constructed by using the ctree function in the partykit package in R language.
They were the conditional inference trees. Every observed unemployed person was described
by the following triplet: {yi, &, Xi}, where y; was the duration of registration, & indicated
whether the observation is censored or not (1 — uncensored, 0 — censored) and the X; vector
contained three covariates: gender, age and education. The duration of registration was the
numerical continuous variable, censoring was the dichotomic variable. The covariates were
the categorical variables. In the ctree control function, two default parameters were
changed: the mincriterion was set at 0.99 in order to set the significance level at 0.01

and by means of the maxdepth parameter the tree was pruned at the third level.

4 Analysis of time to de-registration to work or to removal

The analysis was conducted in two stages. The first one consisted in selection of
homogeneous groups of unemployed people with respect to the probability of exit from
unemployment to work. The Fig. 3 shows that gender was not the significant splitting
criterion. In the first step the unemployed people were divided with respect to education — into
persons with higher education and the remaining ones. In the next step, persons with at most
secondary education were further divided into persons with at most lower secondary and
secondary. The unemployed persons were further divided with respect to age. Finally, seven
terminal nodes were obtained, their specifications are presented in Table 2. The lowest
probability of exit from unemployment to work was observed for persons at the age of 60 and
older with at most lower secondary education. On the other hand, the highest probability was
observed for young persons (up to 35 years old) with higher education. The distribution of
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time to de-registration to work is presented on the Fig. 4. It was extremely positively skewed.
The largest number of people (1999 — 20.65%) found a job within first month since

registration.
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Fig. 3. Survival tree for de-registration to work.

Table 2. Homogeneous groups of unemployed persons — de-registration to work.

o Number of the terminal node
Specification

5 7 8 11 12 13
education S, S, S,-S4 S,-S4 55 55 S5
age Wi-Ws Wg  Wi-Ws  Wg Wi, Wo W3, Wy W5, We
2000

1500
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Number of persons

12345678 9101112131415161718192021222324

Time to de-registration to work (months)

Fig. 4. Distribution of time to de-registration to work.

The second stage of the research consisted in selection of homogeneous groups of

unemployed persons with respect to the probability of removal from the register. As seen on
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the Fig. 5, unemployed persons removed from the register were in the first step divided with
respect to age — into persons at the age up to 24 years and older. In the second step, the
youngest persons were further divided with respect to education and gender. On the other
hand, the oldest persons were not further divided according to age or education. It can be
observed that the largest number of unemployed persons was removed from the register
within the first month (values of the survival curve decreased most rapidly) and the second
largest — in the fourth month. Finally, eight terminal nodes were obtained, their specifications
are presented in Table 3. The lowest probability of removal from the register was observed at

the age of 60 and more and the highest — the youngest males with at most lower secondary

age
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Fig. 5. Survival tree for removal from the register.

Table 3. Homogeneous groups of unemployed persons — removal from the register.

Number of the terminal node
5 7 8 11 12 14 15
education S1 S1 S-S5 S,-Ss S1-S3 S4, Ss S1-Ss S1-Ss
age Wy Wy Wi Wy Wo-W, Wo-Wy W W
gender M K M K KM KM KM KM

Specification

The distribution of time to removal from the register is presented on Fig. 6. It is worth
noting that this distribution differs from the distribution of time to de-registration to work. It

is bimodal — the largest probability of removal (2290 persons — 25.5%) was within the first
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month since registration. The second largest probability of removal was in the fourth month
(1148 persons — 12.8%).
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Fig. 6. Distribution of time to removal from the register.
Conclusions

On the basis on conducted analysis, the influence of gender, education and age on the
probability of finding a job or removal due to lack of readiness to work was assessed. Results
obtained in this research confirm the results obtained by means of other methods of survival
analysis referring to the registered unemployment in Szczecin in years 2007-2011 (Bieszk-
Stolorz, 2013). Generally, gender hardly influenced the probability of finding a job. On the
other hand, education and age of the unemployed people were the strong determinants. In the
analysed period, young people with higher education had the largest probability of finding a
job. One of goals of labour market analysis is indication of groups particularly threatened by
the unemployment and development of activisation programmes for them. Many of these
programmes are directed to the young people. However, young and poorly educated persons
were more quickly removed from the register. It indicates a lack of interests in the labour
office offers such, as: participation in traineeships, trainings, providing additional equipment
of workstations, etc. It is worth noting that gender of the unemployed person was important
determinant of removal from the register. Males were much more often removed from the

register than females.
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Multivariate statistical analysis of environmental data
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Abstract

One of the characteristics of environmental data is that many of them are mostly described by complex and large
number of variables. To understand this phenomena it is necessary to analyze the relationship and association
between them. In this paper we apply multivariate statistical methods for the analysis of environmental
problems. The main aim of the paper is to present an application of the linear ordering with multidimensional
scaling for results visualization in the environmental data (green growth) analysis. The main contribution of this
paper is the empirical part of this paper will that presents the application of linear ordering several multivariate
methods and graphical presentation using modern and advanced visualizing tools based on datasets and reports
from the Organization for Economic Cooperation and Development (OECD). Presented analysis may be used in
all types of environmental practice and real life solutions. All calculations will be conducted done in R software

using.
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1 Introduction
Most environmental data involve a large degree of complexity and uncertainty.

Environmental Data Analysis is created to provide modern quantitative tools and techniques
designed specifically to meet the needs of environmental sciences and related fields. Statistics
is an indispensable means of environmental research. It is used to analyze and to interpret the
increasing flood of vast data from environmental areas, which are often of heterogeneous
nature and show high variability. Many important results and statements concerning the
environment are based on statistical investigations, such as changes of the ozone layer,
climate changes, global warming, air quality etc. But also less spectacular results about the

influence of various human activities on certain environmental parameters which are not
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obvious at first glance and superimposed by considerable random variations are important
findings of statistical analysis.

In official statistics environmental monitoring has become a serious tool for political
consulting and economic practice. For environmental research also statistical methods for the
design and analysis of experiments play an important role. A specific scientific discipline of
environmental statistics does not exist. The whole statistical methodology may be used in
investigating environmental questions and a wide range of statistical methods can be applied.
Several statistical methods may be applied for the data analysis, such as: time series analysis
(see for example: Fu and Weng 2016; Chaudhary et. al. 2015; Proulx et. al. 2015), spatial
analysis (see for example: Dale, Fortin 2014; May et. al. 2017) parametric and nonparametric
regression analysis (see for example: Rivest et. al. 2016; Cade and Noon 2003; Xu et. al.
2016), exploratory data analysis (see for example: Seifert et. al. 2014), multivariate statistical
analysis (see for example: Smilauer and Leps 2014).

In environmental research quite often the measurement, collection, storage, processing and
analysis of data are not carried out by the same institution or researcher. Only in exceptional
cases there is one person who knows about all the details of collection and analysis of the
data, who knows about the scientific environmental background and at the same time also
about the mathematical procedure and algorithms for the statistical evaluation and the
presentation of the results. There is a great complexity in environmental statistics.
Heterogeneous data from different sources and collection principles are analyzed
simultaneously. There are dependencies between the measured quantities that usually do not
follow fixed laws or rules, but reveal random variability. Besides this variability in the nature
of the environmental problem there is variability in time and space. And measurements in
time are not repeatable. Another problem lies in the abundance of data in environmental
statistics. Although modern computer technique can cope with this, problems of
compatibility, standardization and data harmonization arise as obstacles. Storing of data is
often connected with coding. But the description of the coding principles is sometimes
insufficient and this may make it difficult to join data from different sources together. There
are several applications of statistical analysis of environmental data (see for example: Fu and
Weng, 2016; Chaudhary et. al., 2015; Proulx et. al., 2015; Dale and Fortin, 2014; May et. al.,
2017; Rivest et. al., 2016; Cade and Noon, 2003; Xu et. al., 2016; Seifert et. al., 2014;
Smilauer and Lep§, 2014; Crawford et. al., 2018; Ver Hoef, 2018).

The main aim of the paper is to present an application of the linear ordering with

multidimensional scaling for results visualization in the environmental data (green growth)
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analysis. The main contribution of this paper is the empirical part of this paper that presents
the application of linear ordering and graphical presentation using modern and advanced
visualizing tools based on datasets and reports from the Organization for Economic
Cooperation and Development (OECD). Presented analysis may be used in all types of

environmental practice and real life solutions. All calculations will be done in R software.

2 Environmental data analysis

In environmental statistics most data are the result of a measurement process, where the
measuring instruments have a certain degree of precision and a limited range of scale. Both
have to be taken into account in the analysis of the data, as well as their liability.
Unintentional failure of measurement instruments and disturbances of a transmission channel
may lead to false or missing values. If the deviations are big enough, the corresponding data
are detected as outliers. There are statistical procedures to perform this. Supplementary
etiology may even lead to a correction of the values.

Talking about environmental analysis it is crucial to talk about one of the most important
area which is green growth. Due to the OECD green growth is a subset of sustainable
development. It is narrower in scope, entailing an operational policy agenda that can help
achieve concrete, measurable progress at the interface of the economy and the environment. It
fosters the necessary conditions for innovation, investment and competition that can give rise
to new sources of economic growth that are consistent with resilient ecosystems. Green
growth strategies need to pay specific attention to many of the social issues and equity
concerns that can arise as a direct result of greening the economy both at the national and
international level. This is essential for the successful implementation of green growth
policies. Strategies should be implemented in parallel with initiatives focusing on the broader
social pillar of sustainable development. Green growth means fostering economic growth and
development, while ensuring that natural assets continue to provide the resources and
environmental services on which our well-being relies. To do this, it must catalyse investment
and innovation which will underpin sustained growth and give rise to new economic
opportunities. We need green growth because risks to development are rising as growth
continues to erode natural capital. If left unchecked, this would mean increased water scarcity,
worsening resource bottlenecks, greater pollution, climate change, and unrecoverable
biodiversity loss.

Green growth is a big challenge and huge problem that deserve analysis. Multivariate

statistical methods may bring solutions that may solve economic and government problems.
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3 Data analysis in R software

The concept of pattern of development and the measure of development was proposed by
Professor Zdzistaw Hellwig in 1967 (Hellwig 1967). The general procedure in linear ordering
of the data set based on pattern object (or anti-pattern object) and metric data requires to
choose a complex phenomenon, that cannot be measured directly, for ordering the set of
objects. The objects are described by variables. Preferential variables (stimulants,
destimulants and nominants) must be identified among variables (see for example Hellwig
1981, for formal definitions of stimulants, destimulants and nominants). Nominants have to
be transformed into stimulants. A pattern object and anti-pattern object are added to the data
set. Data has to be normalized if the variables are measured on interval or ratio scale. The
distance measure between object is calculated. Multidimensional scaling is done. The iterative
procedure in the smacof algorithm was applied in the study (Borg and Groenen, 2005).
Finally, two-dimensional space is obtained. The graphical presentation and interpretation of
the results in a two-dimensional (multidimensional scaling results) and one-dimensional space
(linear ordering results). In the Fig. a straight line that connects pattern and anti-pattern for the
MDS results is added. This line is the so-called axis of the set. Also isoquants of development
are added to the MDS plot. These isoquants are determined on the basis of the pattern object,
e.g. by dividing the set of axis into four parts. The objects between isoquants present similar
development level. The same level of development can be reached by objects placed in
different locations on the same isoquant. Such representation expands the interpretation of the

results. Finally, normalized distances d," of i-th object from the pattern of development are

calculated as follows (Hellwig, 1981):

dr = , d'elo;1], oy

2
where: Z(vij—vﬂ.)2 — Euclidean distance between i-th object and the patter object,
j=1

2
Z(vi+ A j)z — Euclidean distance between pattern and anti-pattern object.
j=1

The objects are ordered by the growing values of the distance measure (1). Linear ordering
results are graphically presented on thure. The empirical study uses the statistical data

representing green growth level of 33 OECD member countries in 2010. The data was
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selected by using the convenience sampling. The evaluation of the green growth was done by
using eight metric variables (measured on a ratio scale):

X, — renewable electricity generation (% of total energy produced),

X, — production-based CO; productivity (GDP per unit of energy-related CO, emissions),
X, — environmentally related government R&D budget (% of total government R&D),

X, — development of environment-related technologies (% of all technologies),

Xs — population with access to improved sanitation (% total population),

X, — mortality from exposure to PM2.5,

X, — forests under sustainable management certification (% total forest area),

Xg — Municipal waste generated in kg per capita.

Dimension 2

Dimension 1

Fig. 1. Graphical presentation of multidimensional scaling results in two-dimensional space
of 35 objects containing 33 countries, pattern object (34) and anti-pattern object (35) referring

to the OECD countries green growth. Source: authors’ compilation using R software.
Variables x,, x;, X,, X5, X, are stimulants, x,, X, andx, are destimulants. The data was

collected in 2010 from OECD data bank. A pattern and anti-pattern were added to the data

set, so data matrix covers 35 objects described by eight variables.
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Due to the fact all the variables are metric data was normalized. mdsOpt (Walesiak and
Dudek, 2017) package of R software was used to find optimal multidimensional scaling
procedure. The best result was obtained using positional standardization, Manhattan distance
and ratio multidimensional scaling model. The Stress-1 was equal to 0.137825 and HHI spp
(Hirschman-Herfindahl HHI index calculated based on stress per point) 345.2902.

The results of linear multidimensional scaling with the axis of the set, four isoquants are
presented on the Fig. 1.

The ordering 33 countries from the pattern object by growing measure value (1) are shown
in Table 1.

Table 1. The ordering of 35 objects regarding green growth.

Object no. Name Distance
34 Pattern 0.000000
7 Estonia 0.126559
6 Denmark 0.133721
24 Norway 0.147263
22 Netherlands 0.148296
Canada 0.150826

4 Chile 0.167198
26 Portugal 0.172901
8 Finland 0.186051
1 Austria 0.194838
28 Slovenia 0.195421
18 Korea 0.199848
23 New Zealand 0.208219
16 Italy 0.209917
10 Germany 0.210028
13 Iceland 0.210512
29 Spain 0.212897
27 Slovak Republic 0.215031
20 Luxembourg 0.216233
2 Belgium 0.219286
17 Japan 0.229008
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11 Greece 0.230475
9 France 0.232427
25 Poland 0.240424
5 Czech Republic 0.241395
32 Turkey 0.244379
30 Sweden 0.246673
33 United Kingdom 0.254697
15 Israel 0.256432
12 Hungary 0.270643
31 Switzerland 0.27851
14 Ireland 0.306645
21 Mexico 0.367897
19 Latvia 0.395211
35 Anti-pattern 1.000000

Distances from the pattern object sorted by growing values of measure (1) are presented on
the Fig. 2.
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Fig. 2. Graphical presentation of linear ordering of 33 OECD countries referring to their green

growth value. Source: authors’ compilation using R software.
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The top five countries (the best one) when considering values of the measure (1) are
Estonia, Denmark, Norway and Netherlands. The five worst countries are Hungary,
Switzerland, Ireland, Mexico and Latvia. Poland is the 24-th country, Czech Republic is the
25-th, Germany 15-th. When taking into consideration the location of the countries on the Fig.
1 all countries are within the first three isoquants. Countries with similar level of green
growth but different positions on the Fig. 1 are: Estonia, Netherlands, Finland, Chile, Canada,
Denmark, Italy, Korea (below the set of the axis), Austria, Portugal, Spain, New Zealand,
Iceland, France, Sweden, Norway (above the set of the axis) that are within the first isoquant,
Czech Republic, Poland, Slovak Republic, Slovenia, Hungary, Greece, Germany, Belgium,
Luxembourg, Japan, United Kingdom, Israel, Turkey (below the axis of the set) and Ireland,
Switzerland, Mexico (above the axis of the set) within the second isoquant. In general, we can
say that more countries are below the set of the axis than above it. Also in general second

isoquant contains mostly post-communist, central European countries.

Conclusions

The paper presents an application of the proposal introduced by Walesiak (2016) that allows
the visualization of linear ordering results for the set of objects by applying multidimensional
scaling for this task. The concept of isoquants and the path of development proposed by
Hellwig (1981) allows to represent objects in two dimensions. The application of the
proposed methods allows to show results for more than two variables. The proposed approach
was illustrated by an empirical example where green growth data for 33 OECD member
countries was used. In general, we can say that almost all OCED countries lie between two
first isoquants, and so called “post-communist” countries can be found below the axis of the
set. The best country, when considering green growth, is Estonia, then Denmark, Norway and
Netherlands. The worst country is Latvia, then Mexico, Ireland and what can be surprising —
Switzerland. The aim for the future studies should be the longitudinal analysis of the green

growth and its changes during last years.
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Economic effects of production fragmentation and technological transfer:

the evidence from CEE countries
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Abstract

Foreign direct investment (FDI) inflow is traditionally considered as an important factor of structural changes
and productivity growth in Central and Eastern European countries (CEECs) due to transfer of technologies and
active participation in global value chains (GVC). The aim of the study is to estimate the influence of
technological transfer on structural changes in CEECs. An empirical analysis of the impact of FDI and other
indicators of technological transfer on the export structure was performed. We consider three export groups of
technology-intensive manufactures: high-, medium- and low skill and one export group of labor and resource-
intensive manufactures.The analysis includes a panel framework covering seven CEECs (Croatia, Czech
Republic, Hungary, Poland, Romania, Slovakia and Slovenia) over the period of 2001-2016. OLS with pooled
data, panel data with fixed effects and dynamic panel-data model were used as principal methods. Our results
mostly reflect the prediction of the Flying Geese Model (FGM) and GVC theory in terms of: (i) stimulating
effect of FDI on high-skill and technology-intensive manufactures; (ii) significance of impact of technology
transfer through technological import growth for all export sectors; (iii) important contribution of EU integration

to technological development of CEECs.

Keywords: technological transfer, export structure, production fragmentation, FDI, imports
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1 Introduction

The most of theoretical approaches suggest that foreign direct investment (FDI) positively
affect development and structural changes in host countries due to technology transfer
through multinational corporations. However, the benefits for host countries considerably
depend on their absorption capacity (Damijan, Kostevc and Rojec, 2013; Salamaga,
2013).According to the theory of endogenous growth FDI inflow is an important channel for
technology transfer to host countries (Danakol et al., 2017). International business theory
implies that technology is a core type of ownership advantages of foreign investorstransmitted
tothe country that accepts investments (Dunning and Lundan, 2008). “Flying geese model”

(FG), suggested by Akamatsu (1962) and developed by Ozawa (2007) considers the formation
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of a new dynamic paradigm of multinational development through technology transfer to
recipient country by multinational corporations.

The main features of Akamatsu’s FG concept are shown on figure 1. His approach
suggests four fundamental stages of the FG pattern that was developed in the historical
context of the Euro-American leadership and Asia as a follower (Kojima, 2000; Li, 2017).At
the first stage manufactured consumer goods are imported from advanced to less-advanced
countries (started from t; in Panel a). Such import can lead to negative consequences for the
industry of less developed country because of the substitution effect. Second stage describes
increasing import from time t; to t,and possibility of domestic production to start from t;.
Simultaneously, the host country should import capital goods (Panel b). The competition
between imported and domestic consumer goods can be observed at this stage. At the third
stage, the internal consumer goods industry develops into the export industry (started from t;
in Panel a).This stage reflects a successful implementation of the catching-up process of the
industry concerned along the consistent way import-production-export (M-P-E) which is the
basic pattern of the FG model (Kojima, 2000). At fourth stage it is shown the decline of
consumer goods exports (started from t4 in Panel a), whereas capital goods started exporting
(started from t; in Panel b). The export reduction ensue as a result of consumer goods
production transfer to other less-developed countries (offshore production at panel a), besides
it is also possible a reverse import existence (Panel a) (Widodo 2007).But, in terms of the
FGM, it is difficult to clarify the catching-up process at more advanced stages of host-country
development. The influence of FDI along the lines of the FGM appears mostly in industries at
the lower end of the technology scale and less when it comes to industries at the upper end
(Damijan and Rojec, 2004).

The recent theoretical approach of global value chains (GVC) economics (Baldwin 2012,
2016) is seen as an adjustment of the FGM to the trends of the 21% century, because
globalization’s 2" unbundling means off shoring of production stages, but not industries (as
in case of FGM). Damijan, Kostevc and Rojec (2013) prove the importance of GVC concept
for export sophistication and growth of labor productivity in Central and Eastern Europe
(CEE). Using data for industry-level and accounting for technology intensity, they
demonstrated significance but heterogeneity of FDI to export restructuring in the
CEECs.While Visegrad group countries managed to increase exports in high-tech industries,
non-Visegrad countries couldn’t change their export specialization. This points out that

direction of FDI flows is crucial. In addition, the results show that export sophistication and
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economic specialization caused by FDI during the last two decades in CEECs are very
important for their potential and productivity growth in the long run.
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Source: Widodo (2007).

Nevertheless, in his theoretical approach of GVC Baldwin (2016) claims that, within the
"vertical specialization”, which is typical for offshore stages of labor-intensive industries,
transmitted from headquarter economies to "factory economies”, instead of technology
transfer we observe the technology lending. Nowadays, manufactured goods export is no
longer a sign of economies’ competitiveness, but it can simply reflect the position of the
nation in global value chains. Such trend could mean the limited impact of FDI on host
countries.

Therefore, the aim of the study is to estimate the effects of technological transfer on
export structure with the main focus on the impact of high-tech imports, intra-industry trade
and FDI on the export groups. Section 2 presents the data. Statistical methodology is provided
in Section 3. The estimation of the implied panel methods are interpreted in Section 4 that is

followed by the conclusions.
2 Data
The annual data for the period of 2001-2016 is used to study the impact of technological

transfer on export structure in CEECs. The analysis includes a sample covering seven CEECs,

52



The 12"Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

namely Croatia (HR), Czech Republic (CZ), Hungary (HU), Poland (PL), Romania (RO),
Slovakia (SK) and Slovenia (SI). The data is transformed into logs in order to avoid the
influence of outliers. The dependent variables are the following (in US dollars): x_ht— exports
of high-skill and technology-intensive manufactures; x_ms; — exports of medium-skill and
technology-intensive manufactures; x_Is; —exports of low-skill and technology-intensive
manufactures;x_l— exports of labour-intensive and resource-intensive manufactures.

The list of explanatory variables includes: fdi; — foreign direct investment, inflows (% of
GDP);patents— patent applications of residents;m_ht; — imports of high-skill and technology-
intensive manufactures (US dollars);iit_ht; — Intra-industry trade, sector of high-skill and
technology-intensive manufactures, index; manuf_va; — manufacturing, value added (% of
GDP); service_va; — services, value added (% of GDP); E; — price level ratio of PPP
(purchasing power parity) conversion factor (GDP) to market exchange rate; EU; — dummy
variable of EU membership (1 — EU member, otherwise — 0); Crisis; — dummy variable (1 —
crisis period from 2009 till 2015, otherwise — 0). Foreign trade data and inward foreign direct
investments are obtained from UnctadStat. The data on manufacturing and services, value
added, Price level ratio of PPP and patent applications are collected from the World
Development Indicators (WDI, 2017). All data are transformed into logarithmic form, except
the dummy variables.

60

a
vy
) v =0,8144x - 568691
g R>=0,8578
8 50 ’

o M

R

_% 40 CZ16 PL16

o

on

2

g, 30

= T

c HU16

=&

= g 20

g5 SK16

T .

5 " HUO1

je=s H v

) S101 CL Rote

g SKoL 116 PLO1

& 0 firor  ROO1

0 10 i 20 30 . 40 50 - 6{);
Imports, High-skill and technology-intensive manufactures Bilions USD
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USD), 7 CEE countries (HR, CZ, HU, PL, RO, SK, Sl), 2001-2016.

Notes: Red line denotes the 45° line. The countries are marked for the first and last year.
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Figure 2 presents the countries’ specific positions considering high-skill and technology-
intensive manufactures exports versus imports for the sample of CEE countries. These figures
give some preliminary evidence about the differences in cross-country data. V-4 economies
(especially Poland and Czech Republic) demonstrate increasing over time technology-

intensive manufactures exports via imports, while for other CEECs the impact is less evident.

3 Methodology

The empirical analysis is conducted on panel data, which includes 112 observations (seven
countries for 16 years). We apply the following techniques: pooled ordinary least squares
(OLS), model with fixed effects (FE) and dynamic panel-data model. The selection of FE
model in this analysis is confirmed with the Hausman test for all specifications (Hausman,
1978).

The following base model is used to study the relationships following the methodology for
panel data estimation (Wooldridge, 2010):

Xit = a9 + afdi; + aypatents;, + azm_ht; + aylitiit_ht;; + agsmanuf_va; +
agservice_va; + ae; + agEU; + agCrisis;, + &, (1)
where X;; represent the four groups of manufactured exports: x_ht;:, x_ht;;, x_Is; andx_l; ei; is
the error term. The explanatory variables are described in detail in Section 2. Table 1 reflects

the correlations results for variables, which are used in logarithms (except dummies).

Table 1. Correlation matrix for the explanatory variables.

fdi; patents; m_ht; iit_ht; manuf va; service va; e; EU; CRISIS;

fdi; 1.000 - - — - — _ _ _
patents; 0.029 1.000 - - - - _ _ _
m_ht, 0.091 0.610 1.000 - — — — _ _
iit_ht 0.046 0.215 0.387 1.000 - - - - -
manuf va;  0.088 -0.044 0.228 0.500 1.000 - - - -
service_va; 0.025 0.281 -0.070 0.199 -0.534 1.000 - - -

€t 0.091 -0.039 0.013 0.428 -0.088 0435 1000 - —
EU: -0.014 0.163 0.595 0.552 0.212 0.046 0.328 1.000 -
Crisis; -0.154 0.017 0.144 0.125 -0.211 0.059 0.254 0.214 1.000
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4 Results and discussion

As mentioned above, the verification of the main functional dependencies is performed by the
following panel methods: OLS (model 1), FE (model 2) and Dynamic panel-data (model 3).
Table 2a presents the results for high-and medium-skill technology-intensive manufactures,
while table 2b — low-skill technology-intensive, labor- and resource-intensive manufactures.

Our results indicate that inward FDI generally did not support the growth of exports in
CEEC during the period of evaluation, which is consistent with the results of Damijan and
Rojec (2004), Damijan, Kostevc and Rojec (2013). We observe the positive effect of FDI only
on the exports of technology-intensive manufactures in case of OLS. The study of Kalotay
(2010) revealed that FDI in CEES had the deepest impact on structural change due to the
effective sectoral composition of FDI.

The impact of high-tech imports is highly significant and positive for all sectors and
methods used. The results of the impact of intra-industry trade on export performance show
different results within four export groups. The impact is positive for industries with higher
level of technology that emphasizes the importance of foreign trade exchange. These findings
go in line with the results of Jude (2016), where is indicated that the position of a sector in the
supply chain is essential for capturing the technology spillovers. An increase of
manufacturing value added acts as a stimulating factor for the exports of high-, medium- and
low-skill and labor-intensive sectors.

The growth of value added in services contributes positively only to high- and medium-
skill technology intensive manufactures. These results can be explained by the fact that
services create value added mostly for high-tech industries. According to the estimation
results, the strong exchange rate show a positive impact on exports for low-skill and
technology intensive manufactures (models 1-3) and for high-skill manufactures (model 3),
while the OLS and FE results (models 1-2) for high-technology sector indicate the opposite
results. The impact of exchange rate on different export groups of Ukraine was studied in
Cherkas (2013) and it was shown that the exports of high value-added goods are strongly
dependent on imports but less on exchange rate.

Our data indicate that the impact of EU integration is positive for technology intensive
manufactures (high- and medium-skill) and labor-intensive manufactures, but insignificant
and even negative (dynamic panel data estimation) for low-skill industries. The influence of
another dummy variable, characterizing the impact of global financial crisis is stimulating for
high-skill and technology intensive sectors. However, positive effect disappears at the lower

level of technology and even turns opposite.
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Table 2a. Determinants of x_ht:and x_ms;.

Explanatory

High-skill and technology-

intensive manufactures (x_ht)

Medium-skill and technology-

intensive manufactures (x_msy)

variables
1) (2) 3) 1) (2) 3)
-5.978***  -0.762 -1.482** -10.368** -16.194*** -7.566***
Constant
(1.21) (0.94) (0.47) (3.32) (2.59) (1.30)
Lagged dependent — — 0.117%** — — 0.358***
variable — — (0.02) — — (0.04)
i 0.419** 0.019 -0.029 -0.797* -0.224 -0.025
i
t (0.13) (0.08) (0.05) (0.36) (0.23) (0.13)
-0.022 0.056* 0.022 -0.018  -0.265***  -0.043
patents;
(0.01) (0.02) (0.01) (0.04) (0.07) (0.03)
" 1.017*** 1.078*** 0.875*** 1.052*** 1.054*** (.730***
m
- (0.02) (0.03) (0.02) (0.05) (0.07) (0.06)
it 1.491*%** 1.036*** 1.249***  (0.439* 0.653**  0.410***
i
- (0.07) (0.08) (0.05) (0.19) (0.22) (0.09)
0.368*** -0.048 0.165**  1.901*** 1.184*** 1.337***
manuf_va;
(0.10) (0.11) (0.05) (0.27) (0.30) (0.15)
_ 1.114%** -0.229 0.242** 0.993 3.322***  0.640*
service_va;
(0.22) (0.20) (0.09) (0.60) (0.55) (0.25)
-0.101* -0.095*  0.084*** 0.105 0.055 0.021
e
t (0.05) (0.05) (0.02) (0.13) (0.13) (0.06)
EU 0.031 0.073***  0.021* 0.220** 0.040 -0.031
t (0.03) (0.02) (0.01) (0.07) (0.05) (0.03)
Crisi 0.071** 0.036* 0.018* -0.004 -0.031 -0.013
risis
t (0.02) (0.02) (0.01) (0.07) (0.04) (0.02)
R 0.942 0.923 — 0.903 0.901 —
F-test 210.27 183.14 — 298.97 220.94 -

Hausman y* (Prob> x°)

74.88 (0.000)

72.71 (0.000)

Notes: *** ** and * represent the levels of significance of 1%, 5% and 10% respectively.

The values of the standard errors are in parenthesis.

56



The 12"Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

Table 2b. Determinants of x_Isiand x_l:.

Explanatory

Low-skill and technology-

intensive manufactures (x_Is;)

Labour-intensive and resource-

intensive manufactures (x_l;)

variables
1) (2) 3 1) (2) 3
16.671*** 1.871 2.292 19.618*** 6.729*** 7.418***
Constant
(3.74) (2.45) (1.59) (2.87) (1.84) (1.60)
Lagged dependent — — 0.110** — — 0.440***
variable — — (0.04) — — (0.06)
. -1.602***  -0.142 -0.095 -1.003** -0.131 0.014
i
t (0.41) (0.22) (0.16) (0.31) (0.17) (0.14)
0.210*** 0.087 0.010 0.289***  -0.119* 0.058
patents;
(0.04) (0.06) (0.04) (0.03) (0.05) (0.05)
ht 0.770*** 0.842*** (0.782*** (0.532*** 0.527*** (0.454***
m
- (0.05) (0.07) (0.05) (0.04) (0.05) (0.06)
it ht -0.592** -0.391 0.196 -0.629***  0.520** -0.473***
i
- 021)  (021)  (0.16)  (0.16)  (0.16)  (0.14)
0.128 0.856**  0.921*** 0.158 0.873*** 0.132
manuf_va;
(0.30) (0.29) (0.15) (0.23) (0.22) (0.18)
) -3.688***  -0.802 -0.931** -3.675***  -0.337 -1.700***
service_vay
(0.68) (0.52) (0.34) (0.52) (0.39) (0.31)
1.026*** 0.509*** (0.612*** 0.051 0.078 -0.199**
e
t (0.15) (0.12) (0.07) (0.12) (0.09) (0.07)
EU 0.140 0.041 -0.121***  0.247*** -0.044 -0.011
t (0.08) (0.05) (0.04) (0.06) (0.04) (0.03)
Cris -0.154* -0.011 -0.029 -0.096 -0.040 -0.048*
risis
t (0.08) (0.04) (0.02) (0.06) (0.03) (0.02)
R? 0.908 0.871 - 0.926 0.568 -
F-test 123.02 131.35 ~ 155.28 88.09 -
Hausman y* (Prob> %) 79.51 (0.000) - 80.44 (0.000)

Notes: *** ** and * represent the levels of significance of 1%, 5% and 10% respectively.

The values of the standard errors are in parenthesis.

57



The 12"Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

Conclusions

The results of our study are consistent with the prediction of the FG Model (considers a new
dynamic paradigm of development through technology transfer) and GVC theory (according
to which the CEEC are integrated into EU’s supply chains)and can be summarized as follows.
First, we point out the importance of technology sophistication of ‘implanted’ industries for
FDI benefits brought to the host country. Second, technological transfer for CEEC takes place
rather through the import of technologies. Third, integration into EU is positively correlated
with technological development of CEECs. Further research directions include the study of
the factors of economic divergence of transitional countries based on the FDI into high-skill
and technology intensive sectors.
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Modelling intensity of EUR/PLN high frequency trade —

a comparison of ACD-type models

Anna Chudzicka-Bator *, Mateusz Pipien®

Abstract

In the paper a review of alternative parameterizations of the autoregressive conditional duration (ACD) models is
presented. We consider several different specifications of the conditional mean of durations as well as the types
of conditional distribution. We discuss relative predictive and explanatory performance of a class of competing
specifications on the basis of the series of price and trade durations obtained for EUR/PLN exchange rate. To
investigate relative performance we present detailed insight into the goodness of fit of estimated models on the
basis of probability integral transformation (PIT). The results show that the Log,;ACD model based on the
conditional Burr distribution receives the greatest data support for both price and trade durations under study.
The effect of persistence to shocks indicate explosiveness. Although the choice of the Burr distribution results
with much more regular histograms of PIT however, the PIT sample is characterized by relatively stronger
autocorrelation. In general, models with poor explanatory power exhibit stronger excess of histogram of Z

statistics from the uniform distribution but with weaker autocorrelation reported.

Keywords: high frequency data, exchange rate, durations, ACD models, probability integral transform
JEL Classification: C52, C53, C58
DOI: 10.14659/SEMF.2018.01.06

1 Introduction

Using the same idea as the one that originated ARCH model for the volatility, (Engle and
Russell, 1998) developed the autoregressive conditional duration (ACD) model to describe
the evolution of the times between transactions (durations). It was introduced to study
transactions data that occur irregularly in time, treating the time between event occurrences as
a random process. Most applications of ACD models focus on the analysis of the trading
process based on trade and price durations. Initially intensity of trading activity was analysed
mainly on equity markets. However there are some exceptions like the paper by Holder et al.
(2004) focused on investigation of the price formation process for the futures market. Also
Dufour and Engle (2000) analysed transaction data for Treasury Note futures contracts traded
at the Chicago Board of Trade. Except of the trading process, some other economic events,

such as firm defaults or liquidity traps was subject to research; see Pacurar (2008).
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Foreign exchange market was also subject to analysis through the market microstructure
perspective. Fisher and Zurlinden (2004) examine trade intensity with relation to interventions
done by central banks on foreign exchange markets. Using daily data on spot transactions of
the Federal Reserve, the Bundesbank, and the Swiss National Bank on the dollar market, the
authors conclude that traditional variables of a central bank’s reaction function for
interventions do not improve the ACD specification in their sample.

High Frequency Trading (HFT) as a special case of Algorithmic Trading (AT) become
very popular during last decade, particularly of FX market. Hence a detailed insight into
empirical properties of ACD-type models is necessary not only from in-sample viewpoint but
also regarding forecasts. Consequently in this paper we aim at predictive and explanatory
performance of a class of competing ACD specifications on the basis of the series of durations
obtained for EUR/PLN trade. To investigate relative performance we report BIC score. We
also report measures based on the probability integral transform (PIT) as employed for

diagnostics on predictive performance of ACD models.

2 A review of models describing conditional duration

Let denote by x; = t; — t;_, the duration between two consecutive events occurred at the time
t; and t;_, respectively. Let F;_; be the information set available until the time t;_;; i.e a
series of x, up to t=1i—1. According to Engle and Russel (1998) the duration can be
described according to the following formula:

x; = Y&, 1)
where ¢&; is the positive error term with probability density function f.(¢;) and
g~IID(1,62).In our framework W¥; = W;(x;|x;_1, ..., %1;0) = E(x;|F;_;) represents the
conditional mean of modelled duration. The original (linear) Autoregressive Conditional
Duration model, ACD(p,q) parameterizes the conditional mean duration as follows:

Y, =w+ 2?:1 ajx;_j + Z?zlﬁjll’i_j . (2)
The restrictions: @ > 0,Aj=1, . a; =0,8; =0 ensure positivity of the conditional
duration and Y7_, a; + %.9_; B; < 1 is sufficient for covariance stationarity of the process and

existence of the unconditional mean. Here we consider several other specifications of the
conditional mean duration ¥;
1. Logarithmic ACD; model — LogiACD(1,1) — Bauwens and Giot (2006):
¥ =w+a;Ing_1 +L1¥_1. 3)
2. Logarithmic ACD, model — Log,ACD(1,1) — (Bauwens & Giot, 2006):
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In%, =w+ a1+ p1¥i_1 (@))
3. Box-Cox ACD model - BACD(1,1) — (Hautsch, 2001):
lel = w+ alsf_zl + ﬁl‘Pf_ll. (5)
4. Augmented Box-Cox ACD model — ABACD(1,1) — (Hautsch, 2012):
lpial = w+t “1Lpi5_21[|3i—1 —v|+cle, — b1%2 + B1qji6_11- (6)
5. Additive and Multiplicative ACD model - AMACD(1,1,1) — Hautsh (2011):
¥ =w+axi 1 +vig1 + ¥ (7

Innovations ¢; are positive thus any distribution with positive support could be applied.
We consider only distributions that belong to a family of linear-exponential distributions. This
useful family of distributions enables to use a quasi-maximum likelihood estimate (QMLE).
The estimation procedure is consistent and asymptotically normal irrespective of the actual
distribution of a random components. We consider 4 alternative conditional distributions:
exponential, Weibull, Generalised Gamma and Burr. The corresponding density functions
(assuming that the error terms have unit expectation) and log-likelihood functions are given
by:

1. Exponential; see Engle and Russel (1998):

fCal¥:0) = o e (3) = g-exp (= 3), ®)
InL(6) = —zyzlg—i(i—i+ In;) (9)

2. Weibull; see Engle and Russel (1998):

1\1Y 1\1Y
FOal¥s0) = o fo (o) = [""F(1+7)] exp {— [L)] } (10)

Yi/u Yi/u X b Wi
xiT(1+3) xiT(1+3) 14
InL(6) = ’ivzl{ln(xli)+ylnl - Vl—[ | b (11)
3. Generalised Gamma; see Lunde (1999):
N ¥ [xiTw+r]YY _ [xT+1/]Y
fCal¥s 9)_xil“(v)[ W,r(v) eXp( [ ¥,r'(v) ) (12)
1 1\1Y
_ N v wl(vhy)] _ [rr(+)
InL(6) =)L, {ln (xiF(v)) + vy lnl ) o | (13)
4. Burr Gramming and Maurer (2000):
1 X K(Wi/p) ™ (x)t
fxi|¥i;0) = g f = : (14)
o ilk E(q’i/ ") (1402 (P ) CepeTo
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InL(§) =YV, [ln(rcu""l) +(1-)In¥Y; +(x—-1Dlnx; — (1 + ﬁ) In(1 + a?(u/

Lpi)'cxfc)]- (15)

3 Empirical analysis

In this section, a set of competing ACD-type specifications are applied to modelling trade
intensity of EUR/PLN exchange rate. We analysed the time series of price and trade
durations. The price duration is defined as the time until the unit price has changed by at least
8,27E-05 in absolute value, representing the average change of the price of analysed exchange
rate. The trade duration is simply the time between two consecutive transactions. The
analysed time series cover the time span of 20 workdays: starting from October 6th to 31st of
2014, when transactions recorded only between 9 AM and 5 PM were considered.
Transactions that occurred in the same second were aggregated in one with the price referred
to latter trade. We assumed that time between two consecutive days equals 1. This resulted
with 44 247 price durations and 79 435 trade durations comprising the subject of the analysis.
The data were taken from GAIN Capital Group; see http://ratedata.gaincapital.com/.

As described in the literature, durations exhibit intraday patterns; see (Engle and Russell,
1998; Bauwens and Giot, 2006). Following (Engle and Russell, 1998) we transform data by
dividing plain intra-daily durations by estimated periodic component. We use Nadaraya-
Watson kernel estimator with quadric kernel, considering every week in the sample separately
as suggested by Bauwens and Giot (2006). Such method is commonly used by many authors;
see Bauwens and Giot (2006), Bien (2006), Chudzicka (2016), Huptas (2009), Biatkoska and
Pipien (2015).

We present detailed insight into the goodness of fit of estimated models on the basis of
probability integral transformation (PIT). In general the purpose of testing procedure
proposed by Diebold et al. (1997) was to check if a sequence of one-step-ahead density
forecasts of the ACD model is accurate. We utilise this approach in full description of the data
fit of competing models. In this paper the PIT is obtained by taking the cumulative
distribution function of the residuals given a particular ACD-type specification. Under a
proper specification the PIT series are tested to be independently uniformly distributed on the
unit interval (0,1):

zi=[" fi(ul¥;_1,0) du,{z}~i.i.d. U(0,1). (16)
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We perform Kolmogorov-Smirnov test to verify the i.i.d.U(0,1) behaviour of
{z;}. Additionally, we report histograms and correlograms as it is suggested in Diebold et al.
(1997).

3.1 Results obtained for price duration

We estimated parameters of 19 models for price durations. According to BIC score presented
in Table 1, the conditional Burr distribution is empirically supported as the best choice for all
parameterisation of the conditional duration, except of BACD model, the case of the
conditional Generalised Gamma distribution receives the best score. Analysing the ranking of
competing models with respect to the BIC score the greatest data support seem Log:ACD
with conditional Burr distribution and BACD with Generalised Gamma specification.

In Table 1 we report sum a; + B; which represents the effect of persistence to shocks.
Among ACD specifications the effect is much stronger in case of exponential and Weibull
distribution (the sum a; + ; = 0.894 and 0.876 respectively). Much more complicated Burr
distribution is able to describe some features of the data in such way the persistence to shocks
declines (a; + 1 < 0.7). Also in case of LogiACD the conditional Burr reaches the first
place in rank. Surprisingly in case of the best model within analysed subclass this effect
indicate explosiveness, as the point estimates of a; + f; is greater than 1. Reacher
parameterisation of the conditional price duration, proposed as BACD model does not resolve
the problem of empirically pervasive effect of persistence to shocks. Close to unity point
estimates of underlying sum of parameters is supported in case of three analysed conditional
distributions. The best specification, assuming conditional Generalised Gamma distribution is
characterised by relatively weaker effect of persistence. For a subclass of ABACD models, for
the best model, built on the basis of assumption of the conditional Generalised Gamma
distribution the sum is smaller but still close to 1 (a; + $; = 0.98). The empirical importance
of heavily parameterized conditional distribution in effect of persistence to shocks is also
reported in case of AMACD class. Conditionally Burr distribution explains dynamics of the
price durations with the use of equation with the weakest effect of persistence as the sum
a, + [, is smaller than 0.8.

For a detailed insight into differences in explanatory power of the best models (Log;ACD)
we focus on PIT histograms presented in Fig. 1. We calculate Z statistics according to (16) at
each data point. Histograms present empirical distribution of Z given ML estimates of
parameters. Our results show the role of the conditional Exponential distribution in explaining
the distribution of observables can be characterized by huge overestimation of the right tail as

the frequencies reach maxima for this region of the distribution function. Also
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underestimation of the right tail receives attention, however the nature of this effect is rather

different. Histograms exhibit substantial excess from the uniform distribution for the whole

region starting from left tail up to the quantile of order 0.25 approximately.

Table 1. Comparison of estimation results and goodness-of-fit.

Price durations Trade durations
Model Distribution
BIC a1+ﬁ1 Z BIC a1+ﬂl Z
ACD Exponential  65983.75 0.894 0.2049  139080.69 0.925 0.1434
Weibull 57789.52 0.876 0.0744 135613.98 0.909 0.0343
Burr 51706.03 0.659 0.0341 119134.51 0.747 0.0941
LOgl .
ACD Exponential  67223.94 0.959 0.2241  141042.50 0.988 0.0314
Weibull 57986.59 0.993 0.0944 136471.90 1.006 0.1096
Burr 49317.34 1.062 0.0358 111772.70 1.057 0.0396
Generalized
53467.00 0.837 0.0728 122304.63 0.710 0.0847
Gamma
Lng .
Exponential  66381.27 0.986 0.2031 139626.31 1.006 0.1429
ACD
Weibull 58064.70 0.957 0.0784 136083.00 0.994 0.0900
Burr 52016.72 0.843 0.0382 119658.51 0.874 0.0349
BACD Exponential  65502.92 1.045 0.2023  138525.39 1.055 0.1469
Weibull 57407.05 1.060 0.0843 135007.03 1.048 0.0969
Generalized
51115.53 0.929 0.0740 123116.54 1.088 0.0937
Gamma
ABACD Exponential 65351.88 1.004 0.2055 138487.03 1.062 0.1479

Weibull 5740257  1.262 0.0837 134969.30 0.968 0.1021

Burr NA NA NA 114082.90 1440 0.0425
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Price durations Trade durations
Model Distribution
BIC a1+ﬁ1 Z BIC a1+ﬁ1 Z
Generalized
52255.65 0.983 0.0762 NA NA NA
Gamma

AMACD Exponential 65663.44  0.842 0.2014 138784.53 0.901 0.1413

Weibull 57628.03 0.827 0.0796  135411.95 0.892 0.0917
Burr 51568.95 0.760 0.0308 118803.62 0.896 0.0339
Generalized
NA NA NA 127737.70 0.875 0.0803
Gamma

Conditional Weibull distribution also underestimates both tails of the conditional
distribution of price durations. But frequencies corresponding to the left tail indicate much
more regular coverage as compared to the case analyzed above. Conditional Burr distribution
seems the most regular and it confirms result of model comparison discussed previously. The
case of conditional Generalized Gamma distribution generates histograms of Z statistics very
similar to the case of the conditional Weibull distribution. The time pattern of dependence of
Z can be analyzed on the basis of correlograms presented in Fig. 1. It seems that
autocorrelation is relatively higher in case of models with better explanatory power. Also
statistically significant correlations were obtained even at 30 and greater, making the case of
independence of Z samples improbable in the view of the data. Conditionally Burr
distribution, generally supported as the best choice makes histogram more regular however

the PIT sample utilized in the procedure is characterized by much stronger autocorrelation.

3.2 Results obtained for trade duration
In case of trade durations we estimated parameters of 20 models. Again, BIC score presented
in Table 1 indicates the conditionally Burr Log; ACD model as the best among all competing
specifications. Burr distribution receives the greatest data support for all parameterisation
except of BACD model where conditional Generalised Gamma is the most likely.

Just like in case of price durations, when modelling trade durations we report sum a; + 3,
to explain persistence to shocks. Among ACD specifications the conditional Burr distribution
receives the strongest data support (the sum a; + ; < 0.74). In case of LoglACD the
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conditional Burr reaches the first place in rank again. The sum a; + B; is very close to unity
for conditionally Exponential model. In case of conditionally Weibull and Burr models this
effect indicate explosiveness (a; + 5; > 1). Equation for conditional trade duration estimated
in case of Generalised Gamma distribution can be characterised by the weakest effect of
persistence as the point estimated of the sum a; + S, slightly crosses 0.8. The class of BACD
models is characterised by very strong effect of persistence to shocks. Greater than 1 point
estimates of a; + [3; are obtained in case of all three analysed conditional distributions. For a
subclass of ABACD models, for the best model (with Burr distribution), the sum a; + B, is
much greater than 1 and consequently this case exhibit much stronger effect of persistence to
shocks. In case of AMACD class the inference about the sum a; + ; is very stable among all
four analysed conditional distributions and does not cross the value 0.9. Conditionally Burr
distribution explains dynamics of the price durations with the use of equation with the

weakest effect of persistence to shocks.

Exponential LogiACD Weibull LogiACD Burr LogiACD Generalised Gamma LogiACD

b o el
Gyrvyw

Notes: Top figures relate to price durations, bottom to trade durations.

Fig. 1. Histograms and autocorrelations of Z — the case of Log;ACD models.

Again we calculated PIT histograms and correlograms presented in Fig. 1. Application of
different conditional distributions result with qualitatively the same misspecification
measured by excess of the histogram of Z statistics from the uniform case. Overestimation of
both tails seems the most important feature of the nature of explanatory power of analysed
class of models. Left tail receives maxima of frequencies of Z statistics for conditional
Exponential distribution. Conditionally Weibull case does not contribute any important

information as the histogram obtained for those class is very similar to the class of
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Exponential model. Conditional Burr distribution seems the most regular and it confirms its
superiority among all discussed competing specifications. The case of conditional Generalised
Gamma distribution generates histogram of Z statistics very similar to the case of the
conditional Weibull distribution.

Just like in case of series of price durations autocorrelation is higher for models with
better fit. Significant correlations were obtained even at 30 and greater, making the case of
independence of Z samples rejected. Analyses bring the same results as in previous case.

Conclusions

The paper presents alternative parameterizations of ACD models. We discuss relative
predictive and explanatory performance of a class of competing specifications on the basis of
the series of price and trade durations obtained for EUR/PLN exchange rate. According to
BIC score the conditional Burr distribution receives the greatest data support for both price
and trade durations. It is empirically supported as the best choice for most of parameterisation
of the conditional duration. In this case the effect of persistence to shocks, measured by the
sum a; + f; indicate explosiveness. Application of different conditional distributions result
in qualitatively the same misspecification measured by excess of the histogram of Z statistics
from the uniform case. Only conditional Burr distribution seems the most regular and it
confirms its superiority among all competing specifications. The time pattern of dependence
of Z analysed on the basis of correlograms show that autocorrelation is higher for models with
better fit. Significant correlations were obtained even at 30 and greater, making the case of
independence of Z samples rejected. The stochastic nature of trade duration series may be
complex in such way the family of the ACD-type models analysed in the paper is too narrow

for a proper description and prediction of observed features of price and trade intensity.
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Aluminium price discovery on the London Metal Exchange, 2007-2017
Marta Chyliﬁska1

Abstract

The aim of the paper is to extend the analysis of aluminium price discovery on the London Metal Exchange
(LME) beyond the 2007-2008 global financial crisis. To this end a VEC DCC-MGARCH model on the weekly
sampled price series of spot and 3-month aluminium futures in the period 3/10/2007-27/09/2017 is estimated (10
years, 522 observations). The results of the study reveal that both prices exhibit a common stochastic trend and
their spread have co-integrating properties. The hypothesis stating that they equally quickly revert to the long-
run equilibrium relationship is rejected. An increased conditional volatility of their returns is observed during the
crisis and after that a slightly decreasing albeit very close to unity their conditional correlation coefficient.
Nevertheless, a constant conditional correlation hypothesis (CCC-MGARCH) is rejected. More interestingly, the

term premium is likely to be proportional to the exchange rate of US dollar into British pound.

Keywords: aluminium futures, London Metal Exchange, VEC DCC-MGARCH
JEL Classification: G13, Q02
DOI: 10.14659/SEMF.2018.01.07

1 Introduction

The beginning of the XXI century is a period of increasing role of the aluminium industry.
Major primary aluminium producers are located in China, Russia, Canada, the Middle-East,
Australia, Brazil and India. From 1998 to 2016 world smelter production of aluminium
increased by approximately 161%. It is a result of rising demand for commodities from
emerging markets — particularly China (40% share of aluminium production) and Russia (9%)
(Nappi, 2013, p. 20).

Aluminium futures contracts are traded on a small number of specialized markets: the
London Metal Exchange (LME), the Commodity Exchange of New York (COMEX) and the
Shanghai Futures Exchange (SFHE). The LME competes with the SHFE to dominate in the
aluminium price discovery. The total volume of aluminium futures traded on the LME in
2016 was more than 1.3 billion tonnes (53.1 min lots), which makes the LME a market in
which 90% of the world aluminium futures are conducted. Furthermore, from the late 90s
aluminium has been the most heavily traded non-ferrous metal on the LME (Figuerola—
Ferretti and Gilbert, 2005).

! Corresponding author: University of Gdansk, Department of Econometrics, Armii Krajowej
101, 81-866 Sopot, Poland, e-mail: marta.chylinska@ug.edu.pl
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The aluminium futures trading on the LME was introduced in October 1978 and actual —
the high grade primary aluminium contract (AH) — in August 1987. From the mid of 1980s
aluminium has been world-wide sold on the basis of LME quotations (Figuerola—Ferretti,
2005). The primary aluminium is sold in 25 tonnes lots (with a tolerance of +/-2%) in the
shape of ingots, T-bars and sows. Price quotation is in US dollars per tonne (USD/t). All
aluminium deliverable against LME contracts must be of an LME-approved brand. Premium
futures contracts for aluminium were introduced on 23/11/2015. They enable market
participants to take delivery of readily available material in non-queued warehouses.

The price setting process at the LME is a subject of intensive research. The recent papers
on the issue are listed in Table 1. Most of the papers are focused on or before the 2007-2009
world financial crisis. The main findings include those that spot and futures prices are
integrated of order one variables, co-integrated and their returns variances and covariances are
time-varying. Some papers focus on correlations among the LME, the COMEX and the SHFE
(Figuerola-Ferretti and Gilbert, 2005; Gong and Zheng, 2016), and other on correlations
between aluminium and copper futures (Vu-Nhat, 2004; Figuerola-Ferretti and Gilbert, 2008).

Table 1. Literature review.

Study Time Data Model Main conclusions
period freq.
Vu-Nhat 07/1995-  weekly VAR Spot, 3- and 27-month futures prices of
(2004) 07/2002 aluminium and copper are co-integrated,

aluminium and copper are likely to be

substitutes

McMillan 01/1989-  daily GARCH, Returns variances and covariances are
(2005) 07/2003 GARCH-X time-varying
Figuerola- 01/1979- monthly ~ VECM LME aluminium price is more
Ferretti, 12/2003 informative than Metal Bulletin price,
Gilbert (2005) LME price leads COMEX one (Granger

causality), price discovery is on
COMEX (permanent-transitory
methodology)
Watkins, 02/1986-  daily VAR 3 structural breaks, long-run relationship
McAleer 09/1998 between spot and futures prices
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(2006)
Figuerola- 10/1982-  daily @ FIGARCH- Spot and 3-month aluminium and copper
Ferretti, 12/2005 VECM volatilities follow long memory
Gilbert (2008) processes, they exhibit a common

degree of fractional integration, the

processes are symmetric

Figuerola- 01/1989-  daily VECM Spot and futures prices are co-
Ferretti, 10/2006 integrated, price discovery takes place in
Gonzalo futures market

(2010)
Gong, Zheng  04/1995-  daily FISC? LME and SHFE aluminium futures
(2016) 04/2013 markets are more correlated in

downturns than upturns

The aim of the paper is to extend the analysis of aluminium futures price discovery
beyond the 2007-2008 global financial crisis and focus on the intra LME aluminium price
setting in the recent decade. To this end a combined vector error correction and dynamic
conditional correlation multivariate GARCH model (VEC DCC-MGARCH) on the weekly
sampled price series of spot and 3-month aluminium futures in the period 3/10/2007—
27/09/2017 (10 years, 522 observations) is estimated and several hypotheses related to their
dynamics are tested. Weekly time series (Wednesdays) are used to avoid the day-of-the-week
effects. Computations are performed using Microfit 5 and Stata 14 SE. The data comes from
the Thomson Reuters. The remainder of the paper proceeds as follows. In section 2 the
methodology is described. In section 3 the data and the empirical results are discussed. The

last section briefly concludes.

2 Methodology

Assuming that the logs of futures and spot prices are co-integrated, on the base of risk
premium model (Watkins and McAleer, 2006), a VEC DCC-MGARCH model (Johansen,
1995; Tse and Tsui, 2002) is specified:

p-1 p-1 p-1
Ala3, = Z atPAla3,_ + Z BV ALa0,_ + Z yJSi)Alext_k +6We,_; +&W (1a)
=1 k=1 k=1

2 FISC stands for fractionally integrated stochastic copula model.
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p—-1 p—-1 p—-1

Ala0, = z atPAla0,_;, + Z BPAla3,_; + Z yj(_i)Alext_k +6@e,_; +&P (1b)
k=1 k=1 k=1

e, = la3; — ¢o — P1la0, — ¢,lex, (1C)

$e = H?'svt (29)

H, = D)°R.D0? (2b)

R, = diag(Q:)~"*Q.diag(Q)™*° (2c)

Q=0=-2A4 =R+ 1 ¥ 1+ 24,04 (Zd)

where : la0,, la3; — log price of spot and 3-month futures contracts, x; — exchange rate of US

dollar into British pound, ft(i) — error term, H, — Cholesky factor of the time-varying
conditional covariance matrix, v, - vector of i.i.d innovations, D, — diagonal matrix of

conditional variances in which each element o7 evolves according to a univariate
GARCH(py, qi) processes a2 = s; + ?ﬁlaj(k)f it ?ﬁlﬁj(k)a,flt_ j» Re — matrix of
means to which the dynamic process in Eq. (2d) reverts, ¥, — rolling estimator of the
correlation matrix &, A, A, — parameters that govern the dynamics of conditional correlations
suchthat0 < 4, + 1, < 1.

The model is estimated in two steps. First, the Johansen procedure is employed to identify
co-integrating vectors. Second, the residuals from co-integrating relations are used to estimate
a full VEC DCC-MGARCH with the maximum likelihood method. Then it is validated by
testing:

1. Constant conditional correlations, VECM CCC-GARCH vs. VECM DCC-GARCH

(Hy: 1 = A, = 0), VC; — Wald test statistic under Hy distributed as 7 (2),

2. No return of conditional variances to their mean levels (Hy: 1, + 4, = 1), VC, — t test

statistic under H, distributed as N (0,1) in large samples,

3. GARCH(1,1) vs. IGARCH(1,1), IG — Wald test statistic under Hp distributed as

27 (2),
4. IGARCH in the variance equation for the price of contract maturing at time t + k, 1G,,
— Wald test statistics under Hy distributed as »?(1),
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Of the particular interest are hypotheses stating whether:

5. The price of futures contracts departures from their long run equilibrium relationship
do not affect the current price of contract maturing at time ¢t + k (Hy:6® =0, i =
1,2), W, — Wald test statistics under Hy distributed as »*(1),

6. The price of futures contracts departures from their long run equilibrium relationship
equally quickly revert to the long-run equilibrium relationship (Hy: 6™ = §®), W —
Wald test statistics under Ho distributed as z%(1).

r.8
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\
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la3 la0 lex

Fig. 1. Log aluminium prices, a3, la0 (left axis) and log exchange rate, lex (right axis),
10/2007-9/2017.

Table 2. ADF-GLS and KPSS tests results.

Variable Test
ADF-GLS KPSS
Level Lag Trend Lag Level Lag Trend Lag
la0 -1.90 13 -3.17 13 0.87 18 0.90 18
la3 -1.71 12 -3.15 13 093 18 0.09 18
lex -0.19 18 -2.13 18 1.14 18 0.23 18

Ala0 -237 12 -390 12 0.07 18 0.05 18
Ala3 -213 12 -3.73 12 007 18 0.05 18
Alex -370 12 -3.80 17 0.09 18 0.07 18
The 5% critical values in the ADF-GLS test are obtained using
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the response surface approach with a proper augmentation to
solve for autocorrelation of random errors if necessary: —1.96
(h=12), -1.96 (h=13), —-1.95 (h=18) (level) and —2.84 (h=12),
—2.84 (h=13), -2.82 (h=17), —2.82 (h=18) (trend), h —
augmentation lag (see Cheung and Lai (1995)). Critical values
in the KPSS test are: 0.15 (trend), 0.46 (level).

3 Data and empirical results

The empirical research starts with the analysis of logarithmic price series of spot and 3-month
futures contracts ( la0, la3) and exchange rate of US dollar into British pound (lex) against
time (see Fig. 1.). As demonstrated the prices sharply fall in September 2008 due to the
world’s financial crisis originated by the collapse of Lehman Brothers Holdings Inc. Both
prices rarely pass through their mean levels which suggests they are not stationary. The
results of the ADF-GLS and KPSS tests are gathered in Table 2. They indicate that the log

prices and log of exchange rate are integrated of order one variables.

Table 3. Maximal eigenvalue and trace tests estimation results.
Test

Maximal eigenvalue Trace
Hypothesis  Test Crit. value  Hypothesis  Test Crit. value
Ho Ha statistic 5% 10% Hp; Ha statistic 5%  10%
r=0 r=1 4464 1479 1283 r=0 r>1 4518 17.79 15.83
r<i r=2 0.54 813 649 <1 rx2 0.54 8.13 6.49

Co-integration with no intercepts or trends in the VAR.

The lag order p =1 of the VAR system is set using AIC information criterion. Next,
based on the maximal eigenvalue and trace test statistics, the existence of one co-integrating
vector is identified (see Table 3). So the log prices of spot and 3-month aluminium futures at
LME follow a common stochastic trend. Then, setting over identifying restrictions on the
parameters of co-integrating vector, aluminium price spread are found to have co-integrating
properties. Since the estimate of relevant likelihood ratio test statistic LR(1) = 0.07 this
hypothesis cannot be rejected at the 5 % significance level. Under Hy the LR test statistic is

asymptotically distributed as #*(1). Its 95 per cent bootstrap critical value is 4.55. The
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hypothesis stating that ¢, = 0 is rejected (LR(1) = 35.54, under Hy the LR test statistic is
asymptotically distributed as #*(1), its 95 per cent bootstrap critical value is 7.39). The term
premium is likely to be proportional to the exchange rate of US dollar into British pound. The
estimated co-integrating vector is: e, = la3; — la0, — 0.030837lex; and the VEC model
consists of two equations: Ala3, = §Me,_; + & and Ala0, = 6@e,_; + £, where e,

are the residuals from co-integrating vector.

Table 4. VECM DCC-MGARCH estimation and validation results.
Variable/ Equation
Test stat. Ala3, Ala0,
Coef. Std.err.  Coef.  Std. err.

Estimation results

€r 1 032 017 020 017
Erq 007 004 008 005
Ot 083 010 080 011
cons 000 000 000 0.0

Validation results

Statistic  Estimate p-value Estimate p-value

1G,, 2.50 0.11 3.21 0.07
W, 3.53 0.06 1.30 0.25
Residuals

LB(1) 0.19 0.66 0.42 0.52
LB(4) 2.58 0.63 3.09 0.54
LB(13) 12.20 0.51 12.36 0.50
LB(26) 17.70 0.89 18.60 0.85
Sq. of residuals
LB(1) 0.45 0.50 0.42 0.52
LB(4) 5.06 0.28 4.47 0.35
LB(13) 10.48 0.65 9.95 0.70
LB(26) 21.06 0.74 17.68 0.89
1G =4.15,VC, =671.85, V(, =16.14, W = 19.97
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The VEC DCC-MGARCH is estimated with maximum likelihood method (using AIC
informational criterion the DCC-MGARCH(1,1) is set). The estimation and validation results
are gathered in Table 4. They indicate that the mean and variance equations of VEC DCC-
MGARCH model are properly specified as the Ljung-Box portmanteau test applied on
standardized residuals from Eg. (1a)-(1b) and their squares shows that they are non-
autocorrelated processes up to the 26th order (see the estimates of LB(k) — Ljung-Box
portmanteau test statistic for autocorrelation of order up to k, under Ho distributed as #*(k)).
Second, a DCC-MGARCH is more likely than a CCC-MGARCH (VC; = 671.85). The
hypothesis of integrated MGARCH is rejected only for the first equation at the 10%
significance level (see the estimates of IG and IG), test statistics in T4.). More interestingly,
the hypothesis stating that the price departures from their long run equilibrium relationship do
not affect the time ¢ price of 3-month aluminium futures contract is rejected at the 10%
significance level (see the estimates of W; test statistic in Table 4.). However, the same
hypothesis cannot be rejected for spot contract (see the estimates of I, test statistic in Table
4.). The hypothesis stating that they equally quickly revert to the long-run equilibrium

relationship is rejected (see the estimates of W test statistic in Table 4.).

.0025 1

.99

.002

| | |08

.0015

| .97

.001

\) il
R RN

.96

.0005

T
2016

cc

Fig. 2. Conditional correlation, cc (right axis) and conditional variances, cv0, cv3 (left axis) of

the weekly log rates of return on aluminium futures prices at LME, 10/2007-9/2017.
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Finally, the conditional correlation coefficient and conditional variances for the log rates of
returns on spot and 3-month aluminium futures at LME are plotted in Fig. 2. There are 3
periods of an increased conditional volatility of the log returns between 2008-2010 resulting
from stages of the crisis on financial markets. After 2010 the levels of conditional volatilities
are smaller, but still sudden, though moderate, increases are locally observed. At all times
their conditional correlation remain almost stable and is close to one, however two of its

slightly different levels are observed before and after 2014.

Conclusions

In the paper the aluminium price discovery on the LME was analysed in the period 2007-
2017. The results of the study reveal that the price series of spot and 3-month futures exhibit a
common stochastic trend and their spread have co-integrating properties. Based on VEC
DCC-MGARCH model the hypothesis stating that they equally quickly revert to the long-run
equilibrium relationship is rejected. Moreover, 3 periods of an increased conditional volatility
of their returns are observed during the crisis. After 2010 levels of conditional volatilities are
smaller, but still sudden, though moderate, increases are locally observed. At all times their
conditional correlation remain almost stable and is close to one, however two of its slightly
different levels are observed before and after 2014. Nevertheless a constant conditional
correlation hypothesis (CCC-MGARCH) is rejected. More interestingly, it is showed that the
term premium is likely to be proportional to the exchange rate of US dollar into British

pound.
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Determinants of digital divide in Polish households

Malgorzata Cwiek!

Abstract

No access to information and communication technologies and no ability to use them are seen as potential
barriers for individuals to participate in the information society what can lead them to the digital divide. The
study shows the selected aspects of the problem of digital inequality in Poland. The purpose of this paper is to
identify the socioeconomic factors that are conducive of digital exclusion of Polish households. In order to
extract the qualitative factors, logistic regression was carried out. Individual, non-identifiable data from a
household budget survey conducted by the Central Statistics Office in Poland in the years 2012-2016 were used
in the analysis.

Keywords: digital divide, digital development, information society
JEL Classification: D31, 131
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1 Introduction

In the era of the information society, i.e., a society whose existence is largely based on the
flow of information and the use of IT solutions, the lack of ability or skill to efficiently use the
tools of acquiring information can become the reason of the so-called digital exclusion.
According to the definition used by the OECD, the digital divide (digital exclusion) is the
difference in access to modern technologies and in the use thereof between persons,
households, entrepreneurs and geographic areas at different levels of socioeconomic
development (OECD 2001). The problem of digital exclusion has been noted by scientists and
government authorities of the USA and the EU in the mid-1990s (Hargittai, 1999).

The concept of the digital divide is linked with the concept of social exclusion. Social
exclusion is a multidimensional phenomenon and exceeds the category of poverty, referring
also to the non-financial constraints that do not allow the human individual to live at the level
acceptable in their country (Panek, 2011; Torraco, 2018). According to the National Strategy
of Social Integration for Poland, social exclusion is a situation that prevents or significantly
handicaps an individual’s or a group’s playing a social role within the legal norms, making
use of public goods and social infrastructure, gathering resources and earning income in a

dignified way (Ministerstwo Gospodarki..., 2004).

! Cracow University of Economics, Department of Statistics, 27 Rakowicka St. 31-510
Cracow, Poland, malgorzata.cwiek@uek.krakow.pl.
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In the literature, four areas in which an individual may be subject to social exclusion are
mentioned (Burchard et al., 2002): consumption (the individual is subject to exclusion
because of a low level of income), production (an individual is subject to exclusion because of
unemployment and lack of opportunities to raise qualifications and find a job), political
commitment (an individual is subject to exclusion due to limited active or passive electoral
rights) and social integration (an individual is subject to exclusion because of no contacts with
other members of the society). In accordance with this approach, digital divide could result in
social exclusion in three of the four listed aspects (consumption, production and social
integration). No access to the Internet does not cause true restrictions on electoral rights, but it
significantly impedes access to the information needed to make an informed political choice.

The digital divide is usually considered is on two levels (Zhao et al., 2014). On the basic
level the participation of citizens and businesses in the information society depends on access
to information and communication technologies (ICT), i.e., the presence of electronic devices
such as computers and the Internet. The digital divide in this aspect is the so-called first order
effect implying inequalities in access to technology. The second order effect is the inequality
in the use of technology among people who have access to the Internet (Helbig et al., 2009). It
is believed that the essence of digital divide does not apply to the use of the Internet only, but
rather opportunities flowing from possibilities to participate in social and cultural life and
access to educational resources and the labour market (Batorski and Ptoszaj, 2012).

The purpose of the article is to know the trends concerning the Polish households’ access
to information and communication technologies. The research issues include the analysis of
access of Polish households to a computer with Internet connection (including broadband) in
2013-2016. Subsequently, an attempt to identify the factors affecting the access of the Polish
households to the tools for acquiring information was made. In the study, such characteristics
of the households were included as: the biological type of household, socioeconomic groups
of households, the level of education of the head of household and the class of the locality

where the household is found.

2 Data and research method

For the purposes of this study, individual non-identifiable data from the household budget
survey carried in the years 2013-2016 by the Central Statistical Office were used. The subject
of research were the households, and the object of the study included the equipment of the

home with a computer with broadband Internet access (32,786 observations).
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Identification of the factors that affect the use of the Internet was conducted using
econometric modelling. In view of the fact that the explained variable—having access to a
computer with a broadband Internet connection—is dichotomic (adopts two values: Y = 1
identifies the households with a computer with an Internet access or Y = 0 households without
a computer with Internet access) a logit model was used. In the case of this model, depending
on certain factors (x;), probability can be interpreted as the value of the distribution function
expressed by the formula (Maddala, 2006):

exp(ag+0qXjp+0sXjp+: - +ORXik)

P(Y,=1) =

1+exp(og+0qXjq +AaXjp ++0Xjk)

The parameters of the above model are usually estimated using the maximum likelihood
estimation, maximizing the logarithm function reliability relative to the parameters of the
model using the iterative numerical procedures.

As the explanatory variables, characteristics of the household and the head of the
household were assumed:

— quintile group of household’s income per capita (five zero-one variables; the reference
group was the first quintile group),

— class of place of residence (four zero-one variables; the reference group were households
in the countryside),

— education (three zero-one variables; the reference was middle school education or less),

— biological type of household (two zero-one variables; the reference group were
households without children),

— socio-economic group of households (five zero-one variables; the reference was the
group of households of employed people).

In order to match the model, the McFaddenR? formula was applied (Gruszezynski, 2012):

McFaddenR? = 1 — sit

lnLO !
where: InLg;. is a reliability function of the full model, and InL, is the logarithm of the
model reliability function where only a constant term occurs. If the model perfectly forecasts
the variable then InL, = 0, therefore McFaddenR? = 1. In practice, however, R> McFadden

values are small, closer to 0 than 1 (Gruszczynski, 2012).
3 Internet access in Polish households
In 2017, 81.9% Polish households with at least one person aged 16-74 had access to an

Internet connection (Central Statistical Office, 2017). This percentage was higher by 1.5
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percentage points than in the previous year and 10 percentage points compared to 2013 (see
Fig. 1). In comparison with 2016 the share of households using a broadband Internet
connection increased by 1.9 percentage points. Internet access both in general and broadband
was varied, depending on the type of household, the class of its location, the degree of

urbanization and also the part of Poland where it is found.

85,00%
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B Access to the Internet B Broadband access to the Internet

Fig. 1. Households with access to the Internet and broadband access to the Internet.

Among households with access to the Internet, households with children dominated (see
Table 1). Taking into account the class of the location, more households in urban areas had
Internet access than in rural ones. Due to the region, the most households with Internet access
were located in the central regions of Poland. The level of urbanization implied that more
households had access to the Internet in areas with higher population density. The same
situation concerned access to a broadband connection.

The reasons for not having Internet most often included the lack of need to use it
(70.6%). Another important reason was the lack of appropriate skills (see Table 2). Frequently
mentioned reasons also pointed out that the of access and hardware costs were too high. The
drop of the share of households that do not have Internet because of their technical
capabilities can be regarded as a positive change. Meanwhile, the share of households that

point to safety reason for not having Internet has risen.

Table 1. Households with access to the Internet at home.

Specification Access to the Internet  Broadband access to the Internet
2013 2016 2013 2016
Total 71.9 80.4 68.8 75.7
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Households with children

Households without children

Large cities
Small cities

Rural areas

Thinly-populated
Intermediate
Densely-populated

Eastern Poland
Central Poland
Western Poland

Household type
93.1 97.7
61.2 71.9

Domicile
76.9 82.9
70.8 80.6
67.8 77.8
Degree of urbanisation
67.4 79.0
71.0 79.6
76.4 82.2

Regions
70.6 78.0
73.2 81.2
70.1 81.0

89.9
58.1

75.1
68.0
63.0

62.7
68.2
74.6

65.7
70.3
67.9

92.8
67.2

79.1
76.6
71.3

73.3
74.3
78.7

74.8
75.9
76.0

Table 2. Households without access to the internet by reasons for not having access to the

Internet (in % of households without access to the Internet).

Reason 2013 2016
No need 64.9% 70.6%
Lack of skills 35.8% 52.0%
Equipment costs too high 28.0% 28.0%
Access costs too high 21.9% 21.3%
Have access to the Internet elsewhere 3.8% 3.6%
Reluctance to the Internet 4.7% 9.9%
Lack of technical possibility to connect to the Internet 1.8% 0.8%
Security concerns 1.4% 3.9%

4  Determinants of Internet access of Polish households

The analysis of individual data from 2016 year showed that having a computer with Internet

access is associated with the financial situation of the household, as illustrated in Fig. 2. The

empirical distribution curse of the households with a computer and Internet access is visibly

shifted right relative to the households with no computer with an Internet access. Average
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income per capita in the households with a computer with Internet access is about 24% higher

than in those that do not possess such equipment.

0,9
0,8
0,7
0,6

0,4 Ij

0,3 =
T
0,1 | |

0 —
0 1000 2000 3000 4000 5000 6000 7000

Total households

Households having a computer with access to the Internet

Households not having a computer with access to the Internet

Fig. 2. Empirical distributions of household’s income per capita in general, households with a
computer with Internet access and those which do not have a computer with Internet access
from 2016.

Interestingly, the analysis of access to the Internet in quintile groups of income per capita
indicates that the percentage of households having access to the Internet is higher in the first
quintile group than in the second and third (see Fig. 3). It is worth noting, however, that in the
fifth quintile group the share of households having access to the Internet is higher by more

than 15 percentage points than in the first group.
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Fig. 3. Households by equipping a computer with internet access in quintile groups of

household’s income per capita.

In order to extract the socioeconomic qualitative factors, logistic regression was carried
out. The information contained in Table 3 shows that most of the proposed variance
significantly affect the likelihood of having a computer with an Internet access at home. The
McFadden determination coefficient indicating the quality of the fit of the binominal model to
the data should not be interpreted as R? for the linear model, only in accordance with its
definition. Taking into account the number of observations and the nature of the data, the
obtained factor level it can be considered satisfactory (Gruszczynski, 2012).

The likelihood of having the equipment necessary for the use of information and

communication technologies is the most strongly influenced by family type. With the increase
in class of the place of residence and income per capita, the threat of the digital divide is
diminishing. Those most at risk are the households belonging to retirees and other pensioners,
farmers and people living off various benefits. It is a little surprising that the education of the
head of the household turned out to be statistically insignificant.
The results are partly consistent with those of other studies found in the literature. Social and
economic factors were identified as the main predictors of the digital divide at work (Kiiski et
al., 2005). Other studies of the determinants of social exclusion point to the role of GDP per
capita, telecommunications infrastructure and the quality of regulations (Chinn and Fairlie,
2006) and gender (Dixon et al., 2014).
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Table 3. Evaluation of the parameters of the logistic model of equipment of Polish

households with computers with Internet access.

o Standard Wald p-
Specification Parameter o
error statistics value

Constant 0.3589 0.0532 45.48 0.0000
Households with children 2.4437 0.0522 2195.87 0.0000
Cities with population over 500 000 0.5640 0.0543 107.73 0.0000
Cities with population between 100 000

0.5106 0.0465 120.42 0.0000
and 499 000
Towns with population under 100 000 0.3177 0.0382 69.25 0.0000
Household of farmers -0.4909 0.0824 35.50 0.0000
Household of pensioners -1.8019 0.0358 2532.71 0.0000
Household maintained from non-earned

-1.0277 0.0740 192.86 0.0000
sources
Secondary education -0.0148 0.0217 0.47 0.4952
Higher education 0.0443 0.0422 1.11 0.2928
Second quintile group 0.2914 0.0519 31.54 0.0000
Third quintile group 0.5829 0.0520 125.83 0.0000
Fourth quintile group 04777 0.0448 113.60 0.0000
Fifth quintile group 1.2664 0.0516 602.63 0.0000

McFaddenR?=0,3191, Chi*(14)=12308, p=0.0000

Conclusions
Full participation in the information society is not possible without access to the Internet and
digital skills at the appropriate level. However, it is the Internet access that is the primary
condition to acquire skills in information and communication technologies and their use. In
Poland, despite improvements in recent years, ca. 20% of households still do not have access
to the Internet. The most at risk are for retirees and other pensioners, as well as other
individuals who live off various benefits as well as households located in rural areas.

The research conducted shows the need to increase access to the Internet in rural areas
and in households of pensioners. While in some rural areas lack of Internet access can be a
problem related to the lack of infrastructure, in the households of pensioners the lack of
access to the Internet implies (at least partly) a lack of skills needed to use the Internet. To

reduce the risk of digital divide the elderly should be enabled to participate in courses in
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computer and Internet skill development. Due to the social importance of the problem of
digital divide, the analysis of the issue of access to the Internet and the level of digital literacy
should be continued in the coming years.
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Sources of real exchange rate variability in Poland — Evidence from

a Bayesian SVAR model with Markov Switching Heteroscedasticity
Marek A. qurowskil, Fukasz Kwiatkowskiz, Justyna Wréblewska®

Abstract

This paper investigates the sources of real exchange rate fluctuations in Poland in 2000-2016. The objective is to
assess the relative importance of cost, demand and monetary shocks in driving the exchange rate in Poland. A
two-country and two-good New Keynesian open economy model as developed by Engel and West (2006) is used
as a theoretical framework. A Bayesian SVAR model with Markov switching heteroscedasticity is used in
empirical part. The structural shocks are identified on the basis of the changes in volatility and named with
reference to the sign restrictions derived from the economic model. We identify two regimes/states: one with
high volatility and the other featuring low volatility. Estimated impulse response functions are in line with the
theoretical model though uncertainty is rather large. The main finding is that the contribution of cost and demand
shocks to exchange rate variability is about 50 percent in normal times implying that the flexible exchange rate
acts as a shock absorber. In turbulent times monetary shocks dominate the exchange rate variability, but their
impact on a real economy is short-lived. This undermines the claim that the exchange rate flexibility is

dangerous due a shock-propagating nature of the exchange rate.

Keywords: real exchange rate, open economy macroeconomics, Bayesian MS-VAR models
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1 Introduction
Poland is a small open economy with flexible exchange rate regime. It is open both to trade
and financial flows: openness to trade as measured by a ratio of the sum of exports and
imports to GDP was more than 100 percent in 2016 and the capital openness was above the
world median in 2014 (as measured by the Chinn-Ito index; see Chinn and Ito, 2008).
According to the IMF’s exchange-rate-regime classification, the Polish currency freely floats
since April 12, 2000.

The objective of this research is to examine the relative importance of cost, demand and
monetary shocks in driving the exchange rate in Poland, and thus to provide evidence that is

useful in assessing the desirability of the exchange rate flexibility. Existing evidence is far
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from unambiguous. In some studies nominal shocks are found to be the main driver of
exchange rate flexibility (see, e.g., Shevchuk, 2015), but in others real shocks are found to be
the primary source of exchange rate variability (see, e.g., Arratibel and Michaelis, 2014;
Dabrowski and Wroblewska, 2016). Yet another view was expressed by Alexius and Post
(2008) who found that ‘exchange rates display some stabilizing properties but can mainly be
characterized as disconnected from the rest of the economy.’* We use a Bayesian Markov
Switching Heteroskedastic VAR model to identify shocks hitting an economy.
Overidentifying sign restrictions derived from a New Keynesian small open economy model

are imposed to obtain economically interpretable shocks.

2  Theoretical framework and data
A small open economy model is used as a theoretical model. It is a two-country and two-good
New Keynesian model developed by Engel and West (2006). The model consists of four main
equations: interest rate rule, Phillips curve, IS relation and uncovered interest rate parity
condition. It is assumed that the domestic central bank cares about the exchange rate stability,
so the exchange rate term enters the interest rate rule. There are three exogenous stationary
AR(1) disturbances: demand, cost and monetary that are driven by respective structural
shocks. Each variable is defined as a difference between a domestic variable and a foreign
one. This allows us to focus on asymmetric shocks, i.e. the ones that matter when the
usefulness of the exchange rate flexibility is to be assessed (when shocks are symmetric the
flexible exchange rate is of limited use). As pointed out by Artis and Ehrmann (2006), the
drawback of such an approach is that it ‘yields no information on the comparative frequency
of symmetric and asymmetric shocks’ and only the latter ‘necessitate exchange rate
adjustments.” The approach we follow, however, is much more parsimonious, well-
established in the literature and corresponds to the nature of the exchange rate which is itself a
relative variable.’

A system of stochastic difference equations yields the solution that allows us to determine
the direction of the short-term reactions of three main endogenous variables to structural
shocks. The relative output gap reacts positively to a demand shock and negatively to cost and

monetary shocks. All shocks have a positive impact on the real exchange rate (an increase

* The result, however, was obtained for advanced small open economies, Canada and Sweden.
> Moreover, when a shock is symmetric, a flexible exchange rate can be useful if domestic
and foreign preferences with respect to its accommodation are different.
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corresponds to an appreciation of domestic currency). The relative inflation gap’s response to
both demand and cost shocks is positive, but it is negative to a monetary shock.

We use quarterly data for Poland and the euro area (EA-12) spanning the period 1995q1-
2017g2. The data for the underlying variables were retrieved from the Eurostat database and
include: real GDP, implicit GDP deflator, average euro/ECU exchange rate and harmonised
index of consumer prices (HICP). These data are used to construct three main endogenous
variables. The relative output gap is a difference between domestic and foreign output gap and
each gap is a cyclical component of the log of relevant GDP identified with the HP filter. The
real exchange rate (RER) is constructed on the basis of the (index of the) nominal exchange
rate and (seasonally adjusted) HICP indices for Poland and the euro area and then a cyclical
component of the log of RER is extracted with the HP filter. The relative inflation gap is a
difference between domestic and foreign inflation gaps and each gap is a cyclical component
of relevant QoQ inflation (based on the implicit GDP deflator) identified with the HP filter.

3  Methodology

We base our empirical analysis upon Bayesian VAR(2) model with Markov switching
heteroscedasticity (henceforth MSH-VAR(2)). As we also take into account the possibility of
cointegration, the basic model is presented in the VEC form:

Ay, = aB'yi— + 1Ay + v+ &, &S, ~iiN(0,%g,), t=1.2,..,T, (1)

where y, = [Output_GAP, Ex_Rate;, Inf_GAP; ]’ represents the column vector of the
endogenous variables introduced in the previous section, and {S;, t € Z}, S, € {1,2}, is a
two-state homogenous and ergodic Markov chain with transition probabilities denoted by p;;
(Veez P(Se = JISt—1 = 1) = pij, pin + Piz = 1, pij € (0,1), i,j € {1,2}). Matrices a and f
collect the adjustment coefficients and the cointegration vectors, respectively.

For the covariance matrices we impose the inverted Wishart priors £; ~ iW(10Ss,n +
11), X, ~ iW (585, n + 11), where hyperparameter Sy is obtained fa training sample covering
the period 1996¢2-1998g3. The difference between the priors assumed for £, and X, reflects
our prior belief according to which the second-state variance is lower than in the first state.

The joint prior for a, I'; and v is matrix normal:

, 0.01l, om)
(a,Ty,v) mN<0,13,(04X3 0.51,) )
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Finally, for the transition probabilities we impose uniform distribution p;; ~ U(0,1) =
Beta(1,1),i = 1,2. It has turned out that the analysed data may be treated as a realisation of
covariance stationary three-dimensional VAR(2) process, so we assume B = I;. The joint
prior distribution is truncated by the stability condition. The states are identified by the
assumption that the conditional volatility of exchange rate in the first state is higher than in
the second one.

The reduced-form errors (&) are linear combinations of the structural shocks (denoted as
W), i.e. & = Bu,. To identify the structural shocks we employ the method proposed by Lanne
et al. (2010), in which we make use of the changes in covariance matrices (X1, X,) of the

reduced-form shocks. In the two-state case there always exist matrices B and A, such that
21 = BB,, 22 = BAzB’, AZ = diag(/121,/122,/123). (2)

Lanne et al. (2010) show that this decomposition is locally unique, i.e. up to changing the
signs and ordering of B’s columns, if the diagonal elements of A, are all distinct. Using these
results the structural shocks defined as u, = B~ ¢, are locally identified, so to obtain global
identification we additionally impose the shocks’ order and their signs by assuming the
descending order for A,;,i =1,2,3, and B;; <0, By, >0, B33 <0, with B (i=1, 2, 3)
denoting the i-th diagonal element of B. The three latter inequalities, constituting
normalisation restrictions, are set according to the economic model underlying this study, and
are also further employed in another MSH-VAR(2) model, which we discuss below. It is
worth emphasising that structural shocks obtained in this framework feature switching
(therefore, time-varying) covariance matrices (I3 in the first state and A, in the second one),
but their impacts remain unchanged. Also, since A, is diagonal, the structural shocks are
orthogonal also in the second state, with A,;,i = 1, 2, 3, being their variances. Finally, since
Var(u:|S; = 1,0) =1 and Var(uy|S; = 2,0) = A,;, each A,; may be regarded a relative
change of uy’s variance in the second state with respect to its (unit) value in the first
regime.As mentioned above the structural shocks can be statistically identified if their
variances in the second state are all distinct. Therefore, in Table 1 we inspect the posterior
quantiles for 1,;,i = 1, 2, 3, and their differences.

It can be noticed that the 90%-credible intervals of variances overlap and the posterior
marginal densities of their differences are not well-separated from zero, so the conditions for
local identification appear not fulfilled. For this reason we have decided to facilitate the

identification of structural shocks in our study by introducing sign restrictions (posited by the
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economic model) for some other (rather than only diagonal) elements of B. Such an approach,
formally resulting in a different Bayesian model (further referred to as the second model),
combines the purely statistical procedure delivered by the model we discussed hitherto, with
one of the most common approach to shock identification by sign restrictions (in accordance
with the economic model). We refer the reader to Herwartz and Liitkepohl (2014) for a
broader discussion on combining identification by heteroscedasticity with typical short-run

restrictions, though only in the frequentist (rather than Bayesian) setting.

Table 1. Posterior quantiles of the structural shocks’ variances in the second state.

probability 0.05 0.16 0.5 0.84 0.95
Aoy 0.408 0.507 0.716 1.030 1.325

Ao 0.131 0.177 0.283 0.429 0.547

Aas 0.047 0.060 0.086 0.124 0.157

Aoy — gy 0.110 0.203 0.415 0.727 1.009
Ay — Ay3 0.047 0.087 0.188 0.336 0.456
Aoi — Ays 0.310 0.412 0.625 0.941 1.237

As regards our particular choice of sign restrictions for the elements of B (i.e.
instantaneous effects of the shocks upon the endogenous variables), we confronted their
posterior distributions in the model discussed above (results available upon request) with
reactions predicted by the economic theory, and it enabled us to name the shocks and then to
combine both types of identification restrictions. Ultimately, we constrained only (immediate)
reactions to the cost and monetary shocks, corresponding to the first and third column of B
(with imposing the same signs upon Bi3, By, and Bss as previously). Fig. 1 displays the priors
and posteriors of B’s elements in the resulting (second) model, with sign restrictions
(postulated by the theory) indicated in parentheses (in cases when the sign is not actually
imposed in the model) and brackets (when the sign is imposed in the model). It is also worth
mentioning that the posterior distributions of B’s elements in the previous model, i.e. the one
without additional sign constraints, tend to feature slight bimodality, with, and most
importantly, the prominent mode in each distribution being supported by the economic model
(results available upon request). Introducing additional restrictions removed the bimodalities

almost completely, perhaps with a sole exception of B, (see Fig. 1).
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Fig. 1. Marginal posteriors (histograms) and priors (lines) of the elements of the instantaneous

reactions matrix (B) obtained within the second model.

4 Empirical results

In this section we focus only on the results obtained within the second model, i.e. the one with
additional sign restrictions imposed. Conventional tools of structural vector autoregressive
analysis were used, i.e. structural impulse responses and forecast error variance
decompositions. Our research question is whether fluctuations in the exchange rate in Poland
were related to changes in the real economy or were driven by volatility in financial markets.

In the former case the exchange rate flexibility can be considered a useful adjustment
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mechanism, whereas and in the latter a factor that contributes to the transmission of undesired
financial volatility into the real economy.

In Fig. 2 the impulse response functions of the real exchange rate to identified shocks over
five-year period are illustrated (results for other variables are available upon request). Solid
lines display the posterior mean reactions, whereas and broken lines represent the intervals of
plus/minus two standard deviations. All reactions are positive and rather smooth: after a shock
the output gap, real exchange rate and inflation gap gradually return towards their long-run
paths. In principle, the IRFs obtained are consistent with the model of a small open economy,
although the degree of uncertainty if rather large. It is worth emphasizing that sign restrictions
are imposed only on the instantaneous reactions (see Fig. 1) and all other (i.e. the lagged)
reactions are left unrestricted, so the trajectories of the IRFs are not determined a priori. The
IRFs to demand and cost shocks are in line with the shock absorbing property of the flexible
exchange rate. In the wake of a positive demand shock the aggregate demand and output
increase, but their reaction is mitigated by a real appreciation of the domestic currency.
Interestingly, the inflation gap remains almost unchanged, which means that the adjustment
process is through the exchange rate changes. This could be an important advantage if prices
are sticky. A positive cost shock raises inflation gap and thus induces a real appreciation of
the domestic currency. These changes, together with a rise in the real interest rate due to the
central bank’s focus on price stability, contribute to a decrease in the aggregate demand and
output. Since the shock is temporary, the change in the real exchange rate will fade away in
the long term (see also Fig. 2). This, however, means that the domestic currency needs to
depreciate in nominal terms both in the short and long run. Without the exchange rate
flexibility the nominal depreciation would not be possible, and for the real exchange rate to
return to its long-run path a period of low domestic inflation or even deflation would be
required.® Interestingly, the real exchange rate is found to be back to its long-term path faster
than both the output and inflation. The implication is that the nominal exchange rate
flexibility remains important beyond the horizon of the adjustment of the real exchange rate.
A positive monetary policy shock results in a strong real appreciation of the domestic
currency which strengthens an adverse impact of the shock on the output. Moreover, the
reaction of inflation is almost non-existent, so the induced appreciation does not seem to be

conducive to a reduction of inflation (through the exchange rate channel of monetary

® More precisely, the domestic inflation would have to be lower than the foreign inflation.
This, however, given that the inflation abroad were low, would indeed require a domestic
deflation.
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transmission). Thus, the IRFs to a monetary shock are consistent with the claim that the

exchange rate propagates a shock to the real economy.
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Fig. 2. Impulse response functions of the real exchange rate in Poland.

Table 2. Posterior means of forecast error variance decomposition of the relative output and

real exchange rate and relative inflation in Poland.

Forecast Shocks in turbulent times Shocks in normal times

horizon cost demand  monetary cost demand  monetary

Relative output gap

0 17.5 49.0 33.5 35.7 52.0 12.3
20 12.3 36.1 51.6 32.0 43.7 24.3
Real exchange rate
0 24 18.9 78.7 11.7 31.5 56.8
20 2.5 20.8 76.7 12.4 33.9 53.7
Relative inflation gap
0 69.4 16.1 14.5 87.6 9.5 2.9
20 33.8 22.6 43.6 64.7 20.0 15.3

Before the importance of shocks is assessed, the two volatility regimes need to be
discussed. Our empirical approach enables us to identify two distinct states: one with high
volatility and the other with low volatility. The former, which we refer to as ‘turbulent times,’
comprises (the posterior probability of the regime above 0.5): (1) the EU pre-accession period
(2000g1-200592), (2) global financial and economic crisis (200794-2010q1), and (3) the debt
crisis in the euro area (2011g3-201292). Interestingly, our findings are consistent with the

evolution of the common measure of volatility, i.e. the VIX index (results available upon
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request). The second regime encompasses the remaining periods and is henceforth labelled as
‘normal times.’

In order to assess the contribution of shocks to the variability of output, real exchange rate
and inflation, we analyse the forecast error variance decomposition. Table 2 reports the results
obtained for two forecast horizons: zero quarters (the short run) and twenty quarters (the long
run). The results depend on the volatility regime. During the normal times the relative output
gap is driven mainly by demand shocks, the relative inflation gap by cost shocks, and the real
exchange rate by monetary shocks. In turbulent times a contribution of monetary shocks is
much larger than in tranquil times, whereas that of cost shocks decreases substantially. Two
more important observations can be made with reference to the usefulness of exchange rate
flexibility. First, even though the variability of the real exchange rate is mainly driven by
monetary shocks, the contribution of the two other shocks is close to 50 percent in normal
times. Bearing in mind that these shocks account for 75-90 percent of output variability, one
can argue that the flexible exchange rate acts as a shock absorber. Second, in turbulent times,
when monetary shocks become more prevalent, the exchange rate acts more like a shock
propagator. The cost and, in particular, demand shocks remain, however, important sources of
both exchange rate variability (20-25 percent) and output variability (50-65 percent).
Therefore, in turbulent times, the shock-absorbing property of the flexible exchange rate is
limited rather than non-existent. Moreover, the reaction of the output to a monetary shock, as
measured by the IRFs, is rather short-lived (after six quarters it peters out), so the shock-

propagating property of the flexible exchange rate should not be overstated.

Conclusions

Our main findings can be summarised as follows. First, monetary shocks account for about 50
percent of exchange rate variability, but the contribution of cost and demand shocks is large,
especially in normal times. Together with the theory-consistent trajectories of impulse
response functions, the result lends support to the hypothesis that the flexible exchange rate in
Poland acted as a shock absorber. Second, in turbulent times the relative importance of
monetary shocks is much higher than in tranquil times. We abstain, however, from
interpreting this finding as an argument in favour of the hypothesis that the exchange rate
acted as a shock propagator, because the impact of a monetary shock on the real economy was
found to be rather short-lived, unlike that of either cost or demand shock. We see two things
that can be done to strengthen the results. First, our approach needs to be extended to allow

for identification of financial shocks that are presumably hidden behind monetary shocks.
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Second, in order to establish more convincing insights into the role of the exchange rate, we
need to compare countries with fixed and flexible exchange rate. We leave these issues for

further research.

Acknowledgements

The authors would like to acknowledge financial support from research funds granted to
Faculty of Management and Faculty of Economics and International Relations at Cracow
University of Economics, within the framework of the subsidy for the maintenance of

research potential.

References

Alexius, A. & Post, E. (2008). Exchange rates and asymmetric shocks in small open
economies. Empirical Economics, 35(3), 527-541.

Arratibel, O. & Michaelis, H. (2014). The impact of monetary policy and exchange rate
shocks in Poland evidence from a time-varying VAR. European Central Bank Working
Paper Series, No. 1636.

Artis, M. & Ehrmann, M. (2006). The exchange rate — A shock-absorber or source of shocks?
A study of four open economies. Journal of International Money and Finance, 25(6), 874-
893.

Chinn, M. D. & Ito, H. (2008). A new measure of financial openness. Journal of Comparative
Policy Analysis, 10(3), 309-322.

Dabrowski. M. A. & Wroblewska, J. (2016). Exchange rate as a shock absorber in Poland and
Slovakia: Evidence from Bayesian SVAR models with common serial correlation.
Economic Modelling, 58, 249-262.

Engel, C. & West, K. D. (2006). Taylor rules and the Deutschemark-Dollar real exchange
rate. Journal of Money, Credit, and Banking, 38(5), 1175-1194.

Herwartz H. & Liitkepohl, H. (2014). Structural vector autoregressions with Markov
switching: Combining conventional with statistical identification of shocks. Journal of
Econometrics, 183(1), 104-116.

Lanne, M., Liitkepohl, H. & Maciejowska, K. (2010). Structural vector autoregressions with
Markov switching. Journal of Economic Dynamics and Control, 34(2), 121-131.

Shevchuk, V. (2015). Flexible Exchange Rates as Shock Absorbers in Central and Eastern

Europe. Zeszyty Naukowe Uniwersytetu Ekonomicznego w Krakowie, 5(941), 17-35.

99



The 12th Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

Is there a trade-off between monetary independence and exchange rate

stability in Central and Eastern European economies?
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Abstract

The paper examines the relation between the exchange rate flexibility and monetary independence in Central and
Eastern European (CEE) economies. According to the conventional open economy model one of the important
advantages of the floating exchange rate regime is that a country can pursue an autonomous monetary policy.
Recently the empirical validity of the trilemma has been questioned: H. Rey argued that the choice is between
openness to financial flows and monetary independence, ‘irreconcilable duo’, no matter which exchange rate
regime prevails. We derive a contagion model of monetary policy to examine whether the degree of ‘policy
contagion’ is indeed unrelated to the exchange rate flexibility in CEE economies. Our main findings are that: (1)
the spillover effect from the euro area monetary policy is strong for the Czech Republic, but rather weak for
Hungary, Poland and Romania; (2) the trilemma monetary policy independence indices are rather crude and their
informativeness is substantially limited; (3) the CEE countries, except for the Czech Republic, are likely to

maintain their monetary independence in the face of future ECB’s exit from the zero-interest-rate policy.
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1 Introduction

The macroeconomic trilemma links monetary autonomy, exchange rate stability and openness
to international financial flows. It is the trilemma, because one can choose two out of three
options. Using this insight Aizenman et al. (2013) constructed the indices that measure the
trilemma aspects and demonstrated that emerging market economies have retained some
degree of monetary autonomy. More recently, however, Rey (2016, 2015) questioned the
validity of the trilemma arguing that ‘whenever capital is freely mobile, the global financial
cycle constrains national monetary policies regardless of the exchange rate regime.” Empirical
evidence on the relevance on Rey’s ‘irreconcilable duo’ hypothesis for emerging market

economies so far have remained mixed.
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The objective of this study is to establish whether the exchange rate flexibility contributes
to monetary policy autonomy in a small open economy. We examine the case of four Central
and Eastern European (CEE) economies. The degree of monetary independence with respect
to monetary policy pursued in the euro area is assessed in the period spanning January 2002 to
July 2012,

Our study is not the first one to examine monetary independence in the CEE countries.
Angeloni et al. (2007) investigated the homogeneity of monetary policy rules of the CEE
countries with the euro area and found that rules are broadly similar with some differences in
the speed of adjustment only. Unfortunately, they did not include the foreign rate of interest in
their regressions, so it was not possible to assess the degree of monetary independence.
Goczek and Mycielska (2013), using a VAR approach, found that ‘monetary policy in Poland
seems to be dependent on the ECB policy.” Using dynamic regressions on country-by-country
basis Obstfeld (2015) examined monetary policy independence in 56 countries. Results for
the CEE economies were mixed: the long-run relation between domestic and foreign interest
rates was found for the Czech Republic and Poland, but not for Hungary and Romania. In a
related study Dabrowski et al. (2015) examined resilience of 41 emerging market economies
to the global financial crisis and found that it was not the exchange rate regime per se that
mattered for the resilience, but the actually adopted monetary policy option.

Table 1. Indices of macroeconomic trilemma in CEE countries, 2002-2012.

Variables Czech Rep. Hungary Poland Romania
Monetary 0.43 0.56 0.32 0.63
independence (0.21) (0.38) 0.61 (0.54)
Exchange rate 0.38 0.29 0.28 0.23
stability (0.30) (0.39) (0.18) (0.34)
Capital account 1.00 1.00 0.45 1.00
openness (0.12) (0.18) (0.00) (0.55)
International reserves 0.20 0.19 0.15 0.22
(minus gold, to GDP) (0.13) (0.20) (0.10) (0.13)

Note: medians; maximum minus minimum in parentheses.

Aizenman et al. (2013) developed indices of macroeconomic trilemma for a large set of
countries. Their medians are tabulated for the CEE countries in Table 1 (international

reserves-to-GDP ratios are based on data from the World Development Indicators). The index
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of monetary independence was calculated on the basis of the correlation of the interest rates
between the home country and the base country. The results are far from being unambiguous.
For example, Poland had an index of exchange rate stability (0.28) close to that in Hungary
(0.29), but substantially less monetary independence (0.32 vs 0.56), even though capital
account in Poland was found to be less open than in Hungary (0.45 vs 1.00). More generally,
the problem is that the index of monetary independence could be misleading in the face of
global shocks (see, e.g. Obstfeld, 2015).

The paper is structured as follows. The following section briefly lays out theoretical issues
and describes the data. Empirical methodology is discussed in Section 3, whereas empirical
results are reported in Section 4. The final section concludes.

2  The ‘contagion’ model of monetary policy and data
Dornbusch (1976) demonstrated that the floating exchange rate reaction to foreign monetary
policy changes is excessive in the short term in that sense that it overshoots its medium-term
level. Since such changes — especially in the face of nominal rigidities — translate into a real
economy, the central bank can intend to limit excessive exchange rate volatility. Thus, as
pointed by Edwards (2015) it is quite likely that the term in the foreign policy rate will be
included in the central bank policy rule.
The line of reasoning can be formalized by reference to the extended monetary policy
rule, i.e. the one that includes the term in the exchange rate:
ip = —a(sg-1 — E¢—1SE) + ¥4 1)
where i is the domestic rate of interest, s is the actual exchange rate, E;_,s¢ is the equilibrium
exchange rate expected in t — 1 to prevail in t and x includes other determinants of the
interest rate (like deviation of actual inflation from target and/or output gap). Parameters «, y
are positive. Variables on the right hand side of equation (1) are indexed ¢t — 1 following the
assumption that information from the current month is not available to the central bank when
making the decision. Thus, we consider the so-called backward-looking interest rate rule.
Using the uncovered interest rate parity condition one can demonstrate that
i =al{_y — iy +apeq — aE 1S +y'x 4 (2)
where i* is the foreign interest rate, p is a foreign currency risk premium, E;_;S; is the
deviation of the actual from equilibrium exchange rate expected in t — 1 to prevail in t.
In a freely floating exchange rate regime « is zero and the interest rate is set as implied by

determinants included in x (y is statistically different from zero). In a fully credible fixed
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exchange rate regime the domestic interest rate is endogenously determined (within the
uncovered interest rate parity) by the foreign interest rate and a risk premium only, so other
determinants are unimportant (y = 0).

Central banks avoid large swings in the interest rate. If we allow for the interest rate

smoothing then the equation becomes
Aip = (1 = Dlaify — A+ a)i1 + ape1 — @B 18 +¥'x¢ 4] 3
where the degree of interest rate smoothing is measured by the parameter 0 < 1 < 1.

We use monthly data for the four CEE countries: the Czech Republic, Hungary, Poland
and Romania, and for the euro area that span the period January 2002 to July 2017. The main
variable of interest is the rate of interest. Three-month money market interest rates from the
Eurostat database are used. Inflation rates are the CPI changes on annual basis and are from
the IMF IFS dataset. Industrial production indices from the Eurostat database are used to
proxy for the output gap. Broad indices of the nominal effective exchange rates (NEER) from
the Bank of International Settlements are used to derive the deviation of actual from the
equilibrium level. The latter is proxied as a cyclically-adjusted component of the NEER (the
Hordick-Prescott filter was used). The foreign risk premium is proxied with the Chicago
Board Options Exchange’s equity option volatility index (VIX) obtained from the Federal
Reserve Economic Data.

3 Methodology
The equation we derived in Section 2 is similar to the one used in other studies. For example
Edwards (2015) also assumed that the central bank adjusted its policy with a lag and did so
gradually. Following Edwards (2015) and Obstfeld (2015) we estimate the dynamic
regression model of the form
Aiy = Bo + Prif—1 + Bair1 + B3pr-1 + PaSeo1 VX1 +

+8,Aif_1 + 6001 + 630pe_1 + Uy 4)
where u, is assumed to be iid white noise process.

Foreign monetary policy spillover in the short run is given by g, + ;. It is quite likely,
however, that it takes some time for the full impact of the foreign interest rate change to be
transmitted to the domestic rate. Thus, we calculate long-run policy spillover as well — it is
—p1/B,. In order to assess statistical significance of both policy spillover effects, the delta
method is used (Greene, 2018, p. 78-81).

In order to assess the robustness of results on policy spillover effects, the bootstrap

approach is used. The main reason for utilizing the bootstrap is violation of normality
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assumption in the regression (4) residuals. There are, however, another advantages of
bootstrap, which include: better properties in small samples in comparison to asymptotic
approach and feasible inference about smooth differentiable functions of regression
parameters (see Kilian and Liitkepohl, 2017). The study use residual-based fixed-design
bootstrap approach which allows to infer under stationarity condition, even when randomness
of the regressors is present.* The only condition that has to be fulfilled is that the residuals of
equation (4) are iid. Bootstrap samples are created by utilizing resampled residuals uf" of the

fitted model, holding the regressor matrix fixed in every sample. Given a sequence of data
H#T T A . . ~ 1] ™ .
{Aif }c=1’ and original regressors [i;_q,i¢—1, Pr—1)Se—1, X ¢—1, Aij_1, Aip_1, Ape—q] NEW

estimates of B#" = [B&", piT, pi7, p¥7, pir,y'#7, 637,547, 647]T are obtained. The procedure
iIs repeated N = 10000 times.
The covariance matrix of vector parameters is estimated using the Monte Carlo
approximation (Efron, 1982 , p. 36):
= (N - 1) XX, (B - B) (B - BY) (5)

where B*" is the rth bootstrap estimate for r = 1,2, ..., N and B¥ = N~1YN_, B#,

4  Empirical results
We present the results obtained for the sample covering period from January 2002 to July
2012. That choice is motivated by three considerations. First, in the period before 2002 the
CEE countries had relatively high and volatile inflation. Moreover, they liberalised their
capital accounts not earlier than at the beginning of the 21st century, i.e. in the run-up to the
EU membership. Both these factors, i.e. high inflation and barriers to capital flows, could
hinder the identification of actual importance of the exchange rate flexibility to monetary
independence. Second, the choice of July 2012 is motivated by the decrease of the euro area
interest rate close to zero lower bound after the ‘whatever it takes’ speech by the President of
the ECB Mario Draghi.’

An additional argument behind the choice of the sample period is that CEE countries
maintained relatively fixed exchange rate regimes in 1990s when and shifted towards more

* Gongalves and Kilian (2004) suggest that this algorithm is almost as accurate in finite
sample as the recursive-design bootstrap for autoregressive processes.

> At the Global Investment Conference in London on 26 July 2012 he said ‘Within our
mandate, the ECB is ready to do whatever it takes to preserve the euro. And believe me, it
will be enough’ (Draghi, 2012).
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flexible exchange rate arrangements at the turn of the centuries. According to the Reinhart-
Rogoff classification Hungary widened the band for exchange rate fluctuations in 1999,
Poland moved from the crawling band to managed float in 2000, Romania managed to get out
from ‘freely falling’ regime to managed floating in 2001 and only the Czech Republic was
classified as a soft pegger with de facto crawling band that was narrower than or equal to
+/-2% (llzetzki et al., 2017). Moreover, one can observe a shift of these countries to soft peg
arrangements at the end of our sample period: Hungary in 2009, Poland in 2012 and Romania
in 2007 (and to a de facto peg in 2013).°

The main empirical results are presented in Table 2. It includes estimates of coefficients of
equation (4). In general, three observations can be made with respect to the results. First, the
results are well in line with the conventional interest rate rule. All central banks react
positively to output gap (LIPGAP), although the coefficient is insignificant in the Czech case.
A rise in inflation (INF) results in a monetary tightening in all CEE countries except for
Hungary where the coefficient is negative but statistically insignificant. Second, the deviation
of the actual from equilibrium exchange rate (LNERGAP) was highly statistically significant
in all countries but Poland. This indicates that the National Bank of Poland was oriented at the
exchange rate stability to a considerably smaller extent than the other CEE central banks.
Third, a foreign currency risk premium, proxied with the VIX index (LVIXCLS), does not
seem to be an important factor behind the interest rate changes as it turned out to be
statistically insignificant.

The spillover effect from the euro area monetary policy can be calculated from the
regression coefficients for interest rates. The short-run effect is the sum of coefficients on
foreign interest rate level and difference (both lagged) and the long-run effect is the ratio of
coefficient on (lagged) foreign and domestic interest rates. The results are in the bottom of
Table 1. There is no clear pattern in the estimated policy spillover effects. On the one hand a
short-run effect is smaller than a long-run one and both work in the expected direction. The
only exception is Romania in which there is a negative coefficient on the short-run effect. On
the other hand, the long-run coefficients are insignificant (except for the Czech Rep.), which

suggests that the transmission of foreign monetary policy is rather short-lived.

® For details see llzetzki et al. (2017). One should, however, point out that according to the
IMF classification or classification developed by Dabrowski et al. (2017) our CEE countries

were floaters for the large fraction of our sample.
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Table 2. Interest rate dynamic equations.

Variables Czech Rep. Hungary Poland Romania
I13_EA(-1) 0.066*** 0.065 0.017 0.085
I3_country(-1) -0.096*** -0.077** -0.046*** -0.084***
Al3_country(-1) 0.030 -0.120* 0.182** 0.483***
AI3_EA(-1) 0.181** 0.372 0.352*** -0.933**
INF_country(-1) 0.017** -0.018 0.043*** 0.064***
LNERGAP_country(-1) -1.765*** -2.132** -0.471 -4.223**
LIPGAP_country(-1) 0.332 2.849* 1.682*** 3.918**
LVIXCLS(-1) 0.029 0.051 -0.031 -0.248
ALVIXCLS(-1) -0.020 -0.158 0.072 0.267
C -0.073 0.339 0.151 0.852
Obs. 127 127 127 127
Adj. R-squared 0.642 0.629 0.615 0.663
F-statistic 19.827 14.372 21.102 21.687
Durbin-Watson 1.880 2.285 1.920 2.068
Short-run coeff. 0.247*** 0.437 0.369*** -0.848*
Long-run coeff. 0.687*** 0.843 0.372 1.007

Such results are, to a certain extent, in line with those obtained by Obstfeld (2015). He ran
dynamic equations for 56 countries, including our CEE countries, although he used the US
interest rate as a foreign rate of interest. He was unable to reject the hypothesis of no long-run
relation for Hungary and Romania, but rejected it for the Czech Republic and Poland. Some
differences, e.g. with respect to Poland, could be due to the use of different sample period. In
fact, Obstfeld (2015) used country-specific samples starting quite early in the 1990s (e.g. July
1991 — February 2014 for Poland), whereas we have used the common sample period that
corresponds to the relative exchange rate flexibility.

Our results seem to be at odds with those obtained by Goczek and Mycielska (2013) for
Poland. They found that the degree of monetary independence in Poland was rather low. They
admitted, however, that the interest rate dependence is not one-for-one and that their approach
could ‘understate the actual degree of monetary independence offered by the floating

exchange rate,” for example because both interest rates could be driven by global shocks.
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Statistical significance of the results presented in Table 1 was assessed under the
assumption of asymptotic normality of residuals. In order to have normally distributed
residuals we used a set of dummies in each regression (either dummies or Jarque-Bera
statistics not reported due to space constraints, but available upon request). It could, however,
be claimed that even though such an approach removes non-normality, it also hides the true
distribution of the residuals. In order to check the robustness of our results we run anew all
the regressions using the bootstrap procedure to obtain coefficients and their covariance

matrix. The results are reported in Table 3.

Table 3. Interest rate dynamic equations — bootstrap approach.

Variables Czech Rep. Hungary Poland Romania
I3_EA(-1) 0.059*** 0.099* 0.019 0.104
I3_country(-1) -0.093*** -0.073 -0.052*** -0.119***
Al3_country(-1) 0.092 -0.060 0.289*** 0.313***
AlI3_EA(-1) 0.387*** 0.913* 0.305** -1.080**
INF_country(-1) 0.018** -0.008 0.037*** 0.094***
LNERGAP_country(-1) -1.529*** -5.735*** -0.458 -5.662*
LIPGAP_country(-1) 0.298 1.260 1.347** 6.723**
LVIXCLS(-1) 0.041 0.332* -0.028 -0.360
ALVIXCLS(-1) 0.032 0.166 0.077 -0.011
C -0.099 -0.586 0.187 1.212
Obs. 127 127 127 127
Adj. R-squared 0.512 0.118 0.581 0.264
F-statistic 15.709 2.870 20.401 6.021
Durbin-Watson 1.879 1.968 2.081 2.127
Short-run coeff. 0.446*** 1.012** 0.324*** -0.976
Long-run coeff. 0.628*** 1.355 0.371 0.872

The general finding is that the results remained unchanged for the Czech Rep., Poland and
Romania. Moreover, the puzzling reaction of the Romanian interest rate disappears: although
the short-run spillover effect remains negative, it is no longer significant. The differences can

be observed for Hungary: terms in the (lagged) foreign interest rate are now weakly

107



The 12th Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

significant, whereas those in the domestic interest rate are insignificant. This results in the
strong and significant short-run (over)reaction to the euro area interest rate with the spillover
coefficient slightly more than unity. The long-run coefficient, however, is insignificant like in

the previous regression.

Conclusions

According to the macroeconomic trilemma the exchange rate flexibility can bring the interest
rate independence in the face of free capital movement. The objective of this study was to
examine the dependence between interest rates in four CEE countries and the euro area. The
main findings can be summarised in three points. First, the relative exchange flexibility of
CEE currencies insulated these economies against euro area monetary policy spillovers to a
limited extent. There is evidence of strong monetary policy spillover for the Czech Republic,
but rather weak or non-existence for Hungary and Romania. Poland is somewhere between
these two extremes with moderate spillover in the short run, but not in the long run. Second,
the results obtained do not conform to crude monetary independence indices developed by
Aizenman et al. (2013), which is in line with the conjecture that the simple correlation is
insufficient to describe monetary independence. Third, using historical evidence we think that
the CEE countries, except for the Czech Republic, will be able to retain their monetary

independence when the ECB will decide to exit its de facto zero-interest-rate policy.
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Robust estimation of revenues of Polish small companies by NACE section

and province
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Abstract

Sample surveys conducted by the Central Statistical Office are currently the main source of information about
revenues earned by small companies. Given the sample size, sampling scheme and the estimation method used in
the survey, reliable estimates can only be produced for domains at the level of country, province or section of
business classification. The market economy, however, creates a demand for local level information about
businesses and economic conditions, which is provided on a regular basis at short intervals.

The article describes an empirical study designed to test a small area estimation method. The goal of the
study is to apply a robust version of the Fay-Herriot model, which, unlike the classical Fay-Herriot model, makes
it possible to meet the assumption of normality of random effects under the presence of outliers. These
alternative models will be supplied with auxiliary variables in order to estimate revenues of small businesses
(with between 10 and 49 employees). Other sources of data used in the analysis include the DG1 report, Poland’s
largest enterprise survey, and administrative registers. The study is expected to provide information about

patterns and characteristics of the small business sector in Poland for territorial units on low level of aggregation.

Keywords: small area estimation, indirect estimation, robust Fay-Herriot model, administrative registers,
business statistics
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1 Introduction

The shape of Poland’s modern-day economy is the result of dynamic changes during the
period of economic transformation. One of the sectors that plays a significant role in the
development of the economy is the sector of small companies (employing between 10 and 49
persons), which currently includes about 57,000 small businesses. Small companies are
characterised by a high degree of flexibility, profitability and efficiency of economic activity.
There is also a strong correlation between the development of small companies and regional
development. This impact can be observed in both directions: a higher level of regional

development encourages entrepreneurs to start business activity, at the same time, however,
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a growth in the number of small companies contributes to the improvement of the region’s
economic situation (Gtowny Urzad Statystyczny, 2017).

Taking into consideration the classification of economic activity, manufacturing and trade
are the two most important sections. Companies conducting activities classified into these two
categories account for 38% of all small businesses, and their revenues make up about 70% of
all revenues in this sector. They also provide 50% of jobs that exist in the small business
sector (Gtowny Urzad Statystyczny, 2017). An analysis of financial results of small trading
and manufacturing companies is conducted and published by the Central Statistical Office
only at country level. However, given the demand for more detailed information expressed
by data users, the present article describes a study whose goal was to estimate certain
variables at the level of province (NUTS 2). So, the target domain of estimation is province
cross-classified by NACE section. Information about net revenues in the domains is not
available in official publications of the Central Statistical Office (Dehnel, 2017).

The aim of the study was to estimate two variables: net revenues from the sale of goods
and materials (SH) and net revenues from the sale of products (SW) for companies which
employ from 10 to 49 employees. These characteristics were estimated using direct estimates
from DG1 survey and auxiliary variables from administrative registers. This study is a
continuation of the study described in Dehnel et al. (2017).

The article is divided into three parts. The first one provides a description of the DG1
survey. The second, theoretical part is devoted to the presentation of estimators used in the
study. Estimation results are described in the third part. The article ends with conclusions and
suggestions for further research.

2 DG1 survey
The study is based on data from the DG1 survey, which is the main source of information
about Polish enterprises. The survey includes a 10% sample of small companies (employing
more than 10 people), which are asked to complete a questionnaire about basic characteristics
of the company.

By applying the Horvitz-Thompson (1952) estimator to DG1 data it is only possible to
produce reliable direct estimates at province level or for NACE sections. There is, however, a

growing demand for more detailed information about companies’ characteristics.
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3 Fay-Herriot model and its robust version

The Fay-Herriot model belongs to the class of area-level models, which means that it utilizes
aggregated data instead of unit-level information. This approach was developed in 1979 as a
tool for estimating income for small areas in the USA (Fay and Herriot, 1979). The
construction of a Fay-Herriot model is divided into two stages. Firstly, it is assumed that the
direct estimate is unbiased and can be written as the sum of the true value of the estimated

parameter and random error:

0,=0,+e,. (1)

ind
Where e, ~N(0,0’). In practice, variance o is unknown and is estimated based on

survey data.
In the second stage, the true value of the parameter is treated as a dependent variable in
the linear model with area random effect:
6, =X, [+U, (2)

where x, is a vector of auxiliary information for area d, g is a vector of regression

parameters and u, is area random effect with distribution u, - N(,07).
By combing equations (1) and (2) we obtain the Fay-Herriot model given by:
6, =xX;f+Uu, +e, (3)
EBLUP (Empirical Best Linear Unbiased Predictor) is the estimator of the Fay-Herriot
model and is given by the following formula:

édFH — X;ﬁ+ud =}'}d Ad +(1—77d)X;ﬁA d =1....... D (4)
where j=(3 7| 3700, and 7, -

o +0

u ed

EBLUP is a weighted average of the direct estimate and the regression model. Weight

7, measures the uncertainty of the regression model. If sample variance &7, is small, then the
larger part of the final estimate will come from the direct estimate (Boonstra and Buelens,

2011). Between-area variance &, like sample variance, is also unknown and must be

estimated. It can be done with many techniques e.g. the Fay-Herriot method, Prasad-Rao
method, ML or REML (Rao, 2015).

The robust version of the Fay-Herriot model uses Huber (1981) influence function to

restrict the influence of u,and e,. The detailed process of robustifying all equations is

112



The 12" Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

described in Sinha and Rao (2009) and Warnholz (2016). Robust EBLUP is given by the
formula:
O™ =X B +0" d=1....D (5)
For unsampled domains and if between-area variance is equal to zero, indirect estimation
Is only based on the regression model.
The mean square error (MSE) of the parameters can be estimated by the parametric bootstrap
method proposed by Gonzalez-Manteiga et. al. (2008). MSE can be used to calculate the
relative root mean square error (RRMSE), which is treated as a common measure of precision

for all approaches.

4 Estimation of net revenue with indirect estimation
In the study we constructed models for two dependent variables. The first one was net
revenue from the sale of products — SW. The second variable was net revenue from the sale of
goods and materials — SH. Data for companies representing two NACE sections were used:
manufacturing and trade. In the group of manufacturing companies, the average net revenue
from the sale of goods and materials (SH) was much lower than the average net revenue from
the sale of products (SW), while in the group of trading companies, the relation was the
opposite. The number of sampled companies in both groups was similar - 3927
(manufacturing) and 4094 (trade).

The first step of the analysis involved the direct estimation of the target variables in all

target domains i.e. province by section. Fig. 1 presents the distribution of obtained estimates.

Manufacturing Trade
n=2927 n=4094

40000

9000
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s 20000 1

Net revenue

3000 4 10000

Fig. 1. Distribution of target variables by NACE sections.

The minimum value of net revenue from the sale of goods and materials (SH) in the

manufacturing section is equal to 647,000 PLN and is observed in Zachodniopomorskie
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province. Based on Fig. 1, three province outliers can be identified - Slaskie (5,200,000 PLN),
Warminsko-Mazurskie (5,039,000 PLN) and Mazowieckie (4,010,000 PLN). The maximum
value of SH is close to the minimum for the net revenue from the sale of products (SW),
which is equal to 5,253,000 PLN for Lubuskie province. Three provinces with the highest
estimates are Warminsko-Mazurskie (10,705,000 PLN), Wielkopolskie (9,205,000 PLN) and
Zachodniopomorskie (9,133,000 PLN). The provinces vary considerably in terms of which
types of business activity are identified as the main source of revenue. For example, in
Warminsko-Mazurskie province these include the food, tyre and wood industry, Slaskie
province is dominated by companies mainly engaged in coal mining, steelmaking and
electricity production. In Wielkopolskie province the dominant industries include the mining
of salt, gypsum and lignite. Mazowieckie province is where PKN Orlen, the biggest fuel
company in Poland is headquartered.

In the trade section, the sale of goods and materials (SH) is the main source of revenues.
The highest estimated values are found in two provinces: Mazowieckie (41,489,000 PLN) and
Matopolskie (23,585,000 PLN). The lowest estimated value is observed in the least urbanized
province of Poland - Podkarpackie. The revenue from the sale of products (SW) in the trade
section has a relatively marginal role - the highest value can be found in Mazowieckie
province (2,377,000 PLN).

In addition to analysing the distribution of direct estimates, it is very important to consider
the precision of these estimates. Table 1 contains descriptive statistics of relative root mean

square errors (RRMSE) of direct estimates of net revenue.

Table 1. Descriptive statistics of RRMSE (in %) of direct estimates of net revenue.

NACE section Variable Minimum Median Mean Maximum

Manufacturing SH 15.8 31.4 33.9 70.9
Manufacturing SW 9.4 115 14.2 37.5
Trade SH 8.6 13.7 15.0 31.6
Trade SW 11.7 17.1 17.7 35.0

Direct estimates of net revenue from the sale of goods and materials (SH) in the
manufacturing section are characterized by very high values of RRMSE. In extreme cases,
RRMSE is equal to 70.9% of the estimate (Slaskie province). For the remaining cases, the
mean of RRMSE is about 15%, while the maximum exceeds 30%. The literature gives very
different thresholds for precision. According to guidelines published by Eurostat for
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household surveys, the precision level should depend on the survey, its purpose and the target
domain. The National Institute of Statistics in Italy accepts RRMSE which does not exceed
15% for domains and 18% for small domains (Eurostat, 2013). According to the standards of
the Central Statistical Office in Poland, survey results can be published if RRMSE is below
10% for target domains (Gtowny Urzad Statystyczny, 2013).

To obtain more precise estimates, indirect methods of estimation were applied: the Fay-
Herriot model (FH) and the robust Fay-Herriot model (RFH). The models were based on
information about net revenues in 2011 from the register maintained by the Ministry of
Finance and the number or employees from the register of the Polish Social Insurance
Institution (ZUS). Beta parameters in the models were significant and have a positive sign,
which means that higher values of auxiliary variables result in higher net revenue estimates.

Fig. 2 presents the distribution of estimates obtained based on the direct Horvitz-
Thompson (HT) estimator, the Fay-Herriot model (FH) and the robust Fay-Herriot model
(RFH).

Manufacturing Manufacturing Trade Trade
SH SW SH SW
- - -
5000 - 40000 7
10000 A
40004 = 2000+
9000 A
30000 *
-

Net revenue

30004 2000 1
1500 |

2000 7000+

200004

- - - .
6000 i 10001
1000+ | | | |
HT FH RFH HT  FH  RFH

5000

HT  FH RFH HT FH RFH

Fig. 2. Distribution of estimates by NACE section and type of net revenue.

The Fay-Herriot model belongs to the class of so-called “shrinkage” estimators, so
obtained estimates have a smaller range than direct estimates. Moreover, the robust version of
the Fay-Herriot model has a smaller range than the “classic” Fay-Herriot model. As regards
values of net revenue from the sale of goods and materials (SH) in the manufacturing section,
the maximum value is observed for Mazowieckie province and it is equal to 2,028,000 PLN
for the FH model and 2,031,000 PLN for the RFH model.
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The most visible change in the distribution is observed for net revenue from the sale of
products (SW) in the manufacturing section. The median of direct estimates is equal to
7,664,000 PLN, 7,177,000 PLN for the Fay-Herriot model, and 6,700,000 PLN for the robust
version of this model.

In the trade section estimates of both target variables obtained by applying the robust Fay-
Herriot model have a smaller range in comparison to the other two approaches. With respect
to net revenue from the sale of goods and materials (SH), the range of the Horvitz-Thompson
estimates is equal to 28,943,000 PLN, for the Fay-Herriot model — 10,088,000 PLN, and for
the robust Fay-Herriot model — 8,667,000 PLN. A very similar relation can be observed for
net revenue from the sale of products (SW) in the trade section.

The next step of the study was the analysis of RRMSE. Table 2 presents values of this

measure depending on section, dependent variable and estimator.

Table 2. Descriptive statistics of RRMSE (in %) of estimates by NACE section, type of net

revenue and estimator.

NACE section Variable Estimator Minimum Median Mean Maximum

Manufacturing SH HT 15.8 31.4 33.9 70.9
Manufacturing SH FH 14.0 19.6 22.6 39.9
Manufacturing SH RFH 14.1 21.7 324 98.3
Manufacturing SW HT 94 11.5 14.2 37.5
Manufacturing SW FH 7.4 8.9 9.0 12.2
Manufacturing SW RFH 51 6.4 8.3 23.7
Trade SH HT 8.6 13.7 15.0 31.6
Trade SH FH 4.1 5.3 6.2 10.1
Trade SH RFH 4.8 7.4 8.6 15.8
Trade SW HT 11.7 17.1 17.7 35.0
Trade SW FH 10.3 13.9 14.1 19.7
Trade SW RFH 10.2 13.4 13.7 21.8

By applying indirect methods of estimation it was possible to reduce RRMSE of net
revenue in unplanned domains, i.e. provinces. RRMSE of estimates obtained using the Fay-
Herriot model is consistently lower than the precision of direct Horvitz-Thompson estimates.

Estimates of net revenue from the sale of products (SW) calculated from the robust Fay-
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Herriot have a better average precision than those given by the Fay-Herriot model in both
sections. However, the maximum values of RRMSE are higher than in the case of the Fay-
Herriot. The precision of estimating net revenue from the sale of goods and materials (SH) is
better for the FH model than for the RFH model. This is associated with the result of
estimating between-area variance. For this target variable and for this section the estimation
algorithm of between-area variance in the case of Fay-Herriot model did not find a positive
solution. As a result, the Fay-Herriot model generates synthetic estimates, which are
characterized by low RRMSE. The same algorithm applied in the Robust Fay-Herriot model
produces positive values of between-area variance, so the precision indicator also takes into
account the uncertainty of direct estimation. RRMSE of estimates of net revenue from the sale
of goods and materials (SH) in the manufacturing section obtained from the RFH model are
even larger than direct estimates. In fact, there are two provinces (Warminsko-Mazurskie and
Slaskie) which are characterized by the largest RRMSE of direct estimates and large residuals
in the robust Fay-Herriot model.

In addition to assessing estimation precision, estimates should also be analysed in terms of
bias. Fig. 3 shows the sum of net revenue from the sale of products (SW) and net revenue
from the sale of goods and materials (SH) compared to the true value of total net revenue in
2012.
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Fig. 3. Estimated and true values of net revenue in 2012.

In all cases, estimated values are overestimated in comparison with true values from the

administrative register. Horvitz-Thompson estimates are characterized by the biggest bias.
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Net revenue in the trade section for Mazowieckie province is overestimated by a factor of
two. In the manufacturing section, Warminsko-Mazurskie province is an outlier, with the
direct estimate equal to 15,744,000 PLN, compared to the true value equal to 6,200,000 PLN.
Nevertheless, the correlation between estimated and true values of net revenue is positive and
strong. Spearman’s correlation coefficient for the Horvitz-Thompson estimator is 0.9263,
while for the indirect estimators — 0.9758 for the Fay-Herriot model and 0.9765 for its robust
version. Average relative bias is equal to 55.9% for direct estimates, 40.1% for the Fay-

Herriot model and 38.1% for the robust Fay-Herriot model.

Conclusions

Thanks to indirect methods of estimation, it is possible to obtain estimates of net revenue
from the sale of goods and materials (SH) and net revenue from the sale of products (SW) for
two NACE sections at a previously unpublished level of aggregation. Results obtained using
the Fay-Herriot model and its robust version in most cases are more precise in terms of
RRMSE than direct estimates. Moreover, robust estimation affects outlier values of net
revenue and decreases the range of estimates. It is also worth noting that average relative bias
Is the smallest for estimates obtained by means of the robust Fay-Herriot model.

Further work will focus on estimating net revenue for small companies in Poland in other
NACE sections. Because the level of precision of estimates generated by the Robust Fay-
Herriot model is still unsatisfactory, we are considering changing the tuning factor or testing
other influence functions (e.g. Tukey's, Cauchy’s, Fair's, Talworth's or Welsch's) in the robust
F-H model. Also, given the strategic role of the district (NUTS 4 unit), it would be interesting
to apply the proposed approach could to estimate characteristics of small companies at district

level
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Application of differential evolution algorithm to group bank’s individual

clients

Czestaw Domanski’, Robert Kubacki?

Abstract

Grouping methods are one of the most commonly used data mining methods in banking. Their goal is to describe
population of clients. They usually are a starting point for subsequent analyzes. The aim of the article is to
present the results of grouping individual clients of the bank with the differential evolution algorithm.
Differential evolution algorithm is an alternative to the commonly used k-means algorithm. Algorithm is
generating several competing solutions in one iteration. It allows to become independent of starting vectors and
to be more effective in searching for an optimal solution. Clustering was run with preselected continuous
variables characterizing all individual clients (deposit, credit and investment). The calculations were run using
computer program written in SAS (4GL/SQL). The differential evolution algorithm itself has been enriched with
a variable that allows the selection of the optimal number of clusters. Each iteration contained proposed solutions
(chromosomes) which were evaluated by the target function built on the CS measure proposed by Chou (Das et.

al., 2009) . Conducted analysis showed that the algorithm correctly grouped the bank's clients.

Keywords:Clustering methods, Differential Evolution Algorithm, CS measure
JEL Classification:C38, M31, G21
DOIl: 10.14659/SEMF.2018.01.12

1 Introduction
In today's world more and more companies have problems with effective management of
available data. The gap between the amount of data that is generated, stored and the degree of
their understanding is constantly growing. According to a survey conducted by IBM among
the representatives of the largest banks, over 40% of them have problems with the excess of
information and the lack of appropriate tools for analyzing them (Giridhar et al., 2011).

Grouping methods are effective in describing populations. Many authors have studied
these methods (Everitt et al., 2011; Jain and Dubes, 1988; Gan et al., 2007; Kaufman and
Rousseeuw, 2005).

Most classic grouping algorithms have two major disadvantages:

1. Easily fall into local optima in multidimensional spaces that have multimodal

objective functions.
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2. The efficiency of searching for a solution depends very much on the start vectors.

In literature, there is a description of grouping methods as a method without a supervisor,
while most traditional algorithms require a priori knowledge of the number of clusters, which
means that this is not a method without the interference of an outsider. On the other hand, in
many practical applications it is impossible to provide even an approximate number of groups
for an unknown data set.

The limitations of classical grouping methods, including the k-means algorithm, led the
researchers to search for new, more effective grouping methods. One of the directions for the
development of grouping algorithms was to treat them as an optimization problem. Over the
time, the paradigm of evolutionary computation, the relationship between optimization and
biological evolution, has evolved. Evolutionary calculations use the power of natural selection
and allow to use the computing power of computers for automatic optimization (Das et al.,
2009).

2 Differential evolution algorithm — selected issues
Differential evolution algorithm is part of heuristic methods, because the goal of optimization
is not to find the exact equation describing the studied phenomenon, but to search the
available space for solutions. These solutions are constructed using random elements. What is
more, in one iteration of the algorithm several competing solutions are created. Subsequent
solutions are created using similarities to the evolutionary mechanisms occurring in nature.
These are the ones that, according to the defined objective function, are the best. The
characteristic feature of the differential evolution algorithm is that solutions are created on the
basis of real variable vectors, not vectors coded to zero-one sequences

Since 1995 differential evolution algorithm (Storn, 1995; Storn and Price, 1997) drew
practitioners' attention in optimization due to the degree of resistance, the speed of
convergence and the accuracy of solutions for real optimization problems. The differential
evolution algorithm has defeated many algorithms, such as genetic algorithms, evolutionary
strategies and memetic algorithms (Das et al., 2016).

Suppose we have a set of objects Np vectors, each has D dimensions. In addition, we
mark Py as the current population of solutions to the optimization problem, which was

created as an initial solution or at any subsequent stage of the algorithm's operation.
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Py, = (X,-’g), i=01,..,Np—1, 9 =01, .., Imax D

Xl'g = (xj,l,g)' ] = 0,1, ...,D —_— 1 (2)

Indexg = 0,1, ..., gmax denotes the generation to which the vector belongs. Each vector is
assigned to the corresponding population index i = 0,1, ..., Np — 1. The dimensions of the
vector are marked by j = 0,1, ...,D — 1.

The differential evolution algorithm generates mutant vectors in the next step, which will

be marked as follows:

Py,=Viy), i=01,..,Np—1, 9g=01,.., 9max ()
Vig=.4), Jj=01.,D-1 (4)

However, the vectors after crossover will be marked as follows:
Py, = U,;,), i=01,..,Np—1, g=01, .., Gmax (5)
U,= W) j=01.,D—1. (6)

The first stage, i.e. setting the initial vectors, consists in generating starting vectors. Initial
parameters (for g=0) are set within limits that correspond to a range that is acceptable for the
intended solution. Therefore, if j-th the search task parameter has ranges marked as x,,;,, ; and
Xmax,j aNd rand; ;(0,1) means j-th realizations of a uniform distribution from the range from

0 to 1 for i-th vector then can be determined j-th component i-th population element, as:
x;;(0) = Xypin ; +1rand;;(0,1) = (%max Jj xmin,j)- (7

The differential evolution algorithm searches for the global optimum in D-dimentional
continuous hyperspace. It starts with a randomly selectedpopulation NpD-dimensional values
of parameter vectors. Each vector, also known as genome / chromosome, is a proposed
solution in a multidimensional optimization issue. The next generations of solutions in the
differential evolution are markedas g = 0,1,2, ...,g,9 + 1.

The vector parameters may change with the appearance of new generations, therefore the
notation for which it will be accepted, for whichi-th population vector for the current

generation over time (g=g) as:

Xi(9) = [x11(9), %:2(g), -, x:p (]” (8)

where i=1,2,...,Np.
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Mutation means a sudden change in the characteristics of the chromosome gene. In the
context of evolutionary computation, a mutation means a change or disorder of a random
component. Most evolutionary algorithms simulate the effect of mutations through the
additivity of the component generated with a given probability distribution. In the differential

evolution algorithm, a uniform distribution of the vector of the form differences was used:
AXrZ,r3 = (XrZ - Xr3)- (9)

In the differential evolution algorithm, the mutation creates a successor vector \_/)i(g) for
changing the population element)_()i (g) in every generation or iteration of the algorithm.
To create a vectorVi(t)for each i-th element of the current population, the other three

disjoint vectors X, (g), X, (), X, (g) are randomly selected from the current population.

Indexes r}, rb, ri are mutually exclusive integers selected from a range [1,NP], which are also
different from the index and the base vector. Indexes are generated randomly for each mutated

vector. Then, the difference of any two of the three vectors is scaled by the number F and

added to the third vector. In this way, we get a vector \_/)i(g) expressed as:
Vi(9) = X,:(9) +F.(X;(9) — X,4(9)). (10)

The mutation scheme shows different ways of differentiating the proposed solutions.
The crossover operation is used to increase the diversity of the population of solutions.
Crossing takes place after generating a donor vector through a mutation. The algorithms of

the differential evolution family use two intersection schemes - exponential and binomial

(zero-one). The donor vector lists the components with the target vector)?i (g)to create a trial

vector

U;(9) = [u11(9), wi2(9), s uip (@] (11)

In exponential crossover, we first select a random integer n from range [0,D-1]. The
drawn number is the starting point for the target vector from which the components are
crossed with the donor vector. An integer L is also selected from range[1,D]. L indicates the
number of components in which the donor vector is involved. After selection n and L trial
vector takes the form:

_ (vy(@dlaj = (n)p,(n+ 1)p,...,(n+L—1)p
ui,j( ) =

x;;(g),  forotherj€[0,D —1] (12)
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where the intervals denote the module modulo function D. Integer L is drawn from the
sequence [1,2,...,D] according to the following pseudocode:

L=0;

Do

{
L=L+1;
} while (rand(0,1)<CR) AND (L<D));

As a result, the probability(L > v) = (CR)V"! for any v > 0. Crossover rate (CR) is a
parameter the same as F. For each donor vector, a new set n and L must be drawn as
described above.

On the other hand, binomial crossover is carried out for each D variables each time, when
the number selected is from 0 to 1 is less than or equal to the value CR. In this case, the
number of parameters inherited from the donor has a very similar distribution to the binomial

one. This scheme can be represented in the following way:

_ (vij g jesli (rand;;(0,1) < CRIubj = jrana)
Hidg = X; g Otherwise

(13)
where rand; ;(0,1) € [0,1]is a randomly drawn number that is generated for every j-th of the
i-th parameter of the vector. j,..a € [1,2, ..., D] is a randomly selected index that ensures that
Ui,g contains at least one component from the vectorV}_g.

This is determined once for each vector in a given generation. CR is an estimate of true
probability p¢, the event that the component of the sample vector will be inherited from the

parent. It may also happen that in the two-dimensional search space, three possible test
vectors can be the result of one-dimensional mating of the mutant / donor vector V;(g) with
the target vectorX; (g). Trial vectors:
a) l_fi (g9) = Vi(g) both componentsL_fl- (g) inherited from the vector \_/}(g)
b) U’/(g) = l7}(g) one component (j=1) comes from vector IZ-(g), second (j=2) from vector
X; ()
c) U;"(g) = V.(g) one component (j=1) comes from vector X;(g), second (j=2) from vector
Vi(g)

The last stage of the differential evolution algorithm is selection, i.e. the choice between

the vectorX;(g) and a newly designated test vectorU;(g). The decision which of the two

vectors will survive in the next generation g+1 depends on the value of the matching function.
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If the values of the matching function for the sample vector is better than the value of the

target vector, the existing vector is replaced with the new vector.
U,(g)dlaf (U:(9)) < f (X:(9))
X(g)diaf (Ui(g)) > f (X:(9))

where £(X) is a minimized function. The selection process consists in selecting one of two

Xi(g+1 = (14)

variants. The adjustment of population members improves in subsequent generations or
remains unchanged, but never deteriorates.

CS (Candidate Solution) Measureproposed by Chou (Das et al., 2009) is an objective
function in this study. Group centroids are determined as the average vectors belonging to a

given cluster

1 _
m=y ) (15)

ZjeC;

The distance between two points Z,and Z,,is marked asd(Z,,Z, ). Then the CS measure can

pr=y

be defined as:

1 1 Zz €C; max{d(zplzy)} {( 1 Zz ec; Max {d( Z_y)}
k ICsl [Cil
Z,€C; 3 Z,€C; (16)

[]mln d(m, ])] ) [}mln d(m, 1)]

€k j#i

CS(k) =

The measure is a function of the ratio of the amount of intra-group dispersion and the
separation between groups. The CS measure is more effective at clusters with different

density and / or different sizes than other measures.

3 Design of the study
The database of commercial bank clients was used for the study. It has been limited to the part
of the population for which the actions taken will translate in the maximum way into business
benefits. In particular, clients meet the following criteria: individual clients with active
products, aged from 18 to 75 years, not being bank employees, with positive marketing
consent, without delays in repayment of loan products.

As for the variables used for the study, the choice was not accidental. Variables selected
for this study can be evaluated for each customer regardless of whether they have deposit,
credit or investment products. Pre-processing of data allowed to eliminate outliers from the

studied population. Due to the strong right-side skewness of the variables, a transformation
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was made by adding a constant 0.001, and then their logarithmisation. As a result, the

resulting distributions of variables are more symmetrical.

The final set of variables that took part in the study is presented below:

ZM1 (DEPOZYTY) -  Total funds on accounts and deposits in thousands of PLN,
ZM2 (INWESTYCJE) - Total funds in investment products in thousands of PLN,
ZM3 (LUDNOSC) - number of inhabitants, based on the city from the
correspondence address and data published by the Statistics Poland,

ZM4 (KREDYTY) - amount of bank loans taken in thousands of PLN,

ZM5 (SALDO_BIK) - balance for repayment on credit products outside the bank,
based on inquiries from BIK in thousands of PLN,

ZM6 (AVG_TRN_INCOMING_ALL _3M) - average monthly  income on
customer’s accounts in the last 3 months in thousands of PLN,

ZM7 (AVG_TRN_INCOMING_CLEAN_3M) —cleaned average monthly income on
customer’s accounts in the last 3 months in thousands of PLN. Transactions between
accounts belonging to the customer are not taken into account,

ZM8 (AVG_TRN_OUTGOING_ALL_3M) - average monthly outflows from
customer accounts in the last 3 months in thousands of PLN,

ZM9 (AVG_TRN_OUTGOING_CLEAN_3M) — cleaned monthly average outflows
from customer accounts in the last 3 months in thousands of PLN. Transactions
between accounts belonging to the customer are not taken into account,

ZM10 (AVG_TRN_OUT_DEBIT_3M) - average monthly transaction amount on the
debit card from the last 3 months (cash and non-cash transactions) in thousands of
PLN,

ZM11 (AVG_TRN_OUT_CREDIT_3M) - monthly average amount of credit card
transactions from the last 3 months (cash and non-cash transactions) in thousands of
PLN,

ZM12 (WIEK_LATA) - customer's age in years,

ZM13 (STAZ_LATA) - customer experience in years.

Table 1 outlines constants used in the algorithm.

For the purpose of optimizing number of centroids dimensional matrix is created MRy,

where ¢ means the number of chromosomes, k means the number of clusters, z means the

number of variables. Number of variables is increased by 1. An additional variable is used to

store information on whether the cluster is active or inactive in the given iteration. Values for

individual matrix elements are generated according to the formula (7). An additional variable
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indicating focus activation is determined based on the rule: If the randomly generated number
from the range 0 to 1 is smaller than the activation constant (SA) then the variable takes the

value 0, otherwise it takes the value 1.

Table 1. Constants used in the study.

Constant value Description of the constant
LZ 13 Number of variables describing the client
LC 13 Number of chromosomes
LK 15 Maximum number of clusters
SA 0.2 Constant activation of the vector
F 0.7 Mutation operator
Iterations 15 Number of iterations
CR 1 Crossover rate

4 Results of empirical analyses
The smallest value of the CS function in the fifteenth iteration was obtained for chromosome
number 3. This solution was chosen as the optimal solution.

Table 2 contains the characteristics of chromosome 3, which divided the surveyed
population of the bank's clients into 9 groups (the maximum number of groups on which the
population could be divided into 13).

The results of grouping in Table 2 indicate that the distinguished groups are characterized
by nonequal distribution of the number of clients in groups. Group 8 is more selective and
gathers 45.71% of clients, group 4 contains 22.11% of clients, and the third group 6 includes
14.41% of clients. The three mentioned groups gather over 80% of the surveyed population.

More detailed characteristics of the distinguished groups of clients are presented in the
Table 3, which contains average values of features in individual groups. The data presented in
Table 3 indicate that individual groups differ from each other. Thanks to the knowledge of
average values for particular groups, it is possible to indicate groups of transactionally active
customers (groups 14,5,6) and customers who use accounts less frequently (group 3,8,4,1).
The most-affluent group of customers with very high means is without a doubt group number
14,
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Table 2. Numbers and share of groups for chromosome 3.

Group No of Clients % of total
8 92 109 45.71%
4 44 545 22.11%
6 29 047 14.41%
3 20 003 9.93%
5 5476 2.712%
14 3582 1.78%
1 2 839 1.41%
15 2075 1.03%
12 1832 0.91%

SUM 201508 100.00%

Table 3. Average values of variables ZM1-ZM13 for clusters obtained by the differential

evolution algorithm.

Cluster ZM1 ZM2 ZM3 ZM4 ZM5 ZM6 ZM7 ZM8 ZM9 ZM10 ZM1l1 ZM12 ZM13

8 8 0 452 137 88 5 4 5 3 0 0 43 5
4 2 5 273 5 1 ) 4 5 4 0 0 43 6
6 20 10 500 182 146 22 17 22 17 1 0 42 6
3 28 4 453 7 45 1 1 1 0 0 0 47 6
5 60 61 627 325 O 26 20 27 19 0 1 41 6
14 113 97 758 414 144 113 84 106 73 2 1 42 6
1 20 67 473 223 114 4 3 4 2 0 0 43 6
15 24 48 321 264 10 10 8 7 5 0 0 41 5
12 0 2 131 7 117 15 11 18 15 0 0 41 3

Thanks to the use of the differential evolution algorithm to group the bank's clients, we
can get information on how many natural groups exists in a short time. Moreover, the number
of groups has been calculated, not imposed in advance. The algorithm evaluated and
compared obtained results for other candidate solutions in subsequent iterations, recognizing
according to the values of the objective function that the optimal division of this group of

customers contains 9 clusters.
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Conclusions

The differential evolution algorithm is a promising approach to optimization, because it
generates a whole set of solutions that can be easily adapted to carry out the optimization
again. The fact of keeping a set of solutions, not only the best solution, allows faster
adaptation to new conditions using the previously made calculations. It is resistant in terms of
the choice of parameters as well as the regularity in which it finds the global optimum.
Algorithm is a direct search solution method, versatile enough to solve problems whose
objective function lacks the analytical description needed to determine the gradient. The
algorithm is also very simple to use and modify.

Evolutionary algorithms, in particular the differential evolution algorithm do well with
continuous variables when grouping clients. Customers from particular groups can be
synthetically described by the mean vector for variables used in clustering. They allow to
effectively separate customers with the same basket of products, but differing in the level of

individual variables.
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Analysis of transaction prices on one of the housing estates in Szczecin: Do
the buyers differentiate prices on local markets with respect to the kind of

the right to own?

Iwona Fory$', Barbara Batog

Abstract

The results of researches on housing market dealing with dependencies between prices and attributes and the
results of classifications of purchased apartments according to their attributes are very useful tool supporting
decisions of housing market participants. One of the most essential attributes of real estate is the right to own.

In case of apartments it could be property, limited rights in rem and law of obligations. The widest ones are
property, co-operative title to premises, tenant law and rent. The aim of the paper is comparison of transaction
prices in case of two strong laws: property and co-operative title to premises in different stages of business cycle
on homogeneous housing estate. The key question is: do the buyers differentiate prices with respect to the kind
of the right to own? The tendencies of average quarterly prices of these two kinds of rights will be analyzed. The
distributions of transaction prices in consecutive years will be assigned.

The research is based on information concerning all transactions on local housing market in Szczecin in 2006-
2017 found in notary deeds collected by Authors. The transactions were conducted on one of housing estate in
Szczecin named “Zawadzkiego-Klonowica”. The choice of this housing estate was caused by its characteristics

such as constant number of apartments and the same type and technology of buildings.
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1 Introduction
Real estate market is very dynamic market and is strongly dependent on changes on social
and economic environment. Especially housing market is very sensitive to economic situation
of households, changes of demand from households and their preferences concerning
attributes of purchased apartments. Housing market participants are interested in dependency
between price and attributes of apartments during every stage of business cycle.

This knowledge enables each transaction party to estimate the value of apartment in case

of information asymmetry and make a reasonable decision to buy or sell it (Springer, 1996).
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The fore mentioned dependency is also important for property appraisers in case of evaluation
of apartments by means of comparative approach.

The main problem in the analysis of the real estate market is its low information
effectiveness (Case and Shiller, 1989) and the change of preferences of purchasers over time,
especially disturbed in periods of economic downturn (Nicholas and Scherbina, 2013). An
additional problem in analyses using econometric methods (Francke, 2010) to study sales
contracts is the heterogeneity of data (Forys, 2011) and features measured on weak scales
(Fory$ and Gaca, 2016). Real estate properties are by definition not identical but similar.
Similarity may be interpreted as the absence of distinguishing features, which significantly
affect value or comparison by virtue of the list of legally imposed features.

In this approach the first step is choice of similar apartments in respect of attributes
strongly influencing market value of apartment. Therefore the results of researches on
housing market dealing with dependencies between prices and attributes and the results of
classifications of purchased apartments according to their attributes are very useful tool
supporting decisions of housing market participants (Fory$ and Nowak, 2012). One of the
most essential attributes of real estate is the right to own. In case of apartments it could be
property, limited rights in rem and law of obligations. The widest ones are property, co-
operative title to premises, tenant law and rent.

The aim of the paper is comparison of transaction prices in case of two strong laws:
property and co-operative title to premises in different stages of business cycle on
homogeneous housing estate. The key question is: do the buyers differentiate prices with
respect to the kind of the right to own? The tendencies of average quarterly prices of these
two kinds of rights will be analyzed. The distributions of transaction prices in consecutive
years will be assigned.

The research is based on information concerning all transactions on local housing market
in Szczecin in 2006-2017 found in notary deeds collected by Authors. All transactions were
conducted on one of housing estate in Szczecin named “Zawadzkiego-Klonowica”. The
choice of this housing estate was caused by its characteristics such as constant number of
apartments and the same type and technology of buildings during the research period. Sales

contracts were concluded there with each property right tested.
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2  Literature revive

The problem of property ownership in the real estate market is widely discussed primarily in
legal literature, where the issue of ownership rights and the extent to which a given right is
exercised are discussed.

Property valuation assumes that the same type of rights trading is used for comparison,
which is also indicated by Polish law. On the other hand, due to the decisions of the real estate
market participants, it turns out to be important whether if weaker and stronger rights are not
fully recognizable by them, they differentiate them in the purchase price of real estate. In
addition, is trade in these rights balanced on the local market, or does the preference of
purchasers change over time due to the lower price of one of them?

Harding et al. in their research note that ownership is associated with a greater tendency
to care for your property, and thus better maintained properties have a higher value on the
market (Harding et al., 2000; Zeithaml, 1988). Germans prefer to rent apartments rather than
buy them, unlike the British who value having their own flat or house (Sivesand, 2005). This
applies especially to the young generation entering the labor market and thus the real estate
market. In the countries of Central and Eastern Europe, the communist system deprived many
citizens of the ownership of real estate, limited the acquisition of real estate, hence the desire
to have unlimited ownership of real estate, especially a flat, is very strong.

Following the political changes, the right of ownership of a dwelling in Poland is a
disposable, hereditary and one on which a mortgage can be established. Similarly, the limited
right to a dwelling in a housing cooperative (cooperative law) is a transferable, hereditary and
one that can serve as collateral for a mortgage claim (Forys and Nowak, 2012). So what is the
difference between the two rights, which could make it possible to differentiate their prices on
the market?

The ownership right of a dwelling in multi-family buildings also includes the right to
participate in common parts of a property not used exclusively by the owner of a dwelling.
These include, for example, shares in the structure of a building, traffic areas, often in cellars
and other utility rooms, and above all a share in a land property. The possession of such rights
entails obligations but also permissions to, e.g. direct co-decision on real estate in accordance
with the shares held. Therefore, the sense of ownership extends to the whole property and not
only to the dwelling.

In the case of a cooperative right to a dwelling, there is a right to use the dwelling for its
intended purpose and the joint ownership relates to all the property of a housing cooperative.

So it is not assigned to a particular building, and such a loose relationship results in less care
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for common property. It should not be forgotten that a potential buyer sets the price on the
basis of ideas, opinions shaped by the media and, finally, his own feelings while viewing the
property. Therefore, the mechanisms of the so-called first impression which is strongly
connected with the visual sensations of the whole property and its surroundings, are
immensely important. Expert knowledge appears at a later stage of evaluation of the subject
matter of an agreement, also during valuation by a property appraiser (Trojanek, 2012).

Thus, the prevailing views on both rights, ignorance of ownership rights or impulse
induced action mean that the market does not always differentiate a weaker right from a better
one in terms of price. The above mentioned view that a weaker right to a dwelling is priced
lower on the market than a stronger law will be verified in the study.

In the first part of the study the descriptive statistics of unit prices were analyzed in time.
In the second part the analysis of cointegration was applied. Some examples of application of
the analysis of cointegration concerning real estate market can be found in the literature. For
example Lin and Lin have been analyzing the cointegration relationship between stock
markets and real estate markets in Asia (Lin and Lin, 2011) and Baltagi and Li have been
looking for cointegration relationship between the home purchase price and rental price based
on nationally estimated indexes and also between area-specific home purchases and rental
price indexes (Baltagi and Li, 2015).

The analysis is conducted both in the period of the real estate market boom (2006-2008),
as well as in the period of economic downturn (2009-2015) and exit from it (2016-2017).

3 Data and research results

The presented study was conducted on the basis of source data from notarial deeds collected
by the authors on all transactions concluded in 2006-2016 and in 10 months of 2017 on the
local housing market in Szczecin.

However, one of Szczecin's housing estates was selected for the analysis for which a full
set of agreements on the purchase and sale of secondary trade apartments was available, as
well as those characterized by a stable stock of apartments in the analyzed period. Between
2006 and 2017, no new apartments were built there and no alterations to the buildings or their
functions were made. Therefore the objects investigated (housing units) were in this respect a
uniform sample. Additionally, the buildings were built in a similar industrialized technology,
in the years 1960-1990. Due to the purpose of the study, information concerning the date of
conclusion of the contract, type of the right to premises, usable area and transaction price

were used which allowed to determine unit prices of usable area per m?. In total, there were
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1,077 transactions identified for the investigated area. Incomplete data for 2017 are related to
at least a quarterly delay in recording notarial deeds in real estate cadastral units.

In the table below (Table 1) basic descriptive statistics were compiled concerning the
number of concluded agreements on the sale of apartments in the investigated area and unit
price®. Between 2006 and 2008, the number of transactions oscillated around one hundred per
year, while the economic downturn in 2009 and 2010 was followed by a downward trend in
the number of agreements concluded until 2015, followed by an improvement between 2016
and 2017.

Table 1. Descriptive parameters of the unit price in the years 2006-2017*.

Coefficient
Number of ) Lower Upper Standard
Year ) Average Median ) ) o of
transactions Quartile Quartile Deviation o

Variation
2006 104 2820 2771 2490 3189 532 18.85
2007 103 4476 4561 4125 4953 813 18.16
2008 92 4642 4670 4307 5006 607 13.08
2009 125 4934 5039 4402 5514 705 14.28
2010 63 4361 4456 4049 4 810 607 13.91
2011 103 4203 4286 3850 4 560 756 17.99
2012 89 3916 3939 3713 4237 566 14.45
2013 74 3810 3873 3402 4129 627 16.45
2014 76 3888 3868 3493 4 236 611 15.70
2015 73 3987 4097 3508 4 442 837 20.99
2016 94 4303 4286 3823 4 668 752 17.48
2017* 81 4478 4202 3833 5036 968 21.61

* _for 10 months

In the years 2007-2015 (except for 2014), average prices were lower than the median of
unit prices, which indicates left-hand asymmetric distributions and advantage of transactions
with higher prices. The strongest left-hand asymmetry occurred in 2009 and 2015. The

difference in unit price in around 50% of the transactions (range of the lower and upper

¥ The nominal prices are used in the research because consumer price index is not appropriate
for housing market and real estate price index is not published by the Central Statistical
Office of Poland.
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quartile) in the analyzed years was between PLN 524-935 per sgm with the exception of 2009
(PLN 1112 per sgm) and 2017 (PLN 1203 per sqm). The determined coefficients of
variation indicate a differentiation of unit prices in the analyzed years. However, the highest
coefficients of variation can be observed in the years 2015 and 2017, while in the remaining
years the coefficient fluctuated between 13-19%.

In the years 2006-2014, the maximum unit prices did not exceed PLN 6 500 per sgm and
were higher than PLN 1 000 per sgm in the whole investigated period. There is a clear leap in
peak prices in 2009. The average unit prices in the surveyed years oscillated around PLN
4 000 per sgm (Fig. 2).
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Fig. 1. Basic descriptive statistics of unit prices of apartments in 2006-2017.

In the second part of the paper the tests for cointegration have been run. The tests concern
three quarterly average unit prices (see Fig. 3):
— average unit price of all transactions in given quarter (average unit price),
— average unit price of all transactions on property in given quarter (average unit price 1),
— average unit price of all transactions on co-operative title to premises in given quarter

(average unit price 0).
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Fig. 2. Quarterly average unit prices in 2006-2017.

In order to examine cointegration the Engle—Granger test was applied (Engle and Granger,
1987; Dolado et al., 2003; Osinska, 2007). In the first step each variable was tested for a unit
root using Dickey-Fuller test. Then cointegration regressions were run for every two of three
examined variables. In the final step Dickey-Fuller test was run for the residuals from the
cointegration regressions. In Dickey—Fuller test the null hypothesis is: variable has unit root
(a=1; process is integrated of order one, 1(1)).

Table 2 presents the results of Dickey-Fuller test for analysed variables.

Table 2. Dickey-Fuller test for variables (without constant).

Variable Average  Average unit Average unit
unit price price 1 price 0
Estimate of (a-1) 0.0052 0.0017 0.0050
Test statistic 0.4661 0.1106 0.3446
p value 0.8115 0.7128 0.7805
Autocorrelation of first order residuals -0.2160 -0.3710 -0.4110

It turned out that the null hypothesis cannot be rejected for three kinds of average unit price —
all p values are very high and variables are integrated of order one. Therefore the second step

was performed. Table 3 presents results of cointegration regressions.
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Table 3. Cointegration regressions.

Dependent Variable Average unit price  Average unit price  Average unit price 1

Independent Variable Average unit price 1 Average unit price 0 Average unit price 0

Parameter 1.0006 0.9923 0.9882
Standard error 0.0059 0.0091 0.0140
t statistic 168.8100 108.8100 70.3956

p value 0.0000 0.0000 0.0000

R? 0.9984 0.9961 0.9908

On the base of results presented in Table 3 the residuals were calculated and Dickey-Fuller

test was run on them. The results of this test are presented in Table 4.

Table 4. Dickey-Fuller test for residuals.

Dependent Variable Average unit price  Average unit price  Average unit price 1
Independent Variable Average unit price 1 Average unit price 0 Average unit price 0

Estimate of (a-1) -1.0401 -1.1386 -1.0994
Test statistic -6.9070 -7.5800 -7.2969
p value 0.0000 0.0000 0.0000

Autocorrelation of first
0.0120 0.0240 0.0270

order residuals

It turned out that the null hypothesis should be rejected for three kinds of average unit
price — all p values are very small and every pair of variables is cointegrated. These results
means that every pair of variables is in stable relation in examined period — the values change
in a similar way. So the long run relationship exists for every pair of variables. It also means
that unit transaction prices on property and on co-operative title to premises on the examined

housing market are characterized by regularities that are similar in analysed period.

Conclusions
The research conducted on a uniform, in the sense of technical values, stock of flats did not

confirm the relation between the right to the sold flat and the price. The buyers on the
analyzed market did not value the ownership right higher than the limited right, i.e. the

cooperative right to premises.

137



The 12th Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

In the case of similar other features, it would seem that the right to more freely dispose of
the premises (ownership right) has a higher value in the examined market due to the higher
quality of the premises, which is also a result of taking care of ownership not only of the
premises but also of the common parts of a building (Harding et al., 2000). However, the
analysis for quarterly data did not confirm this correlation. There is no difference in the price
levels between the rights. For average quarterly prices, it cannot be said that the price of
ownership is higher, as shown in Fig. 2. There is co-integration, i.e. the evolution of these
prices is similar during the period considered. For the annual data, significant differences
were only in two years and their marks were different. This implies that in reality, however, a
right type has no effect on prices.
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Efficiency of investments in solar power in the EU countries
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Abstract

The aim of the study is to assess efficiency of investments in solar power in the EU countries in 2015. The Data
Envelopment Analysis (DEA) method is implemented to evaluate relative efficiency of their solar power
performance for electricity generation. The installed solar capacity is used as the input variable. Four variables:
solar electricity generation (the baseline model), the environmental output, the economic output and the energy
dependence output are used to measure efficiency of investments in solar power.

The study reveals that three countries: Germany, Spain and Ireland are efficient when the relation between the
investments in solar power and the volume of energy generated by solar farms is considered. However, when
additional aspects of solar power efficiency are included different countries benefit. Inclusion of the
environmental output reveals that efficiency increases the most in Poland, Malta, Bulgaria, Cyprus and the
Czech Republic, where coal is the main energy source. Taking into account the economic aspect, i.e. the costs of
generating energy from non-renewable energy sources, an increase in the efficiency scores is noted in countries
in which oil (Malta and Cyprus), or natural gas (Lithuania, Belgium, Luxembourg) are used as the main energy

source.

Keywords: Data Envelopment Analysis (DEA), solar power generation
JEL: C59, C61, Q2, Q01
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1 Introduction
Over the last 20 years the EU countries considerably increased their dependence on renewable
energy sources, especially in the area of electricity generation. The share of renewable energy
sources in total electricity generation grew more than twofold - from 13.9% in 1995 to 29.9%
in 2015. As a result, the share of solar power generation in renewable energy generation
increased from 5.7% in 2010 to 29.1% in 2015 (w 1995 this share was only 0.01.%). Also the
cumulative installed solar power capacity increased by about 2000 times between 1995 and
2015 (from 49 MW in 1995 to 94864 MW in 2015).

Such rapid development of renewable energy sources in the EU countries results from the

common energy policy aimed at improving energy security and reducing greenhouse gas
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emissions. In accordance with the Directive 2009/28/EC, the EU member states should
increase the share of energy obtained from renewable sources in their overall energy
consumption. The European climate and energy package specifies targets to be achieved by
2020.

Since the EU countries differ a lot when solar radiation is taken into account, the issue of
the extent to which investments in solar power translate into the volume of electricity
generation in particular EU countries seems worth investigating. Since solar electricity
generation, which can replace non-renewable energy sources, influences their economic,
social and environmental aspects, it requires in-depth analysis.

The aim of the study is to assess efficiency of investments in solar power in the EU
countries (excluding Estonia and Latvia, which did not generate any solar power in the
analysed period). The analysis uses cross-sectional data set from 2015. The DEA method is
implemented to evaluate relative efficiency of particular countries’ solar power performance
in electricity generation. The installed solar capacity is used as the input variable, and it
approximates solar power investment or capital. The output variables refer to the volume of
solar electricity generation, which allows for measuring solar power performance in
electricity generation, and selected factors from the areas of energy security (energy
dependence), environmental protection, and economy, which allows for identifying the
benefits of investments in solar power in the EU countries.

Efficiency of renewable energy is a frequently studied issue, and most papers investigating
to use Data Envelopment Analysis (DEA) as the empirical framework. Mardani et al. (2017)
offer a comprehensive review of DEA applications in energy efficiency. A comparison of
different sources of renewable energy is proposed in Cristobal (2011), Kim et al. (2015),
Karpinska (2016) and the assessment of efficiency of renewable energy sources referring to
wind can be found in, among others, Wu et al. (2016), Saglam (2017), Frodyma et al. (2018),
to biogas — in Lijo et al. (2017), and to hydroelectric power — in Barros et al. (2017). Only
several papers deal with solar power efficiency (Sueyoshi and Goto, 2014; Sueyoshi and
Goto, 2017; Imteaz and Ahsan, 2018).

The paper contributes to the existing literature in two aspects. Firstly, its novelty lies in the
selection of objects for the analysis, that is the EU countries, which have not been compared
in this context so far. There are two reasons why the EU countries are an interesting object of
study. First, all EU countries are obliged to meet the targets set in the climate and energy
package. Some of them offer certain incentives (e.g. feed-in tariffs, green certificates), which

are supposed to increase investments in solar power but might result in inefficiency of solar
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power installed. Second, the EU countries are highly diversified with reference to their solar
resources. Southern Europe countries have a great advantage in the solar potential over the
northern ones. Secondly, the DEA models include variables describing environmental,
economic and energy security aspects, which have not been analysed in previous studies. The

inclusion of these factors offer a much broader view on solar efficiency in EU the countries.

2  Methodology and data

The CCR model, proposed by Charnes, Cooper, Rhodes in 1978 (Charnes et al., 1978),
assumes constant returns to scale, and the modification of the model presented in 1984 by
Banker, Charnes and Cooper (Banker et al., 1984) (the BCC model) allows for variable
returns to scale. The BCC model allows for assessing countries not only from the perspective
of pure technical efficiency (the best use of input/investments) but also from the perspective
of economies of scale (operating within the area of optimal benefits), thanks to which it is
possible to discover whether inefficiency of a given country in the area of solar power results
from wasting investments or from operating within non-optimal economies of scale. The DEA
method is based on a comparison of a group of decision making units (DMUSs), in which each
unit has a certain degree of freedom of decision. In other words, this method allows for
identifying efficient units which later set the efficiency level desired for and possible to obtain
by other units. In our study one European country is treated as one decision making unit.
Following the assumptions of the DEA method, the inputs and the outputs are greater than or
equal zero, and for each decision making unit there exists at least one input and one output
greater than zero. The task is to find the minimum value of parameter 8, which makes it
possible to decrease inputs in such a way that the efficiency level is not changed. A decision
making unit is efficient if & = 1; a unit is inefficient if 6 < 1.

The data on which the empirical analysis is based describe different aspects of solar power
efficiency in the EU countries. The sample of 26 European Union member states includes:
Austria, Belgium, Bulgaria, Croatia, Cyprus, the Czech Republic, Denmark, Finland, France,
Hungary, Greece, Germany, Ireland, Italy, Lithuania, Luxembourg, Malta, the Netherlands,
Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden, and the United Kingdom. All
data describe the EU countries in 2015 and are obtained from the European Commission
webpage*.

The DEA models include one input variable and a subset of four output variables.

*Energy datasheets: EU-28 countries (https://ec.europa.eu/energy/en/data-
analysis/country) accessed on 10.01.2018.
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The installed solar capacity (MW) per capita in 2015 (CAP) serves as the input variable in
the DEA models. The variable is a proxy for total investment in solar power in particular
countries, which cannot be measured directly. The data describing investments in renewable
energy (including solar power) are available since 2010 for the EU counties and do not
include previous investments (EurObserv'ER).

The most significant variable used as the output in the DEA models in our study is gross
electricity generation from solar (TWh per capita) in 2015 (GEN), which is the most common
output variable used in previous studies assessing efficiency of solar power.

The environmental output of solar power (ENV) is the second output variable in the DEA
models, and it measures carbon dioxide emissions avoided thanks to solar power. In order to

calculate the CO, avoided, the following formula is used:

ENV = SHE L GEN,
TPES

where: GHE is total CO, emission from power station, TPES is total primary energy supply,
and GEN is gross electricity generation from solar power per capita in 2015. For countries with
the highest CO, emissions from power stations in total primary energy supply, the change into
solar power generation is the most significant, as vast amounts of CO, are avoided.

The economic output of solar power (ECON) is the third output variable in our study. To
calculate ECON, the prices of energy sources and the contribution of each energy source in
TPSE in a particular country are needed. The following formula is used:

ECON = CFF - GEN,
where: CFF = Y3 | TPES, - price;; where i indicates: coal, oil, natural gas, TPES; - total
primary energy supply generated from i energy sources in 2015, GEN - gross electricity
generation from solar per capita in 2015. The more expensive energy sources are used in a
given country, the more efficient solar power in terms of economy is in it.

The energy dependence output of solar power (DEP) is the fourth output variable. This

variable is calculated as:

IMPORT
TPES

DEP = *GEN,

where: IMPORT is total import of energy in 2015, TPES — total primary energy supply in
2015, GEN — gross electricity generation from solar per capita in 2015.

The more energy dependent a country is, the more beneficial - in terms of energy security -
solar power generation is. On the other hand, if countries do not import any energy (i.e. they are
energy self-sufficient), there is no benefit of solar power in this aspect.
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The variables described above are used in the DEA model to analyse efficiency. The
comparison of the analysed countries reveals that Germany has the highest installed solar
capacity (490 MW per capita (CAP)), and the countries above the third quartile are: Italy,
Belgium, Greece, Luxemburg, the Czech Republic and Malta. The countries below the first
quartile are, apart from Ireland, which is the country with the lowest capacity, Finland,
Poland, Sweden, Croatia, Hungary and Lithuania. When gross electricity generation from
solar power (GEN) is considered, Germany is the leader (477 TWh per capita). Other
countries with high values are: Italy, Greece, Spain, Belgium, Malta and the Czech Republic.
The highest values of the environmental output (ENV) per capita are noted in Greece,
Germany and Bulgaria. The greatest reduction of costs of energy sources replaced by energy
generated by solar per capita (ECON) is noted in Italy, Malta and Belgium. Countries with
the greatest volatility in the area of energy dependency per capita (DEP) are Malta, Greece
and Belgium. Energy dependency indicates to what extent a country relies on import to meet
its energy requirements. Summing up, the distribution of particular variables is skewed, which
means that most EU countries have all variables below the average for the whole European

Union. The lowest values of the variables are found in Ireland, Poland, Finland and Sweden.

3  Results
In order to analyse efficiency of investments in solar power in the EU countries, we consider
various models with the capacity as the input variable and selected combinations of variables

described in section 2 as the output variables. All models are presented in Table 1.

Table 1. Input-output variables of eight models.

& GEN_ENV GEN_ECON GEN_DEP ALL
CAP X X X X X
GEN X X X X X
ENV X X
ECON X X
DEP X X

Note: in bold: variable name, in italics: the name of the model.
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The relative efficiency scores (8) of investments in solar power in 26 EU countries in 2015
for input-oriented BCC models are presented in Table 2. The position of a given country in the
rank is given in the parentheses for each model. The efficiency levels of investments in solar
power in the first model (GEN) are not very high. The overall efficiency (BCC efficiency)
scores range from 0.26 to 1.00, and the average BCC efficiency score is 0.50. The relative
efficiency scores in models with two output variables are higher than in models with one output
variable. The average BCC efficiency scores are about 0.54-0.56 in all these models
(GEN_ECON, GEN_ENV, GEN_DEP), and the relative efficiency scores range from about 0.27
to 1.00. The highest average BCC efficiency score equals 0.61 in the model with all outputs
(ALL), and the relative efficiency scores range from 0.27 to 1.00. The results reveal that the
efficiency scores of the last model (ALL), which is the most comprehensive one regarding the
number of input and output variables, are greater than the efficiency scores of the remaining
seven models.

Table 2 reveals that Germany, Spain and Ireland are the countries with the maximum
efficiency score of solar power generation (GEN) (equal 1.00), while the least efficient country
is the Netherlands (with the relative efficiency score 0.26). When the models account for
additional aspects, such as the environmental output, the economic output and the energy
dependence outpult, it is possible to obtain a broader picture of benefits connected with investing
in solar power in the EU countries. Taking into consideration both solar power generation and
the environmental output (GEN_ENV) (Table 2), increased efficiency is noted in Greece, in
which, as in Germany, Spain and Ireland, the efficiency scores of solar power generation equal
1.00. Countries with coal as the main source used in electricity generation (such as Poland (in
2015 79% of its total electricity generation comes from plants using coal), the Czech Republic
(49%), Bulgaria (46%), Greece (43%), and Germany (44%), together with Cyprus and Malta, in
which 91% of electricity is generated in plants using heating oil) gain the most: the efficiency
score in Bulgaria increases by 87%, in Poland by 63%, in Cyprus by 59%, the Czech Republic
by 52% and in Malta by 44%. When both solar power generation and the economic output
(GEN_ECON) (Table 2) are taken into account, the most efficient countries with respect to
investing in solar power include, apart from Germany, Spain and Ireland, also Cyprus, Italy and
Malta. Taking into account the economic aspect, i.e. the costs of generating energy from non-
renewable energy sources, an increase in the efficiency scores (a greater value of parameter 9
by 127% in Malta, in Cyprus by 72%, in Belgium by 48%, in Lithuania by 33%, in
Luxembourg by 28%) and a higher position in the rank is noted in countries in which the main
energy source is oil (i.e. Malta, in which in 2015 as much as 92% of total electricity generation
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comes from plants using heating oil and Cyprus (91%)), or natural gas (i.e. Lithuania (40% of
its energy comes from plants using natural gas), Belgium (35%), Luxembourg (30%)). Apart

from the improvement of their position in the rank, the value of parameter 8 also increases.

Table 2. The efficiency scores of the input- and output oriented BCC models.

Country GEN GEN_ENV  GEN_ECON GEN DEP ALL
AT 0.35 (17) 0.35 (18) 0.39 (17)  0.35(19) 0.39 (20)
BE 0.34 (18) 0.34 (19) 0.50 (10)  0.42 (14) 0.50 (13)
BG 0.47 (9) 0.88 (7) 047 (12)  0.47(12) 0.88(8)
3% 0.58 (7) 0.92 (5) 1.00 (1) 0.60(8)  1.00 (1)
cz 0.38 (13) 0.58 (11) 0.38(19)  0.38(16) 0.58 (12)
DE 1.00 (1) 1.00 (1) 1.00 (1) 1.00 (1)  1.00 (1)
DK 0.27 (25) 0.28 (25) 027 (25)  0.28(25) 0.29 (24)
ES 1.00 (1) 1.00 (1) 1.00 (1) 1.00 (1)  1.00 (1)
FI 0.33 (19) 0.33 (20) 0.33(20)  0.33(20) 0.33(22)
FR 0.37 (15) 0.37 (16) 0.40 (14) 037 (17) 0.40 (17)
GR 0.98 (4) 1.00 (1) 0.98 (7) 1.00 (1)  1.00 (1)
HR 0.43 (11) 0.43 (13) 043 (13)  0.43(13) 0.43(16)
HU 0.27 (24) 0.27 (26) 027 (24)  0.27 (26) 0.27 (26)
IE 1.00 (1) 1.00 (1) 1.00 (1) 1.00 (1)  1.00 (1)
IT 0.88 (5) 0.88 (6) 1.00 (1) 0.88(6)  1.00 (1)
LT 0.38 (14) 0.38 (15) 050 (11)  057(9) 0.58 (11)
LU 0.31 (21) 0.31 (22) 0.40 (16)  0.31(22) 0.40 (19)
MT 0.44 (10) 0.63 (9) 1.00 (1) 1.00 (1)  1.00 (1)
NL 0.26 (26) 0.30 (23) 0.26 (26)  0.48 (11) 0.48 (14)
PL 0.28 (23) 0.46 (12) 0.28(23)  0.28(24) 0.46 (15)
PT 0.62 (6) 0.68 (8) 0.62 (8) 0.66 (7)  0.69 (9)
RO 0.52 (8) 0.62 (10) 052(9)  0.52(10) 0.62(10)
SE 0.35 (16) 0.35 (17) 0.38(18)  0.35(18) 0.38(21)
SI 0.40 (12) 0.40 (14) 0.40 (15)  0.40 (15) 0.40 (18)
SK 0.33 (20) 0.33 (21) 0.33(21)  0.33(21) 0.33(23)
UK 0.28 (22) 0.28 (24) 028(22)  0.28(23) 0.28(25)

Note: In bold: the maximum efficiency score of the solar power (equal 1.00).

146



The 12" Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

After adding the energy security aspect to solar power generation (GEN_DEP) (Table 2),
Malta joins the list of the most efficient countries (its efficiency score increases by 127% in
comparison with the basic model) and Greece (2%). Considerable improvement is also noted in
Netherlands (the efficiency score grows by 87%), Lithuania (49%) and Belgium (by 23%).

Including all variables in the analysis of efficiency yields the greatest number of solar
efficient countries. Countries already mentioned above (efficient with respect to two various
input variables), remain efficient also in this stage: i.e. Germany, Spain, Ireland, Greece, Malta,
Italy and Cyprus. Hungary turns out to be the least efficient country in this extended model. In
other words, if efficiency of investments in solar power is considered not only from the
perspective of electricity generation but also from the perspective of social, economic and
environmental benefits resulting from replacing non-renewable energy sources with solar
power, the countries which benefit the most are: Malta (the efficiency score increases by 127%),
Bulgaria (87%), Netherlands (87%), Cyprus (72%), and Poland (63%).

Conclusions and discussion

The objective of the study is to assess efficiency of investments in solar power in the EU
countries. The DEA method is used as an empirical framework. The installed solar capacity is
used as the input variable. Four variables: solar electricity generation, the environmental output,
the economic output and the energy dependence output are used to measure efficiency of
investments in solar power, which also allows for identifying the benefits of investing in solar
power in the EU countries.

In particular, our findings can be summarised in two main points.

First, the study reveals that Germany, Spain and Ireland are efficient both when only solar
power generation is considered and when the relation between the investments in solar power
and the volume of energy generated by solar farms is considered. The results are quite
surprising, since only one of these countries is located in the south of Europe, however, they are
in line with the results obtained by Sueyoshi and Goto (2014).

Second, the inclusion of environmental, economic or energy dependence outputs,
demonstrates that different countries benefit from solar power investments. If efficiency of solar
power takes into account socio-economic and environmental benefits resulting from replacing
non-renewable energy sources with solar power, Malta, Cyprus, Greece, and Italy gain the
most.

Poland, Malta, Bulgaria, Cyprus and the Czech Republic gain the most as far as investments

in solar powers and the improvement of the air quality and the reduction of greenhouse gases
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emissions are concerned. Including the environmental output in the analysis reveals that
efficiency increases the most in countries where the main energy source is coal. This result is
connected with a high level of carbon dioxide emissions resulting from burning coal, which is
considerably reduced when coal is replaced with solar power. Malta, Cyprus, Belgium,
Lithuania and Luxembourg gain the most in the economic aspect, as power generated from
solar is much cheaper than power generated from fossil fuels. That is why including the
economic output indicates the greatest improvement in efficiency in countries which obtain
electricity from natural gas or heating oil instead of coal. This effect is the consequence of high
prices of these fuels.

Malta, the Netherlands, Lithuania and Belgium gain the most in the aspect of energy
security taking into account the dependence output in the assessment of efficiency of

investments in solar power.
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Abstract

The objective of the study was to show the strength of the dependency of the distribution of the labour factor productivity
variable in Polish agriculture and remuneration variable in regional terms. The hypothesis adopted is that the
remuneration differentiation is correlated with the labour productivity differentiation in spatial terms. Analysis was
conducted on a basis of the analytical aspect and empirical studies based on the information from the CSO Local Data
Bank. To examine these dependencies, the authors used the Gini coefficient and regression and correlation analysis. We
observed the greater differentiation and variation in the labour factor productivity rather than in its remuneration. The
distributions of those variables in spatial terms did not match each other in terms of their equality. The labour productivity

differentiation resulted mainly from the differentiation in the capital-labour ratio and land-labour ratio.

Keywords: labour productivity, remunerations, Gini coefficient, agriculture
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1 Introduction

In microeconomics, it is assumed, according to the Neo-Classical trend, that the relationships
between the labour factor productivity and its remuneration are important. Taking, above all, these
variables into account, it is assumed that the level and changes in the labour factor remuneration
should result from, or be shaped by, the level of and changes in its productivity. We can also
identify other determinants undermining the relationship between those two variables, but the
literature enables a sufficient justification of the importance of the analysed relationship. It is also
undertaken in economics of agriculture.

The objective of the study was to show the relationship and strength of the dependency of the
distribution of the labour factor productivity variable in Polish agriculture and remuneration variable
in spatial (regional) terms. The main question was: to what extent the unequal distribution of the
labour factor remuneration is due to the unequal distribution of its productivity? Therefore, the first
hypothesis was adopted that the differentiated remuneration is correlated with the differentiated

labour productivity in regional terms. Moreover, the secondary study objective was to show the
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main reasons for the differentiation of the labour factor remuneration in the regional system. These
reasons, according to the theory of economics of agriculture and microeconomics, include the
capital-labour ratio and land-labour ratio. They are, respectively: relationship between the employed
capital factor and the number of the employed and the relationship between the land factor and one
employed person. In fact, they are characteristic of the agrarian structure, i.e. the factor structure
of agriculture. This can be considered as normal. It is assumed that structural changes in agriculture
are a major source of growth in income of agricultural producers. Consequently, the second
hypothesis appeared stating that the unequal distribution of the labour productivity corresponds to
the unequal distribution of the capital-labour ratio and land-labour ratio analysed in regional terms.

The authors proved this on a basis of theoretical assumptions, as well as analytically.

2  Analytical assumptions

The issue of the relationship between the labour remuneration and productivity results from the
theory of the producer’s equilibrium. The producer maximising his objective function should
balance the remuneration level with the marginal productivity of each production factor. This
equilibrium is reached when the production factor remunerations are equal to their marginal
productivities and when the marginal productivities are equal to average productivities (production
function theory). This latter point also defines the sphere of rational management in terms of
technical efficiency (Rembisz and Sielska, 2015). We can adopt the following relationship for the
given product prices pyas constants (which meets the conditions of competitive equilibrium):

2
2Y=2=p and L=w, wehave: w, ~ p;.
a, L L

In fact, when we cancel the assumption that the product prices are determined, the remuneration is
defined both by the labour productivity and by the level of product prices. However, in our analysis
the prices are determined, therefore, we disregard their impact w; - py = p;.

Therefore, the labour factor productivity should determine its remuneration. The inequality in terms

of concentration of both these values, i.e. w_and p, for the agricultural sector in regional terms has

been analysed (Tsoku and Matarise, 2014; Guiteras and Jack, 2018).

It has been assumed that the labour factor productivity is determined in the sense of identity
by the capital-labour ratio (relationship between the capital factor K and the labour factor L)
and by the land-labour ratio (relationship between the land factor Z and the labour factor L). For the

given capital factor productivity:

Y

c=a and the land factor productivity §= b,wehave: w;, = — -a and w;, =

==
=N
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3 Methodological assumptions

These dependencies were verified against empirical data based on the statistics i.e. the Gini
coefficient (Barabesi et al., 2015; Ghosh, 2015; Rad et al., 2016; Tyrowicz et al., 2017). This is a
commonly used indicator of the unequal distribution of variables (values), mostly income. It is
within the range (0-1). The higher is the value of the indicator (1), the greater is the degree of
concentration of the variable and thus the greater are the inequalities of, e.g. income (Ghosh, 2015;
Rad et al., 2016; Prendergast and Staudte, 2016). The Gini coefficient is a normalised value, which
makes it easier to make comparisons. On a basis of this statistics, the differentiation of the
productivity and remuneration has been compared, by voivodeships. They were shown in the order

adequate to the presented analytical aspect.

4  Differentiation of the labour productivity and remuneration — study results

The Gini coefficient and the coefficient of variation for section A (Polish Classification
of Activity 2007, where section A is agriculture, forestry, fishing and fisheries) have been
estimated. It is assumed conventionally that section A illustrates agriculture. Data from the CSO
Local Data Bank for the years 2005-2014 has been analysed (Fig. 1 in appendix). The results for
the labour factor productivity (gross value added per employee — GVA per employee in constant
prices) and the average monthly gross remunerations in section A are presented in Table 1.

The inequality and variation of the labour productivity were relatively high. These results
proved to be relatively stable over time (Harasim, 2006; Nowak, 2010; Kuzmar, 2017).
The inequality of remunerations was significantly lower. There was an important condition that the
differentiation and variation of remunerations proved to be lower than those of the labour
productivity in spatial terms. In addition, small spatial inequalities of remunerations decreased over
time, despite the fact that the differentiation of the labour productivity was invariable. This indicates
a weak relationship between (in)equalities of the remuneration and productivity. This phenomenon
may result from public aid transfers (Alexandri, 2017). The differentiation of remunerations is much
lower and characterised by the more equal distribution. This confirms the above finding negatively
verifying the first hypothesis. A discrepancy between the distributions of these two indicators is
visible. From the point of view of social objectives, this is a positive phenomenon. From the purely

economic point of view — it is not.

® The method of presenting the results refers to the approach applied by S. Kuzmar entitled
Differentiation of the regional labour productivity in Poland (Contemporary Economic Issues,
No. 11, 2015, pp. 137-147), which the authors found very accurate and comprehensible.
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Table 1. Differentiation of the labour productivity per employee and average monthly gross

remunerations in section A, by voivodeships in Poland in the years 2005-2014, 2005 = 100.

Gini coefficient ~ Coefficient of variation o o Coefficient of
o Gini coefficient o

Years (labour of labour productivity ) variation of

o (remunerations) )
productivity) [90] remunerations [%0]

2005 0.264 48.21 0.048 8.71
2006 0.265 48.27 0.042 7.84
2007 0.227 41.26 0.038 7.06
2008 0.218 39.45 0.046 9.42
2009 0.254 46.10 0.031 5.72
2010 0.251 4547 0.034 6.37
2011 0.239 43.34 0.037 7.05
2012 0.252 45.53 0.042 8.26
2013 0.254 45.97 0.037 6.96
2014 0.260 46.85 0.035 6.84

The above finding has been confirmed by panel data analysis* (Table 2). The analyzed data was
of cross-sectional nature, therefore a panel of 16 voivodeships in the years 2005-2014 was created.
These dependencies were statistically significant in the case of the correlation coefficient (0.883).
Panel data analysis showed slight impact of labour productivity on the remunerations. These
findings, however, did not deny the logic of a theoretical relationship between
the productivity and remuneration of the labour factor. They only showed that the inequality of the
labour productivity was different than that of remunerations. It is obvious to restore this relationship
and treat it as a standard. However, referring to the reasons (according to the analytical aspect®), the

differentiation and inequality of the distribution of the relationship between the capital and land

* Panel data models are special models built on the basis of time-space data that describe a fixed
group of objects in more than one period. The models can be in the form of (1) models with free
expression decomposition (FEM) or (2) models with decomposition of a random component (Ran-
dom Effects Model - REM). The model's assessment is based on chi-square statistics, which in turn
is based on the reliability function (statistic Likelihood Ratio Test) and F statistics. The choice be-
tween the FEM and REM model is made using the Hausman test (Wooldrige, 2002).

=

A i . . . .
*wy ~ T a and w; = T b for the given voivodeships and given values ij.
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factors to the labour factor in regional terms have been shown. The values of the Gini coefficients

and the coefficients of variation have been estimated, which was shown in Table 3.

Table 2. Panel data model (REM) illustrating the dependency of remunerations ()
on the labour productivity (X — GVA per employee), 2005 = 100.

Specification Coefficients Standard error t Stat p-value
Constans 17.919 4.967 3.607 0.0003 falaled
GVA per emploee 0.069 0.015 4507  <0.0001 falal
GVA per emploee
) ) 0.013 0.019 0.679 0.4970
in previous year
Remunerations
) ) 0.948 0.031 3.782  <0.0001 Fxx
in previous year
Number of observations 160 (16 voivodeships and 10 years)
Log Likelihood 648.602
Hausmann test: 1681.241 (p-value = 0.006)
Pesaran CD test for cross-sectional dependence: -1.972 (p-value = 0.048)
Test for normality of residual: 6.636 (p-value = 0.036)

Table 3. Differentiation of the relationship of the land-labour ratio and capital-labour ratio
(2005 = 100), by voivodeships, in the years 2005-2014.

Gini coefficient  Coefficient of variation  Gini coefficient Coefficient of
Years (land-labour of land-labour ratio (capital-labour  variation of capital-
ratio) [90] ratio) -labour ratio [%0]
2005 0.188 37.55 0.209 38.59
2006 0.194 38.33 0.210 39.00
2007 0.201 38.86 0.213 38.95
2008 0.195 39.00 0.206 39.15
2009 0.207 41.87 0.217 41.61
2010 0.210 44.85 0.225 44.44
2011 0.205 43.52 0.237 46.19
2012 0.211 46.09 0.228 45.08
2013 0.218 47.03 0.248 46.55
2014 0.219 48.23 0.249 47.00
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As we can see, the land-labour ratio (indicator roughly illustrating the agrarian structure) was
highly differentiated with the unequal distribution. However, when comparing the data from Tables
1 and 3, it is evident that the inequality and differentiation of the land-labour ratio did not deviate
from that for the labour productivity. This indicates the validity of adopting the second hypothesis
and analytical assumption regarding the labour productivity conditions. The similar finding was
outlined from comparing the differentiation and inequality of the capital-labour ratio and the labour
productivity (Table 3). As we can see, the capital-labour ratio was characterised by the highly
unequal distribution, for which the values of the Gini coefficient oscillated within the limits of
0,209-0,249. Even higher values were reached by the coefficient of variation (38.59-47.00%).
In addition, the analysed differentiation of this coefficient increased in the analysed period of time
more than in the case of the labour productivity.

From this analysis, it can be concluded that the capital-labour ratio and land-labour ratio
(to some extent, the approximation of the indicator of the structure and concentration in agriculture)
highly explain the differentiation in the labour factor productivity.

Analysis of the unequal distribution curves of the land-labour ratio and capital-labour ratio in the
above charts confirms previous observations. The inequality and differentiation of the labour
productivity and the land-labour ratio and capital-labour ratio can be linked, which verifies the
second hypothesis positively. The same cannot be said regarding the differentiation of
remunerations in relation to the labour productivity.

In order to verify the above observations, the dependency between the analysed values has been
analysed statistically (correlation and panel data analysis). The results are shown in Table 4. These
dependencies were statistically significant. Correlation between the labour productivity level and the
land-labour ratio and capital-labour ratio amount to 0.919. and 0.868. This was a basis for positive
verification of the second hypothesis (of the relationship between the differentiation of the labour
productivity and its land-labour ratio and capital-labour ratio).

In analytical terms, in accordance with the last formulae, the regional differences in the
productivity levels of production factors, i.e. capital and land, were analysed® (Table 5). The
differentiation and inequality of the distribution in spatial terms in the case of the land productivity
was milder than in the case of the productivity and land-labour ratio. This factor was similarly

productive in various parts of the country. A similar conclusion resulted from analysis of the

° 1}% = a;, }Zl = bij for given value (production, capital, labour) and for the given
ij ij
voivodeship.
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differentiation of the capital productivity. Here, the estimated indicators demonstrated the smallest

differentiation and discrepancies.

Table 4. Panel data model (REM) illustrating the dependency between the differentiation
of the labour productivity and its land-labour ratio and capital-labour ratio (2005 = 100).

Specification Coefficients Standard error t Stat p-value
Constans 91.624 9.728 9418  <0,0001  ***
Land-labour ratio 0.145 0.022 6.547 <0,0001  ***
Capital-labour ratio 0.192 0.073 2.629 0.008  ***
Number of observations 160 (16 voivodeships and 10 years)
Log Likelihood 834.739
Hausmann test: 51.394 (p-value = 0.000)
Pesaran CD test for cross-sectional dependence: 13.829 (p-value = 0.000)
Test for normality of residual: 21.289 (p-value = 0.000)

Table 5. Inequality and differentiation of the land productivity (agricultural production value
per ha) and capital productivity (agr. production value in relation to the intermediate con-
sumption and depreciation value) in section A, by voivodeships, in the years 2005-2014, 2005

=100.
Gini coefficient Coefficient of Gini coefficient for Coefficient of
Years for land variation of land capital productivity  variation of capital
productivity productivity [%6] productivity [%0]

2005 0.125 23.40 0.053 10.09

2006 0.123 2251 0.048 8.98

2007 0.105 19.48 0.045 8.69

2008 0.112 20.23 0.050 9.17

2009 0.105 19.42 0.044 8.48

2010 0.108 19.57 0.054 10.17

2011 0.109 19.64 0.072 13.41

2012 0.117 21.36 0.063 12.22

2013 0.121 22.35 0.060 10.91

2014 0.123 22.45 0.061 11.38
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The productivity distributions are more equal when compared to the labour productivity distribution,
land-labour ratio and capital-labour ratio. This may point to the fact that the land-labour ratio and
capital-labour ratio actually affect the differentiation of the labour productivity. The distributions of
these values were similarly unequal. This confirmed the second hypothesis and the adopted
analytical assumptions. Indeed, in the sense of the rules of agricultural economics, this means that
the agrarian structure and capital-intensive production techniques are of paramount importance. This
is confirmed indirectly by analysis of the statistics for the last analysed values i.e. productivity

indicators in Table 6 (data base from Eurostat and CSO).

Table 6. Panel data model (REM) illustrating the dependency between the labour productivity
and the capital and land factor productivity in the years 2005-2014, 2005 = 100.

Specification Coefficients Standard error t Stat p-value
Constans 30.947 11.644 2.658 0.008  ***
Land factor productivity 0.826 0.063 13382 <0,0001  ***
Capital factor productivity 4.678 6.589 0.710 0.478
Number of observations 160 (16 voivodeships and 10 years)
Log Likelihood 788.099
Hausmann test: 16.081 (p-value = 0.000)
Pesaran CD test for cross-sectional dependence: 16.487 (p-value = 0.000)
Test for normality of residual: 5.247 (p-value = 0.072)

* Correlation between the labour productivity and the productivity of land amount to 0.638.
Correlation between the labour productivity and capital productivity amount to 0.096.

Conclusions
The article deals with the issue of the relationship between the labour remuneration and productivity
and the factors shaping this relationship, by voivodeships. We observed the greater differentiation
and variation in the labour factor productivity rather than in its remuneration. The distributions of
those variables in spatial terms did not match each other in terms of their equality. The labour
productivity differentiation resulted mainly from the differentiation in the capital-labour ratio and
land-labour ratio. Here, the inequalities in the distribution of these variables matched each other.
This had a negligible impact on the spatial differentiation of the capital and land productivity.
Analysis was conducted on a basis of the analytical aspect, which was therefore positively

verified. The overall conclusion, the alignment of the differentiation in the labour factor
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remuneration (agricultural income) in spatial terms did not result from the decreasing labour
productivity differentiation. The alignment of the distribution of this latter indicator was more due to
the decrease in the differentiation of the capital-labour ratio and land-labour ratio, and less due to the
productivity of these factors. As a result, the alignment of differences in the amount of the analysed
indicators in spatial terms may not be an important source of the agricultural development, as it is
most often assumed. This can, however, be relevant for determining the agricultural policy, in
particular in terms of cohesion. Authors disregarded the impact of subsidies and found them to be a
less important source of agricultural development than labor productivity (the main source of
growth and development). However, it is necessary to recognize these relationships in further

research due to the high values of constant parameters and standard errors in all panel data models.
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Application of Generalized Data Envelopment Analysis

on Warsaw Stock Exchange

Sergiusz Herman*
Abstract

Fundamental analysis is one of the techniques used by stock investors. Its main aim is the estimation of financial
situation of companies. Companies’ financial statements are the source of information that allow for estimation
of financial ratios for various operations of these companies. Elements of financial statements are also used to
analyse analyse operating efficiency of companies with the use of parametric and non-parametric methods.
Efficiency estimated with the use of these methods is rarely used for the assessment of joint-stock companies.
There are three main goals of the research. Firstly, it aims to verify whether there is a statistical valid dependence
between operating efficiency of joint-stock companies in Poland and their return rates on the Warsaw Stock
Exchange. The second aim of the research is to point variables which should be used to estimate operating
efficiency of companies in chosen industries. The other aim is to verify if an investor may benefit from
information about operating efficiency of joint-stock companies when building an investment portfolio.
Empirical studies were conducted on 72 joint-stock companies in Poland. These companies represent following
industries: construction, clothes and cosmetics industry, food and drinks industry. The calculations were

performed using the Generalized Data Envelopment Analysis.
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1 Introduction

A good choice of securities for an investment portfolio is key for every investor on the
Warsaw Stock Exchange. A fundamental analysis makes it possible to differentiate between
companies in poor and good financial condition. One of company functional areas assessed by
an investor is its performance (effectiveness). The inventory turnover, accounts receivable and
payable ratios are the most popular ratios used for that purpose.

Numerous parametric (e.g. Stochastic Frontier Approach, Distribution-Free Approach)
and non-parametric (e.g. Data Envelopment Analysis, Free Disposal Hull) methods for
measuring efficiency are listed in the literature. Due to its computation complexity, results of
these analysis are rarely used on the Warsaw Stock Exchange. G. Szafranski (2004) is a
Polish author who conducted research on companies’ operating efficiency. The study aimed

to show whether DEA allows for the optimal choice of ratios which are widely used in

! Corresponding author: Poznan University of Economics and Business, Department of
Econometrics, al. Niepodlegtosci 10, 61-875 Poznan,  Poland, e-mail:
sergiusz.herman@ue.poznan.pl.
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fundamental analysis. The study confirmed that there is a relation between a efficiency ratio
and a change of stock price. It is worth mentioning that the author chose a priori a set of
inputs and outputs of companies’ operations. Moreover, the sample consisted of companies
from various industries.

The Generalized DEA (GDEA) solved the problem of the a priori choice of variables for
inputs and outputs. The method was used on a stock exchange by Edirisinghe and Zhang
(2007) as well as Avkiran and Morita (2010). However, authors of both publications did not
estimate companies’ efficiency ratio. Financial indicators used in a standard fundamental
analysis served as inputs and outputs and their results showed a financial condition of studied
companies. The study presented in this article aimed to verify whether there is a valid
statistical dependence between operating efficiency of joint-stock companies listed on the
Warsaw Stock Exchange and their return rates. Next, the author investigated what variables
should be used to estimate operating efficiency of companies from diverse industries of the
Polish economy. The Generalized Data Envelopment Analysis (GDEA) was used for that
purpose. The results revealed whether, when creating a securities portfolio, information on

companies’ operating efficiency may benefit an investor on the stock exchange.

2  Methodology
To conduct the research, a relevant sample of joint-stock companies listed on the Warsaw
Stock Exchange had to be collected. Taking into account the methodology and analysis goal,
the author chose companies representing three industry indexes: WIG-construction, WIG-
food and WIG-clothes. Companies were chosen based on the following criteria: availability of
their financial data and having been listed on the Warsaw Stock Exchange since 2011 or
earlier. Information from the Notoria Serwis database was used to choose the sample. As a
result, financial information of the following companies was collected:

e 37 joint-stock companies from the WIG-construction index (financial data for 2010-

2016),

e 15 joint-stock companies from the WIG-clothes index (data for 2010-2016),

e 20 joint-stock companies from the WIG-food index (data for 2011-2016).
Data from financial statements was used as inputs and outputs of studied companies’
operations. In total, 23 items from balance sheets and profit and loss accounts were used in
the study (Table 1). The Data Envelopment Analysis (DEA) was used to measure operating
efficiency of joint-stock companies. It is one of the most popular non-parametric methods of

measuring companies’ operating efficiency which allows for assessing efficiency of Decision
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Making Units (DMU) defined by various inputs and/or outputs by solving a relevant

optimization problem.

Table 1. Inputs and outputs underlying the research.

Potential inputs

Potential outputs

total assets
fixed assets
tangible fixed assets
intangible assets
current assets
Inventory
short-term receivables
cash and other pecuniary assets
equity
share capital
supplementary capital
long-term liabilities
short-term liabilities
other operating expenses

financial expenses

net revenues from sales of products, goods and materials
gross profit (loss) on sales
profit (loss) on sales
other operating revenues
profit (loss) on operating activities
financial revenues
gross profit (loss)
net profit (loss)

The research used the BCC model named after its authors R.D. Banker, A. Charnes and
W.W. Cooper (1984) who created it in 1984. The input-oriented BCC model (BCC-I), named

after first letters of authors’ names, may be expressed by:

subject to:

min6, Q)
<0,x, i=1,..,m, (2)
A=y, r=1,..,5, (3)
1, 420 j=1,.,n (4)
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where:
6, — represents the efficiency score of unit o,
x;; — is the amount of input i used by unit j (i=1, ..., m),
yrj — is the amount of output r used by unit j (r=1,2, ..., s).
A; — represent the variables that identify the benchmarks for inefficient units.
The reason for choosing the model was its result invariance which means that adding a
constant to any result does not alter the optimum result of the problem.
Global analysis was carried out with the use of relevant financial data as inputs and

outputs. The same joint-stock company was analyzed for various years.

3 Study of the relationship between operating efficiency and return ratios of joint-
stock companies listed on the Warsaw Stock Exchange

First, the author verified whether the relationship between operating efficiency and return
ration of joint-stock companies listed on the Warsaw Stock Exchange is statistically valid. In
order to estimate efficiency ratios with the use of the BCC model, financial data serving as
inputs and outputs of companies’ operations needs to be defined. In diverse studies around the
world, DEA was often used for companies’ operating efficiency. Among authors who studied
companies from the processing industry are: Ma et al. (2002), Fang et al. (2009), Hassan et al.
(2010). Authors who studied companies from the construction industry are among others:
Zheng et al. (2011), Horta et al. (2012), Wong et al. (2012) and Kapelko et al. (2014). Each
author used a different set of financial variables in their research. However, there were some
common features. Assets and a number of employees were often used as inputs. Whereas,
items from profit and loss accounts were used as outputs. Taking into account literature and
availability of financial data, the author decided to assess operating efficiency of joint-stock
companies from relevant industries based on the following variables:

e version 1 —inputs: tangible assets, intangible assets, output: net profit/loss,

e version 2 — inputs: tangible assets, equity, output: net profit/loss.

Efficiency ratios were estimated for the years 2010-2016 (in the case of construction as
well as clothing and cosmetic industries) and 2011-2016 (food industry). It was verified what
is the relation between the results for consecutive years and companies’ simple rate of return
on the Warsaw Stock Exchange for the same period. Pearson correlation coefficient (y; ,where
j-th company is from the h industry) was used for that purpose. An average coefficient value

was estimated for each studied industry:
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J
1
Vv, — — . (5)
Yh ]él)’m

The following hypotheses were formulated to verify if there is a valid statistical dependence

(where p, is an assumed positive correlation coefficient value).

Ho: Vi < po (6)
Hi: Vi > po (7)
The inference included the following test statistic (Edirisinghe and Zhang, 2007):
o1& 1+ Vin @®)
Y, =— ) =lo -

where: J, — number of firms in each indﬂstry h.

Table 2 presents results for the studied industries.

Table 2. Dependence between performance and return rates.

Version | Version 11
Food Clothes Food  Clothes
Construction and and Construction  and and
drinks  cosmetics drinks  cosmetics
Correlation metric 0.218 0.248 0.323 0.220 0.297 0.338
Test statistic 0.261 0.326 0.367 0.263 0.389 0.387
Critical value 0.236 0.313 0.313 0.236 0.313 0.313

The results show that the strongest correlation can be observed for efficiency ratios and
return rates of joint-stock companies from the clothing and cosmetic industry. Companies
from the construction industry had the lowest value of correlation coefficient. The value was
positive for all industries — the higher operating efficiency, the higher rates of return on the
Warsaw Stock Exchange. According to test statistics, the null hypothesis stating that an
average correlation coefficient is lower than 0.1 can be rejected for all cases (at significance
level of 0.05).

4  Optimum variables for estimating operating efficiency of joint-stock companies
from diverse industries
The second goal of the research is to point variables which should be used to estimate

operating efficiency of joint-stock companies from diverse industries. The answer will
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provide us with financial variables that should be taken into account when assessing operating
efficiency of companies from various industries. The generalized DEA was used to solve that
task. Its main purpose is to find a set of variables to be used as inputs and outputs based on a
defined criteria - a relevant objective function. Owing to GDEA, variables are not attributed
to inputs/outputs a priori. To measure efficiency ratios, the author introduced scale variables
and variables which values determine how a variable (i-th variable describing j-th element) is
attributed to inputs and outputs in the study. Due to the fact that the study concerns a defined
number of variables I, variables create vectors scaling inputs and outputs. The GDEA
approach makes it possible to find a pair which allows for maximizing (minimizing) the
objective function of the optimization problem. According to Edirisinghe and Zhang (2007),

the pair needs to belong to the following Binary Complementary Domain (BCD):
Q={2): Xy =1 yi+z<1 y,ze01}, i=1,.,I} )

Only then, none of the studied variables can simultaneously be an input and output while the
study includes at least one input and output. Furthermore, in the study it was assumed that
only 15 variables can be inputs and the remaining 8 can be outputs (Table 1). As a result, a

pair (y, z) must belong to the Restricted BCD:

0" = {()’, ) EQ YRy =0, 2122z =0, } (10)

The above results confirmed that there is a valid statistical dependence between
companies’ operating efficiency and their rates of return on the Warsaw Stock Exchange.
Therefore, a further research aims to find a set of inputs and outputs with the strongest
dependence for each industry — the highest average value of a correlation coefficient for a
given industry. Thus, a separate optimization problem needs to be solved for every industry:

max (v, 2) (11)
(y,2) € 0 (12)
where:
¥, — industry-correlation metric,
(y, z) — input/output scaling vector pair.

It is difficult to solve such formulated optimization problem as its objective function
includes efficiency ratios for estimation of which it is required to solve optimization problems
for each studied company. The simulated annealing algorithm was used to find an optimal

solution. In order to define an initial solution of the algorithm, the author searched for all

165



The 12th Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

possible solutions to a set of 10 potential inputs and 5 potential outputs (variables in italics in
the Table 1). Additionally, it was assumed that variables strongly correlated with other
variables are removed from the analysis (correlation coefficient higher than 0.90)% Table 3
presents results achieved with the use of the simulated annealing algorithm for each studied

industry.

Table 3. Dependence between operating efficiency and rates of return for GDEA.

Construc Food and Clothes and

tion drinks Cosmetics
Industry-correlation metric 0.319 0.411 0.429
Test statistic 0.396 0.490 0.505
Rejected null hypothesis Yr < 0.25 Yrn < 0.25 Yn < 0.25

The analysis of results indicated that again the strongest dependence between companies’
efficiency ratios and their rates of return on the stock exchange was observed for clothes and
cosmetic industry. The construction industry had the lowest correlation coefficient. After
comparing the results with outcome of the prior study, it turned out that an average correlation
coefficient for every industry increased due to the choice of variables with the use of GDEA.
In the case of all analyzed industries, the null hypothesis can be rejected in favor of an
alternative hypothesis stating that an average correlation coefficient is higher than 0.25.
According to the results, it is advisable to use other methods than the expert method to choose
input and output variables. It makes it possible to estimate efficiency ratios in such a way that
better represents a market situation of companies on the Warsaw Stock Exchange.

The second aspect of the study is focused on an assessment of dependence between the
estimated efficiency ratios and rates of return as well as an analysis of financial data that were
considered owing to GDEA. They are presented in Table 4. A different set of variables
serving as inputs and outputs was used for each studied industry. Similar variables were used
for the food as well as clothes and cosmetic industries. In both cases, inputs included
variables from liabilities which show sources of companies’ equity. Similarities might stem
from a comparable activity of studied companies. A completely different set of variables was
used as inputs in the case of the construction industry. The study included only tangible and

intangible assets. Results shows that variables used to estimate operating efficiency of joint-

2 If two variables are strongly correlated, a variable with a higher average of absolute values of correlation
coefficients is removed from the analysis.
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stock companies differ from one industry to another. It should be taken into consideration in
studies on their activity.

Table 4. Optimum inputs/outputs for relevant industries.

Construction Food and drinks Clothes and cosmetics

tangible fixed assets input
inventory input
short-term receivables input
equity input
short-term liabilities input input
long-term liabilities input input
profit (loss) on sales output
gross profit (loss) on sales output output
other operating expenses output
net profit (loss) output

5 Use of information on operating efficiency of joint-stock companies while creating
investment portfolio
The results from previous stages of the study confirmed that there is a valid statistical
dependence between operating efficiency of companies listed on the stock exchange and their
rates of return. Companies performing effectively had higher rates of return on the Warsaw
Stock Exchange. Finally, this dependence was used to create an investment portfolio. For this
purpose, the author had to estimate efficiency ratios for studied companies in 2017. The
author used values of efficiency ratios for periods 2010-2016 (construction as well as clothes
and cosmetic industries) and 2011-2016 (food industry) with the use of the BCC model and
variables from the previous stages of the study. Using the data, a comparative analysis of the
following prediction methods was carried out (based on an ex-post forecast error): naive
methods, methods based on simple average, methods based on weighted average and trend.
On that basis, it was decided that performance of companies in 2017 will be predicted using a
simple 4-element average.

A model developed by H. M. Markowitz was used to create an investment portfolio. Two
portfolios were created for the period April 3 — October 2, 2017. The first portfolio was
created with the use of share prices of all 72 studied companies (the “Markowitz” portfolio).
The Markowitz model was also used to build a second portfolio. However, only 20 companies
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considered as effective in 2017 were included (correlation coefficient higher than 0.7). Fig. 1
presents the rate of return of such portfolios in the studied time frame.

Results show that the compound return rate of the portfolio built based on effective
companies is substantially higher (10.02%) than for the one based on all studied companies (-
4.26%). Most importantly, the portfolio based on effective companies allows an investor to
achieve higher return rates uninterruptedly for 70% of the time.
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Fig. 1. Cumulative rate of return of two investment portfolios.

Conclusions

The results demonstrate that there is a valid statistical dependence between operating
efficiency of Polish joint-stock companies and their return rates. It is a positive dependence
which means that effective companies have higher return rates than those performing poorly.
Variables used to estimate operating efficiency of joint-stock companies from various
industries were discovered owing to the GDEA approach. Results demonstrated that a
different set of variables serving as inputs and outputs should be used for operating efficiency
estimation of joint-stock companies from various industries.

What’s more, results showed that information on operating efficiency of joint-stock
companies might be crucial for investors on the Warsaw Stock Exchange. If they take that
into consideration when creating an investment portfolio, investments in companies
performing well will give them higher return rates.

Further research should include the analysis of more industries in Poland. Moreover, the

use of a different method (other DEA-like models) should give interesting results.
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Changes of the consumption structure in European countries

considering its modernization process
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Abstract

The aim of the article is to assess the diversity and changes in the structure of household consumption of
European countries, with particular emphasis on the division into consumption of necessity goods and luxury
goods in the years 1995-2015. The progressive process of modernizing consumption in Europe causes a change
in the consumption pattern. According to this process, the consumption of luxury goods plays a more and more
significant role in the consumption structure. The conducted study is the basis for checking whether this process
is reflected in all European countries. In particular, this analysis is to check whether and to what extent there was
an increase in the share of consumption of luxury goods in total consumption in each of the countries in the
analyzed period. The analysis of the diversification of the consumption structure in the countries in the entire
period is carried out using the cluster analysis method that allows the identification of territorial units with
similar characteristics in this matter. The study is supplemented with the analysis of the consumption structure in

the European countries over the period 1995-2015, with the particular emphasis on the location factor.
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1 Introduction

Consumption is a very important element of generating GDP in every country. It is
determined by economic, demographic, cultural or biological factors. However, the most
important consumption factor is the disposable income of households. Based on this income,
households decide what goods and what quantities they are able to acquire. Richer households
can afford to buy more luxury goods than poorer households. This affects the structure of
consumption in a country. Increasing the share of expenditures on the consumption of luxury
goods is defined in the literature as modernization of consumption.

The economies of European countries have been converging for a long time (Carnicky et
al., 2016; Corrado et al., 2005; Dall'Erba and Le Gallo, 2008; Lopez-Bazo et al., 1999; Quah,
1996; von Lyncker and Thoennessen, 2017). The progressing process of economic
convergence in the European Union (EU) countries seems to be the reason for the leveling off
of consumption and assimilating to its structure. The consumption structure points towards a

pattern in which the share of consumption of luxury goods in total consumption increases.

! Corresponding author: Nicolaus Copernicus University, Faculty of Economic Sciences and

Management, Gagarina 13A, 87-100 Torun, Poland, e-mail: mateuszj@doktorant.umk.pl
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This means that poorer countries should strive to achieve a consumption structure that
characterizes wealthier countries.

In the current research, the issues of diversification of consumption structure
(Kusmierczyk and Piskiewicz, 2012; Grzega, 2015) and modernization of consumption
(Kusinska, 2009) in the European countries have already been discussed. There were also
many studies conducted on the expenditure of the inhabitants of European countries on
various categories of goods (Berbeka, 2014; Hoszman, 2013; Piekut, 2014). The convergence
process of consumption patterns in Europe was also analyzed (Nowak and Kochkova, 2011).

The main objective of this study is to assess the variation and changes in the structure of
household consumption in EU countries (excluding Croatia) in the years 1995-2015. An
additional aspect raised in the study is the assimilation of the consumption structure on the
European continent. Previous studies show structure of the consumption in European
countries from 2004 to 2012. Moreover convergence of the consumption was analyzed only to
2007. In this paper time range in both investigations is expanded to 2015. Moreover another
method to choose number of clusters is used. This study is the preview to the wider look at the

consumption problem in Europe.

2 Subject and range of the study

The study focuses on the consumption structure in the European countries in the years 1995-
2015. The consumption of groups of goods in total consumption was analyzed according to
the Classification of Individual Consumption According to Purpose (COICOP). According to
the above classification, consumer goods are divided into the following groups: food and non-
alcoholic beverages; alcoholic beverages, tobacco and narcotics; clothing and footwear;
housing, water, electricity, gas and other fuels; furnishing, household equipment and routine
household maintenance; health; transport; communication; recreation and culture; education;
restaurants and hotels; miscellaneous goods and services. In the case of longer group names,
only the first word describing a given group of consumer goods was used in the study.

In order to examine the similarity of the consumption structure between countries,
methods of cluster analysis were used. The agglomeration method of hierarchical clustering
was used - the Ward’s method using the Euclidean distance as a measure of similarity of
objects. The objects were divided into three groups with similar properties regarding the
consumption structure. Then, the consumption structure was modeled using the f

convergence model in the classical approach.

171



The 12" Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

The study verifies the hypothesis of a modern consumption structure in the countries of
Western and Northern Europe as well as the hypothesis about the blurring of differences in
the consumption structure between the EU countries.

3 Data

The data applied in this study come from the European Statistical Office database. Variables
regarding the consumption of individual categories of goods were taken directly from the
database. The values of disposable income per capita were calculated — the values of
disposable income in each countries were divided by the number of population.

Fig. 1 shows the development of disposable income per capita value in the EU countries
(except for Croatia) in 2000, 2005, 2010 and 2015 respectively. The highest values of that
variable were observed in the countries of Western and Northern Europe. In contrast,
disposable income per capita in the Central-Eastern part of the continent was below the
median. This trend has continued throughout the considered period. This means that the
inhabitants of Northern and Western Europe have the opportunity to consume not only goods
that allow them to meet basic needs but also they can consume more luxury goods than the

others in Europe.
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Fig. 1. Spatial distribution of disposable income per capita in Europe in 2000 (a), 2005 (b),
2010 (c) and 2015 (d).
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Fig. 2 shows the average share of individual groups of consumer goods in the countries

belonging to the EU-27 group in the analyzed period. The highest share of consumption was

noted in goods related to housing, water, electricity, gas and other fuels has been recorded

(more than 20% in each year of the study). The share of consumption between 10 and 15

percent was the consumption of goods related to food and non-alcoholic beverages, recreation

and culture, transport and miscellaneous goods and services. The consumption of other groups

of goods accounted for less than 10% of total consumption. The largest fluctuations in the

consumption structure were noted in the consumption of non-alcoholic beverages.
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Fig. 3. The structure of consumption in Europe in selected years of the study.

Fig. 3 shows changes in the structure of consumption in 1995, 2000, 2005, 2010 and 2015.
There is a noticeable drop in the share of consumption of food and non-alcoholic beverages
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(from 19.77% to 15%) and clothing and footwear (from 5.87% to 4.75% ), which may result
from the enrichment process of European countries over the period 1995-2015. In addition,
there was an increase in the average share of consumption related to housing, water,
electricity, gas and other fuels (from 19.41% to 22.22%), recreation and culture (from 7.91%
to 8.24%) and restaurants and hotels (from 8.32% to 8.79%) .

4 Methodology
Clustering of objects with a similar consumption structure was made using the hierarchical
agglomeration method — the Ward's method. It’s motivated by uncertainty as to the number of
clusters to choose. It is helpful to establish number of clusters. In the future studies clustering
can be done with non-hierarchical agglomeration methods. The purpose of using this method
is to minimize the sum of squared deviations of two arbitrarily selected clusters (Ward, 1963).
The Euclidean distance was used as a measure of the distance between the objects. The
number of clusters has been specified using the average silhouette method for hierarchical
clustering.

In order to verify the hypothesis of inequalities reduction in the consumption structure, the
traditional model of B-convergence for cross-sectional data given by formula (Arbia, 2006)

was used:

In <&> =a+f ln(yoli) + g, 1)

Yo,i
where y,; and yr; are the values of the share of consumption of the chosen groups of goods
in total consumption the i region in the first and last survey period respectively.
The B parameter is used to calculate the t;4r-jife Value, which presents the time needed to

reduce the difference by half. It is expressed as follows:

In (2)
thatf-tife =~ 2

where b expresses the convergence rate and is evaluate with the use of the following formula:

_ _In@+p
b=—-————" 3)
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5 Empirical results of research

5.1 Grouping countries with a similar consumption structure

The analysis of the similarity of the structure of consumption in the European Union countries

began with their grouping into three clusters using the Ward’s method of objects

agglomeration. Table 1 presents the results obtained on the basis of that grouping.

Table 1. Concentration of countries obtained by the Ward’s method in selected years of the

study.
Year Cluster 1 Cluster 2 Cluster 3
Austria, Belgium, Denmark,  Cyprus, the Czech Republic, ) ) )
_ Bulgaria, Estonia, Latvia,
Finland, France, Germany, Greece, Hungary, Ireland, ) _ _
1995 Lithuania, Poland, Romania,
Luxembourg, Netherlands, Italy, Malta, Portugal, )
] _ ) ) Slovakia
Sweden, United Kingdom Slovenia, Spain
Austria, Belgium, Denmark, Bulgaria, the Czech Republic,
2000 Finland, France, Germany, Cyprus, Greece, Ireland, Estonia, Hungary, Italy,
Luxembourg, Netherlands, Malta, Portugal, Spain Latvia, Lithuania, Poland,
Sweden, United Kingdom Romania, Slovakia, Slovenia
Austria, Belgium, the Czech
Republic, Denmark, Finland,
France, Germany, Hungary, ) ) ]
Cyprus, Greece, Malta, Bulgaria, Estonia, Latvia,
2005 Ireland, Italy, Luxembourg, ) i _ )
Portugal, Spain Lithuania, Romania
Netherlands, Poland,
Slovakia, Slovenia, Sweden,
United Kingdom
Belgium, Denmark, Finland, ) Bulgaria, the Czech Republic,
Austria, Cyprus, Greece, ) )
France, Germany, Estonia, Hungary, Latvia,
2010 Ireland, Italy, Malta, ) ) )
Luxembourg, Netherlands, ) ) Lithuania, Poland, Romania,
] ] Portugal, Slovenia, Spain )
Sweden, United Kingdom Slovakia
) ) Bulgaria, the Czech Republic,
Belgium, Denmark, Finland, )
) Estonia, Hungary, Italy,
France, Germany, Austria, Cyprus, Greece, o ]
2015 Latvia, Lithuania, Poland,

Luxembourg, Netherlands,

Sweden, United Kingdom

Ireland, Malta, Spain ) )
Portugal, Romania, Slovakia,

Slovenia
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The countries that remained in the first group throughout the entire period considered
were Belgium, Denmark, Finland, France, Germany, Luxembourg Netherlands, Sweden and
United Kingdom. The core of the second cluster that remained in each year of the study were:
Cyprus, Greece, Malta and Spain. The third cluster always included the following countries:
Bulgaria, Estonia, Latvia, Lithuania and Romania. In the majority of the analyzed period,
Poland, Slovakia and Hungary also remained in the third cluster.

Fig. 4 shows the characteristics of individual clusters. It provides a relation of the average
group consumption structure of particular groups of goods to the average consumption

structure of all EU-27 countries.

Cluster 1
1995 2000 2005 2010 2015
) Cluster 2
1995 2000 2005 2010 2015
Cluster 3
: aron 0T R AT [l
1995 2000 2005 2010 2015
H Food B Alcohol H Clothing Housing B Furnishing M Health
W Transport B Communication M Recreation B Education B Restaurants B Miscellaneous

Fig. 4. The relation of the average share of individual categories of consumer goods to the

European average.

The first cluster is characterized by a low share of consumption of food and non-alcoholic
beverages in total consumption compared to the European average. This category of goods
has a very large impact on the composition of groups. The second cluster is characterized by
a higher than average European share of the consumption of goods related to restaurants,
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hotels and education. In other groups, the calculated ratios are at a level below 1. In addition,
the third group is characterized by a lower than average share of consumption of goods related
to recreation, culture, transport and miscellaneous goods. In turn, the residents of third group
of countries consume relatively more alcoholic beverages compared to the inhabitants of the

countries included in the other two groups.

5.2 Convergence of consumption structure in the European countries
In order to analyze the consumption structure, the B convergence model for cross-sectional
data (classical approach) was used. Table 2 presents the results of its estimation and

verification for the consumption of particular groups of goods.

Table 2. Results of the estimation and verification of the convergence model for the groups of

consumer goods.

Group of consumption goods o Speed of convergence Half-life  p-value
Food -0.3335 0.0203 34.1642 0.0000
Alcohol -0.2468 0.0142 48.9082 0.0292
Clothing -0.5521 0.0402 17.2586 0.0017
Housing -0.4765 0.0324 21.4181  0.0006
Furnishing -0.7140 0.0626 11.0760  0.0000
Health -0.2606 0.0151 45,9104  0.1061
Transport -0.6547 0.0532 13.0364  0.0000
Communication -0.7332 0.0661 10.4916  0.0005
Recreation -0.6456 0.0519 13.3642  0.0000
Education -0.4110 0.0265 26.1878 0.0117
Restaurants -0.0448 0.0023 302.7661 0.6651
Miscellaneous -0.4690 0.0317 21.8994  0.0000

The results of the assimilation of the consumption structure analysis indicate a blurring of
differences in the share of consumption in most categories of goods in the total consumption
of countries. The only categories of consumption in which convergence does not occur are:
health, restaurants and hotels. In other cases, the o parameter of the 3-convergence model was
statistically significant. The fastest rate of convergence based on the classical convergence
analysis was observed in communication; furnishing, household equipment and routine

household maintenance, which translates into the least amount of time needed to reduce by
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half the differences in the consumption of goods belonging to this category. However, the
most time is needed to align the consumption of food and non-alcoholic beverages and also
alcohol beverages, tobacco and narcotics.

Conclusion

The consumption structure in the EU-27 countries is very diverse. The greatest disproportions
are observed in the consumption of food and non-alcoholic beverages, as well as consumption
related to restaurants and hotels. The countries in which the share of food consumption in
total consumption is the largest are the countries with lower disposable income, located in the
Central-Eastern part of the continent. These are also countries where alcohol consumption is
higher than in other European countries. Throughout the studied period, they belonged to the
same focus, characterized by the largest share of consumption of goods satisfying basic life
needs. The second cluster was dominated by countries that are a destination for many tourists
- this is why this concentration was characterized by the largest share of goods consumption
from the restaurants and hotels category. The richest countries (with the highest level of
disposable income), located in the Western and Northern parts of Europe belonged to a group
with a relatively high level of consumption of luxury goods (voluntary, which are not
necessary to meet basic life needs). Nevertheless, the European countries are striving to unify
the structure of consumption in the direction of its modernization. The consumption of luxury
goods is increasingly contributing to the total consumption of poorer countries. A certain
spatial tendency has emerged in the consumption structure of European countries, the
identification of which will be the subject for further research. The study should also be
enriched with a more in-depth analysis of the convergence of the expenditure structure - using
the conditional convergence approach or panel data models. The model should be extended
with influence of additional determinants of consumption such as consumer expectations and
credits. Both of them have a significant impact on volume and structure of households
expenditures. Moreover in further investigation some of the non-hierarchical clustering

methods can be used.
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Comparison of parameter estimators for the Dagum distribution
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Abstract

The Dagum model is frequently applied to the analysis of income and wage distributions all over the world. It
has many desirable statistical properties and turned out to be well fitted to empirical distributions in different
divisions. The estimates of its parameters can be applied to the evaluation of numerous income distribution
characteristics, including inequality, poverty and wealth indices, dispersion measures based on quantiles and
concentration curves. They can also be used to compare income distributions in space and over time. The
estimation of these characteristics needs reliable Dagum distribution estimates. The paper is devoted to the

analysis of statistical properties of various estimators of the Dagum distribution parameters.
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1 Introduction

The Dagum distribution was originally derived by Camilo Dagum (1977), when he
investigated the income elasticity of the cumulative distribution function (CDF) in several
developed and developing countries. The elasticity turned out to be a monotonic decreasing
and bounded function of CDF. The resulting distribution turned out to present many
advantages over its competitors and thus was frequently applied to the analyses of income
distributions in many countries and by different divisions (Jedrzejczak, 2014, 2015a, 2015b).
Its CDF depends on three parameters: the scale parameter and the two shape parameters, and
it can be considered as a special case of the generalized beta distribution of the second kind
(GB2) and of the Burr type 11l (inverse Burr XII) distribution (see: Kleiber and Kotz, 2003).
Unlike the gamma or the lognormal distribution the Dagum distribution has an explicit
mathematical formula for its CDF and its p™ quantile. It generally presents very good
consistency with empirical income and wage distributions (that are known to be unimodal and

positively skewed) as well as with the non-modal wealth distributions, depending on the
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product of its shape parameters. For some values of shape parameters the distribution is
unimodal, otherwise it is non-modal. Also, the number of finite moments of the distribution
(in practice 2 or 3) depends on the value of the shape parameter. Moreover, the model
possesses the important property of weak Pareto law as its cumulative distribution function
converges to the Pareto model, which is considered ideal for high income groups. Recently,
the Dagum distribution has been studied from a reliability point of view and used to analyse
survival data (e.g.. Domma, et al.,, 2011) due to its hazard function which can be
monotonically decreasing, an upside-down bathtub, or bathtub and then upside-down bathtub
shaped. Several estimation methods for the Dagum model parameters have been discussed in
the literature. Amongst them, the maximum likelihood, pseudo maximum likelihood, the
method of percentiles, the method of moments and a nonlinear least squares on the quantile
function proposed by Dagum himself (Dagum, 1977) are the most frequently applied. The
review of these methods can be found in: Dey et al. (2017), Kleiber and Kotz (2003). The
method of maximum likelihood, the most popular one, presents many desirable properties
including consistency, invariance, asymptotic efficiency and normality. A simulation study
performed by Domanski and Jedrzejczak (1998) revealed that the ML estimates of the
Dagum model parameters are normally distributed and efficient for very large samples
(greater than 7000). One needs also remember that the ML estimators from parametric
distributions have robustness problems and are sensitive to extremes (see e.g. Victoria-Feser
and Ronchetti, 1994; Victoria-Feser, 2000). Moreover, as it has been emphasized in Kleiber
and Kotz (2003), there is a path in the Dagum distribution parameter space along which the
likelihood becomes unbounded. A simulation study concerned with other estimation methods
(except for the maximum likelihood) was reported in Dey et al. (2017), but it did not lead to
practical conclusions due the choice of the parameters and sample sizes, unrealistic from the
point of view of income distribution analyses. In the light of these finding it becomes
desirable to examine the estimation methods for the Dagum model in order to assess their
estimation errors for sample sizes used in practical applications.

The main objective of this paper was to recognise the methods that can be applied for
moderate sample sizes which are often considered in practice (socio-economic groups, family
types or NUTS2 regions in Poland). In the second section we briefly present the
characteristics of the Dagum distribution. The next section comprises the review of selected
estimation methods that can be applied to the case of three-parameter Dagum model. In
section 4 we present the results of Monte Carlo experiments designed to assess the accuracy

of estimators.
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2 Dagum distribution
The probability density function of the Dagum distribution D(a,v, A1) is given by:

av-1 v -a-1
av( x X
f X)=—| — 1+ = forx>0 1
=53] ( @] @
and the cumulative distribution function takes on the form:
YY)
Fou.(X)= [1+ (Zj J for x>0, (2)

where A >0 is scale parameter, v>0 and a>0 are shape parameters determining the
Lorenz curve and inequality measures.

The quantile function of the Dagum distribution is the following:

1

Q... (@) =z(qa —1} " for 0<g<1, (3)

while the moments about the origin of the random variable X are:

F(l— m)r(a + mj
E XM= " Y 4

a\v,A r(a)

where ' is the gamma function.

for m<v, (4)

From (4) it is seen that the number of finite moments of the distribution (1) does not exceed
the value of the parameter v. Thus this parameter determines the tail of the Dagum
distribution.

As the Dagum distribution is dedicated to the analysis of income and wages, it is
convenient to have the explicit formulas for Gini and Zenga inequality measures based on the
distribution parameters. The popular Gini index for the distribution (1) takes on the form

F(a)F(Za + lj
V) _1 forv>1, (5)

G= 1
F(Za)l“(a + )
Vv

while the Zenga (1984) index, defined on the basis of distribution and income quantiles,

Z=1- exp[%{‘l’(a) + \P[l— %) - ‘P(a + %j - ‘P(l)ﬂ , (6)

where ¥ is the digamma function.

becomes:
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It is worth noting that both formulae (5) and (6) depend only on the shape parameters of
the Dagum distribution: a and v, which can be considered as the distribution “inequality” and

“equality” parameters, respectively.

3 Estimation methods

The section is devoted to the brief description of the estimation methods which can be
especially useful in the case of the three-parameter Dagum distribution applied to income
data. The comprehensive review of this methods can be found in Dey et al. (2017). After the
theoretical consideration of their properties, we choose the following methods of parameter
estimation: Method Maximum Likelihood Method (ML), Methods of L-Moments (LM),
Method of Ordinary Least-Squares (OLS) and Method of Weighted Least-Squares (WLS)

Let X be a random variable, X, X,,.., X, be a sample and X, <X, <..<X = be

order statistics.
One of the estimation methods frequently applied for the Dagum model parameters is the

maximum likelihood. The likelihood function of the Dagum distribution (1) takes the form:

L@@V, 2: X1 X,.) =[%)H(X7) [1{%” . @)

To find maximum likelihood estimators we have to solve (numerically) the following system

of equations: %=0, %=0, %=0.
oa ov oA

Another estimation method that can be applied in case of the three-parameter Dagum

model, is the method of L-moments (LM). The L- moments are defined as (Hosking, 1990):

r-1 _1
v, = 1 (-1)k(r ]EX o Torr>1. (8)
r s k '
For the Dagum distribution the first three L-moments take the following forms:
F(a + 1) 1
14
v, =A—F—~+2T1-=|, 9
A ) ©)

F(Za + 1) F(a + 1}
_i v v r(l_ 1} , (10)

Ve = r2a)  r(a)
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Unbiased estimators of those moments are equal to (Dey et al., 2017):

Il = lzn: Xi:n’ (12)
)
23 (i-1)
l,=— X.. =1, 13
2 n — n—l in 1 ( )
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Estimators obtained by the method of L-moments are the solution of the following system of
equations: |, =v,, form=1,2,3.
The ordinary least square estimators (OLS) and weighted least square estimators (WLS)
were proposed by Swain et al. (1988). It is well known that
i

E[Fa,v,/i(xi:n )]:— DZ[Fa’M(Xi:n )]:( i(n_i +1)

n+1’ n+1’(n+2) (15)

The ordinary least square estimators are obtained by minimizing with respect to a, v, 4

the function:
n | 2
min F ), QY p— ) 16
av.i (.Z—lll: a,v,i( in ) n +1:| J ( )

The weighted least square estimators are obtained by minimizing with respect to a, v, 4
the function:

. 2 .2
Tvi‘g(;%[am(xﬂ—ﬁ} ] (1)
4 Simulation study
Several Monte Carlo experiments have been carried out to examine basic statistical properties
of the estimators 4,V and & of the Dagum model parameters A, v and a. The experiments
involved four estimation methods described in section 3, namely: ML, LM, OLS and WLS.
For each estimation method and each sample size (n=1000, 2000) the following steps were
performed:

- drawing N=1000 independent random samples from the Dagum distribution,
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- estimation of the Dagum model parameters for each sample,

- the estimators 4,9, & and their empirical relative bias and empirical relative root

means squared error were calculated:

36.-0) 3'(6, -0

1
B(0)- N 100w, RMSE(4)= 1" 100,

Throughout the experiments we assumed a constant value of the scale parameter (4 =1),
while the values of the inequality parameter v, responsible for the right tail of the Dagum
distribution, changed from 2 to 4 in order to comprise the wide variety of distributions,
presenting light as well as heavy tails. The light-tailed distributions (v=3.5 and v=4.0) had
three finite moments; among the heavy-tailed ones we considered the distributions with two
moments (v=2.5 and v=3.0) or with only first moment (v=2). The parameter a fluctuated
between 0.2 and 1.2 what made it possible to control the distribution inequality. Selected this
way the sets of the Dagum model parameters embraced the distributions with different levels
of the Gini ratio including the values typical for income analyses (Table 1).

Table 1. Gini index.

a
' 0.2 0.4 0.6 0.8 1.0 1.2
2.0 0.704 0.600 0.549 0.519 0.500 0.487
2.5 0.618 0.503 0.449 0.419 0.400 0.387
3.0 0.552 0.433 0.380 0.351 0.333 0.321
3.5 0.499 0.380 0.330 0.303 0.286 0.274
4.0 0.456 0.339 0.291 0.266 0.250 0.240

Fig. 1 shows the examples of Dagum densities for different sets of parameters. They
confirm outstanding flexibility of this distribution discussed in section 1. Fig. 2-3 depict the
values of the empirical bias and RMSE of 4 obtained by the above-mentioned estimation
methods, while the corresponding characteristics obtained for v are presented in Fig. 4-5.

In Table 2 we present the relative root means squared errors (RMSES) for the estimators of
the Dagum model parameters obtained by four estimation methods : ML, LM, OLS and WLS

and for sample sizes n=1000 and n=2000.
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Fig. 1. Density functions of Dagum distribution: D(0.2;2,1)-left; D(1.2;2,1)-right.
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Fig. 5.. Empirical relative RMSE of various estimators of v.

Table 2. Characteristics of estimators of the Dagum model parameters.

Distribution Estimation RMSE(4) RMSE (V) RMSE(ﬁ)
method  n=1000 n=2000 n=1000 n=2000 n=1000 n=2000
D(0.2,2,1) LM 16510 12574 10.944 8.097 11971  9.037

OLS 14054 10.022 11.210 7.860 9.959 7.390
WLS 11.088 7.883 8.522 5.976 8.848 6.544
ML 9.993 6.982 7.703 5.240 8.354 6.065
D(0.6,2.5,1) LM 17572  12.359 7.659 5.572 9.727 7.204
OLS 14.306 9.892 7.110 4.920 8.314 5.990
WLS 10.684  7.279 5.312 3.804 6.462 4.541
ML 10.438 7.243 5.412 3.743 6.403 4.590
D(0.8,3,1) LM 17.261  11.820 6.742 4.825 8.053 5.840
OLS 16.328  11.120 6.689 4.623 7.717 5.487
WLS 9.601 6.400 3.942 2.800 4.635 3.239
ML 11.288 7.800 5.066 3.517 5.643 4.013
D(1.2,4,1) LM 19513 12.884 5.195 4.180 6.552 4.659
OLS 21.702  14.244 6.302 4.356 7.109 4.966
WLS 11.131 7.433 3.475 2.497 3.797 2.680
ML 13.313 9.119 4.691 3.277 4.786 3.373

The estimators of the parameter a obtained by the WLS or ML method are characterized
by the smallest RMSE. Among considered estimators of v the smallest biases are observed for

the WLS method. The smallest root mean squared errors of the estimator of v have been
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noticed for the estimators obtained by ML or WLS method. LM estimators were found to
present the smallest precision (highest RMSE of a and highest RMSE of v<2.5) amongst all
the statistics considered in the study.

It is worth noting that the ML method tends to overwhelm the remaining ones when the
sample size is increasing and when the inequality level is high what can be observed for the
first distribution D(0.2,2,1), corresponding to G=0.704, shown in the Table 2. For the
distributions presenting smaller inequality (e.g. D(0.8,3,1) with G=0.351) the WLS method
seems more appropriate. It can also be noticed (Fig. 2-5) that the precision of the estimators of
the Dagum model parameters v and a is getting better (smaller RMSE) together with the
increasing values of v and decreasing values of a. It is what could have been expected as the v
parameter is responsible for the right tail of the Dagum density, determining the number of
finite moments of the distribution (see: eq. 4). Contrary to this, the a parameter is positively
correlated with the distribution inequality (see: eg. 5 and 6) so its high values denote highly
dispersed distributions. In general, the sample sizes n=1000 are still too small to confirm
satisfactory level of RMSE, what is especially evident for a (Fig. 3). Just for n=2000 and for

moderate inequality the RMSE values do not exceed 5% of the estimated parameters values.

5 Conclusions

The Dagum distribution is widely assumed as a theoretical model for income distributions in
empirical analyses. Its parameters are to be estimated from sample data for whole countries
and for different subpopulations. The main objective of this study was to recognise the
estimation methods that can be applied for moderate sample sizes which are often considered
in practice (socio-economic groups, family types or NUTS2 regions), The Monte Carlo
experiments revealed that the smallest root mean squared errors of the estimators have been
obtained when the ML or WLS method were applied. LM estimators were found to present
the smallest precision (highest RMSE of a and highest RMSE of v<2.5) amongst all the
statistics considered in the study. The ML method tends to overwhelm the remaining ones
when the sample size is increasing and when the inequality level is higher. The precision of
the estimators of the Dagum model shape parameters v and a is getting better (smaller RMSE)
together with the increasing values of v and decreasing values of a. To obtain satisfactory
results the sample size must be at least n=2000.
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Abstract

The aim of the article is to implement a new approach to assess the effectiveness of selected social services on
the example of statistical data from the Social Welfare Centre in the city of Zgierz (Poland). The analysis was
conducted in two ways — it concerned: 1) spatial differentiation analysis and 2) the assessment of the
effectiveness of granting social services. In most analyses of spatial distribution for the assessment of the
intensity of the social assistance, the indicators compare the structure of people receiving benefits in relation to
the total population. The Authors propose the use of the Multiplicative Indicator of Poverty Intensity (MIPI),
which consists of 4 components: the number of people living on a given street, the number of beneficiaries of
social assistance and the number and the amount of social services granted. Assessment of the effectiveness of
social assistance is treated in an extended way than the commonly-used approach expressing the ratio of the
number of beneficiaries in relation to the actual number of people in need. The dynamic approach was also taken
into account, which allowed determining changes in the effectiveness of social assistance and residence
allowances. In the conclusions we have indicated the directions for further research that may be the basis for

creating a more effective social policy.
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1 Introduction

The period of transformation of Polish economy after 1989 caused a rapid pauperization of
a part of society. This was related to the failure in adaptation to changes in both economy and
social reality (Warzywoda-Kruszynska and Grotowska-Leder, 1996; Cyrek, 2017;
Krzysztofik et al., 2017; Rapeli et al., 2018). The phenomena of poverty, social exclusion and

social support have become a significant problem within the framework of social policy
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(Grotowska-Leder, 2010). In Poland, the poverty can be classified according to its three
categories:

- relative poverty — total household expenditure less than half of average households’
expenditure (in 2016, it covered 13.9% of population),

- statutory poverty — covers expenditures lower than the amount entitling to apply for
social assistance benefits, resulting from the Act on Social Assistance (in 2016,
it covered 12.7% of population),

- extreme poverty — lack of satisfaction of the needs resulting from the existence
minimum (in 2016, it covered 4.9% of population).

An important area of research on poverty is the spatial analysis of this phenomenon. This
direction of research allows identifying the poverty enclaves (Sapiro, 2016). Moreover, from
a practical point of view, a simultaneous and significant problem is the effectiveness of social
policy. Analysis and evaluation of the performance of social policy could support decision
making to counteract more efficient the poverty.

The purpose of this paper is to apply the Multiplicative Indicator of Poverty Intensity
(MIPI). The proposed indicator includes: a) the number of people living on a given street,
b) the number of beneficiaries and c) the value of the aid granted. The second aim of the
research was the assessment of the effectiveness of granting social assistance and housing
allowances. The analyses were mostly made on the example of the beneficiaries of the city of
Zgierz (Lodz province) in years 2010-2016, however the estimates of MIPI concerned the
final period of analyses.

The paper consists of two sections. First section contains the analysis of poverty intensity.
In this section we present our own MIPI indicator. The assessment of the effectiveness of

granted social assistance and housing allowances is presented in following section.

2 Analysis of poverty intensity
The analysis of the intensity of poverty was made on the basis of databases provided by the
Social Welfare Center in the city of Zgierz (Poland). The released data is from 2016. Only the
non-permanent benefits were considered for analysis: designated benefits, periodical benefits
(usually granted for 3 months) and meals benefits. However, the benefits granted for a longer
period of time, i.e. permanent benefits, care services and placement in social assistance homes
have been omitted.

For defining the poverty enclaves, most commonly the relation of beneficiaries (B)

benefiting from social assistance to the total number of citizens (C) — (B/C) indicator is used
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(Warzywoda-Kruszynska and Grotowska-Leder, 1996). However, this approach reveals its
biggest drawback. Several associated with and at the same time important factors, such as:
number of social services granted and the monetary value of services are excluded from the
analysis. The issue mentioned emphasis the necessity for more complexed approach, which at
the same time could give possibilities for adjustments.
In order to analyze the poverty intensity the Multiplicative Indicator of Poverty Intensity
was constructed. There were 4 input data to calculate MIPI estimates:
- number of citizens (C) living in a certain location,
- number of beneficiaries receiving the benefits living in a certain location (B),
- number of social services for the beneficiaries living in a certain location (S),
- amount of money spent on social service for beneficiaries living in a certain
location (A).
Then the following 3 indicators were calculated, as follows:
- BIC — percentage of beneficiaries (B) benefiting from social assistance in relation to
the total number of citizens (C),
- S/C — number of benefits (S) admitted per citizen,
- A/IC —amount (A) of the benefits provided per citizen.
The Multiplicative Indicator of Poverty Intensity (MIPI) is the expression of 3 indicators:

MIPI = E * E * é
C

Let us consider the case of Szeroka Street, with C = 62 citizens, B = 34 beneficiaries,
S = 498 social services and A = 55123 PLN, the three components amounted to:
B/C =54.8%, S/C =8, A/C = 889.1 and Multiplicative Indicator of Poverty Intensity reached:
MIPI =3 916.2.

Table 1 contains information on calculated indicators for selected 25 streets of Zgierz,
which number of beneficiaries per citizen (B/C) exceeded in 2016 the ratio of 6%. All the
streets were classified according to the decreasing value of the MIPI indicators which differs
from the B/C order. If the intensity of poverty is higher (column with MIPI values), the lower
street number was issued (MIPI order column). Only for 11 out of 25 streets, B/C order
equaled the order of the MIPI indicator.

The MIPI values were further plotted on the map of Zgierz (Fig. 1). This allowed for
analyzing the concentration of the spatial distribution of locations for the street layout.
As a consequence, simultaneously it was possible to determine the poverty intensity map with

the assessment of phenomenon’s intensity.

192



The 12th Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

Table 1. The Multiplicative Indicators of Poverty Intensity (MIP1) for the streets of Zgierz.

B/C MIPI
Streets B/C SIC AIC MIPI
order order
Szeroka 54.8% 1 8.0 889.1 3916.2 1
Wspdlna 32.3% 2 4.4 561.5 800.4 2
Stowackiego 24.9% 3 3.7 498.7 457.7 3
Narutowicza 22.1% 4 24 287.4 153.0 4
Plac Jana Pawla I  16.9% 8 24 290.5 117.4 5
Dabrowskiego 18.8% 6 2.3 268.7 117.3 6
Plac Kilinskiego ~ 19.9% 5 2.0 268.5 105.8 7
Popietuszki 17.3% 7 2.0 230.9 79.8 8
Leczycka 12.4% 11 1.7 203.2 41.5 9
Koszarowa 15.6% 10 1.6 156.2 38.2 10
Sieradzka 8.0% 22 1.9 231.8 34.9 11
Skargi 16.5% 9 1.8 106.4 31.2 12
Mielczarskiego 11.7% 12 1.3 161.1 25.0 13
Cezaka 11.4% 13 1.3 150.9 22.6 14
Putaskiego 9.8% 15 1.3 149.6 19.5 15
Pitsudskiego 8.8% 18 1.3 170.3 18.9 16
Klonowa 9.3% 16 1.1 136.5 13.9 17
Pigtkowska 8.8% 19 1.0 142.7 12.0 18
Sniechowskiego ~ 8.0% 23 1.1 130.9 11.8 19
3 Maja 8.4% 20 1.0 130.8 11.4 20
Pawinskiego 8.4% 21 0.9 153.4 11.4 21
Aleksandrowska 9.8% 14 1.0 114.1 11.0 22
Konstantynowska  9.2% 17 0.9 105.1 8.9 23
Dtuga 7.8% 24 0.9 112.5 7.9 24
Rembowskiego 6.8% 25 0.7 94.8 4.8 25

The obtained higher poverty levels (exceeded values of MIPI) were located in the city
center (the Old Town — with MIPI streets no: 1, 2, 5, 7, 11, 12). It should be also noted that

the lower street number indicated higher intensity of poverty.
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The poverty intensity should be of particular interest to social workers dealing with social

assistance for beneficiaries or families that require such assistance (financial and non-

financial support).
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Fig. 1. Spatial distribution of MIPI. Size of symbol indicate the level of MIPI.

The major advantage of using the complexed MIPI indicator to analyze the intensity of
poverty in a given city is a fact that it includes not only the number of beneficiaries (B), but
also the number of received benefits (S) and the financial value of total assistance (A). The
number of benefits is the main factor determining the frequency of granted assistance, while
the value of material support can inform (at least partially) about the degree of satisfying the
social needs. The combination of these three factors in one indicator (MIPI) showed adjusted

(while compared with typical (B/C) analysis) intensity of the poverty phenomenon in selected

location.

3 Assessment of the effectiveness of social services

In addition to spatial distribution analysis indicating poverty enclaves, one of the most
important principles for the social benefits system functioning and its quality is the
effectiveness issue (Suchecka and Jewczak, 2014). Many indicators can be proposed to assess
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effectiveness, while the concept itself needs to be clarified (Golinowska, 2012; Golinowska
and Topinska, 2002; Hryniewicka, 2011).

Effectiveness analysis is used not only for beneficiaries, but also for the units providing
social services such as: socials welfare centers (Szatur-Jaworska, 2010). The term
effectiveness should be understood as the degree to which the activities carried out contribute
to the objectives’ achievement. However, this definition might be perceived as too general
statement. In practice of social welfare, this concept can be interpreted two ways:

1. either as the number or share of people covered by assistance in relation to the actual
number of people in need for the assistance — this recognition of effectiveness is
commonly adopted into practice;

2. or, it relates to people (or households) who have already received the aid
(e.g.: ina certain year) and the share of those who receive aid in subsequent periods
(years). The effectiveness defined within this framework was analyzed in the paper
basing on the example of provided social assistance (in years 2012-2016) and granted

housing allowances (for 2010-2013 period) by the Social Welfare Centre in Zgierz.

3.1 Assessment of the effectiveness of social assistance

Three types of social assistance allowances were taken into consideration: permanent,
temporary and designated. The analyzed data related to the period from 2012 to 2016.
Permanent benefits, placement in nursing houses and care services were omitted, while they
represent assistance provided most often in long-term periods, and at the same time it was not
possible to investigate their effectiveness in case considered. It was assumed that if the
effectiveness of social benefits is to be high, beneficiaries using social assistance do not
continued applying for the benefits in the next times period. The assumption allowed for

constructing the temporary condition of effectiveness for social benefits, as follows:

. . B s
Effectiveness Indicator = ;—*,

t

where: B; — beneficiaries in base period (total number of people with granted social
allowance), Bws — beneficiaries in comparable period (s — indicates the duration of service
given, i.e.: for 1 year). The social benefit should be classified as effective when none of the
beneficiaries from period t applied for the same services in period t+s, in this case the
Effectiveness Indicator should equal zero (Eff.Ind > 0 indicates the ineffectiveness of

social aid).
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Table 2 contains numbers of people and the effectiveness indicators for individuals, who
benefit from social assistance in 2012 and continued to receive assistance benefits
in following years. In order to calculate the effectiveness ratios, complete data for the city of

Zgierz was used.

Table 2. Numbers of beneficiaries and effectiveness indicators for social assistance in 2012
and following years.
Specification 2012 2013 2014 2015 2016
No. of beneficiaries 3099 2 345 1828 1594 1307
Effectiveness indicator
(base period: 2012)

0.76 0.59 0.51 0.42

Fig. 2 indicates that the percentage of people who have benefited from social assistance since
2012 and shows a declining trend with significant time coefficient parameter
(p-value<0.0000).
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Fig. 2. The effectiveness indicator for social assistance between 2012 and 2016.

As it was already mentioned, the effectiveness level of social assistance was gradually
decreasing, however the highest reduction took place in 2013 when compared with 2012
(the number of people dropped by 24%), while in the following years the rate of decrease was
clearly slowing down and amounted to: 22% in 2014 compared to 2013; 13% in 2015
compared to 2014; 18% in 2016 compared to 2015.

Faster reduction in the number of beneficiaries between the first and the second period
resulted from the fact that for approx. 10% of beneficiaries the assistance was successful and

further support no longer required — the changes should be there conclued as positive. Similar
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relationships were clearly visible when comparing the following periods (subsequent columns
in Table 2). In order to verify the observed trends in the frequency use of social assistance in
the current period (2012-2016), estimates were made for the control period, years 2002-2006
(considering only targeted benefits and for 2002). The obtained results were convergent for

both periods and detailed estimates for 2002-2006 were presented in Table 3.

Table 3. The effectiveness indicator for designated benefits of social assistance between
2002 and 2006.
Specification 2002 2003 2004 2005 2006
No. of beneficiaries 1865 1315 1068 953 845
Effectiveness indicator
(base period: 2002 )

1 0.71 0.57 0.51 0.45

A rapid decrease of 29% in the number of people benefiting from designated benefits
occurred in 2003 (compared to 2002) and in subsequent years the rate of decline decreased
significantly, which indicated that a significant number of people still needed assistance

(the rates of decline amounted for: doa/03=-18%, dos/04=-11% and doe/05=-11%).

3.2 Assessment of the effectiveness of housing allowances

In the paper, we analyzed the effectiveness of assistance provided in the area of housing
allowances in Zgierz for the period 2010-2013 (Melaniuk, 2014). The calculation principles
were identical to those in the case of social assistance. The calculated effectiveness indicators

were presented in Table 4.

Table 4. The effectiveness indicator for beneficiaries receiving housing allowances in Zgierz
in the years 2010-2013.
Specification 2010 2011 2012 2013
No. of beneficiaries 2076 852 604 428
Effectiveness indicator
(base period: 2010)

1 0.31 0.29 0.21

In the first column, we assumed the number of citizens receiving housing allowances in

2010 as base period. Of this number, in 2011 31.4% of families benefited from the allowances
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and in the following two years — 29.1% and 20.6%, respectively. Naturally, in the following
years, the housing allowances of these families, which go on to the next year have been
omitted and only the newly started additions were taken into account. The indicators in the
second and third columns are calculated analogically. For the interpretation purposes: if the
housing allowance would be fully effective in the following years, the individuals would not
have to re-apply for the allowance. The number of 21% in 2013 should be considered
satisfactory in generally, since almost 80% of families after three year period, no longer
required continuing applying for housing allowances. However, it should be also noted and
highlighted that in our analysis there were cases that some individuals received a housing
allowance for over a decade, without any interruption, which could indicate for

ineffectiveness of social allowance policy.

Conclusions

The article presented new, advanced and more complexed approach towards assessing the
effectiveness of social services and social policy as well. An important part of analyses was
dedicated to identifying the enclaves of poverty in the city Zgierz, where we proposed the
Multiplicative Indicator of Poverty Intensity. MIPI allowed for integrating not only
the percentage of people benefiting from social services, but also the value of the aid received
and the number of benefits granted directly to people living in certain locations (city streets).
We treated the effectiveness of the social services as a dynamic phenomenon, taking into
account the percentage of people profit from social assistance benefits and housing
allowances in subsequent years in relation to the base year. The results of the research
indicated that the effectiveness of social services is not satisfactory, while in five year period
after being granted with the assistance, half of the individuals still received benefits (which by
definition should be of permanent state). More positively one should consider the
effectiveness of social services in form of housing allowances — in this very case for city of
Zgierz, after 4 year period the number of people still receiving the allowance amounted to one
fifth (20%) only.

In the paper, Multiplicative Indicators of Poverty Intensity were estimated for individual
streets in one period. On the other hand, effectiveness indicators concerned the city area and
were presented in dynamic approach. Further research should concentrate on establishing
a comprehensive approach to the problem of poverty combining a dynamic analysis of social

services effectiveness with a multi-criteria MIPI indicator.
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New proposal of robust classifier for functional data

Daniel Kosiorowski*, Dominik Mielczarek?, Jerzy P. Rydlewski®

Abstract

A variety of economic research hypotheses may be translated into language of statistical discrimination analysis.
The company's ability to adapt to changing environmental circumstances may be expressed in terms of a quality
of a classifier used in a decision process by the company’s management. The specific classifier is developed
basing on company’s experience expressed in the, so called, training sample. In practice, however, training
samples contain outliers of various kinds, which influence the classifier quality. For this reason, robust
classifiers, which are able to cope with various data imperfections, are especially desired. This paper focuses on
robust classification issues for functional data. We present the state of art and indicate its consequences for the
robust economic analysis. We propose an original classification rule appealing to the support vector machines
methodology. We show its selected properties and apply it to an empirical issue related to monitoring of
electricity market in Denmark.

Keywords: classifier for functional objects, electricity market, robustness, support vector machines classifier
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1 Introduction

A variety of economic research hypotheses may be translated into a language of statistical
discrimination analysis. Consider, for example, the company's ability to adapt to changing
environmental circumstances, which may be expressed in terms of a quality of a classifier
used in a decision process by the company’s management. The specific classifier is developed
basing on company’s experience expressed in the, so called, training sample. In practice,
however, training samples contain outliers of various kinds, which may adverse influence on
the classifier quality. This fact motivates our studies. The paper focuses on robust
classification issues for functional data related to the robust economic analysis of electricity
market in Denmark in 2016. The recently developed statistical methodology named functional
data analysis (FDA) enables for functional generalizations of well-known one and

multivariate statistical techniques like analysis of variance, kernel regression or classification
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techniques (see Horvath and Kokoszka, 2012; Goérecki et al., 2014). The FDA enables us for
effective analysis of economic data streams i.e., e.g., analysis of non-equally spaced observed
time series, prediction of a whole future trajectory rather than single observations (see
Kosiorowski, 2016). In the recent years several interesting for economic application
procedures for functional data have been proposed (see Horvath and Kokoszka, 2012). The
proposed techniques are not robust however.

In a context of functional data classification analysis, several issues are still unsolved. It
should be stressed that a commonly acceptable definition of robustness for a classification
procedure even in a multivariate case does not exist up to now (see Hubert et al., 2016). The
robustness concept in this case should take into account a local nature of classification
procedure (maybe robustness should be defined with respect to specified class rather than
regarding the whole data set). One can propose a useful variant of qualitative robustness
however: small changes of input should lead to small changes of output or a measure of
quality of output. Therefore, we can adapt qualitative definition of robustness. It is possible to
adapt Hampel's influence function as well. More recent and formal approaches may be found
in Christmann et al. (2013). The main aim of the paper is to propose a new nonparametric
statistical methodology, appealing to the Support Vector Machines method (SVM)
(Schoelkopf and Smola, 2002), for classifying functional objects. We show its selected
properties and apply our classifier to an empirical issue related to monitoring of electricity
market in Denmark. Certain aspects of electricity prices modeling and forecasting have been
described by Weron in his review paper (2014).

The rest of the paper is organized as follows. Section 2 sketches the basic concepts of
classification in a functional setup. Section 3 introduces our procedure for classifying a
functional data, and discusses the properties of the procedure through numerical simulations
and tests the applicability of the proposed methodology on empirical examples. Section 4
describes the analysed electricity dataset. Section 5 conducts a short robustness analysis and a

conclusion is provided.

2  Aclassifier for functional data

We are given a training sample, that is, n observations: U;, U,,...U, and each observation can
be described as Ui=(Xj, Y;), where Y;=-1 or Y;=1. The X; are called patterns, cases, inputs or
instances, and Y; are called labels, outputs or targets. We would like to classify a new object X

into one of the two labelled groups, basing on knowledge included in the training sample. A
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classification rule defines a certain partition of the feature space into nonempty disjoint
subsets, which are summed up to a whole feature space.

Classification methods for functional data include k-nearest neighbors (kNN) methods,
reproducing kernel of a Hilbert space (RKHS) methods (see Schoelkopf and Smola, 2002),
methods based on depth measures (see Cuevas and Fraiman, 2009; Kosiorowski et al., 2018),
and neural networks methods. Functional outliers detection on the example of air quality

monitoring has been recently described by Kosiorowski et al. (2018).

3 Our proposals
Let X1,X,....,Xm be any functional data from Hilbert space L?(Q2) with the usual inner product

defined by < f,g >= jQ f (w)g(w)dw, where Q is a bounded subset of Euclidean space, and

let numbers Y1,Y,. ., Ym be labels, i.e., Yi=1 or Y;=-1 for i=1,2,...,m. Patterns X; are functions
mapping set Q into real numbers. We assume in the whole paper, that the set Q is bounded,
and then the space L?(Q) is separable, what is important in our considerations. Hence, there
exists an orthonormal basis {Z1,Z,,...}and every function X from the space L%(Q) can be

described as the following series X :Z(x,zn>-z

n=1

where the series convergence is a

n'!

convergence in the sense of norm of the space L?(<).

In our further considerations we set Q=[0,T]. Patterns X; belong to L*([0,T]) space with

the usual inner product defined by < f,g>= LT f(t)g(t)dt, and the orthonormal basis is

either a standard Fourier basis or a spline basis.

In practice, we fix a natural number K and we determine a vector c=(c,,C,,...,C,) such
n K

that X =ch -Z,, so that they minimize a real function ¢ given by the following formula
=1

$(c)=(X - Zc)T -(X —Zc), where X" = (X(ty)....,X(tm)) and Z is a matrix of the form

[Zj (ti)]ij:ll"":ﬂ< and t, €[0,T] are knots. We propose a classifier for functional data of the form

f(X)sz(m)W(a;)dmb

where b is any real number and weight function W is essentially bounded, i.e. W € L*(Q2) and

chosen so that affine functional f be data-consistent i.e. Y; f (X,) =1, for any i=1,2,...,m.
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In other words, we are given empirical data (X1, Y1), (X2, Y2),...,(Xm, Ym). Basing on the
data, we classify a new functional observation X into one of the groups looking only on
sgn (f(X)). The classifier doesn't work, if f(X) = 0 (for practical purposes one may assume
zero probability for such an event). Existence of the weight function W, as can be shown, is
guaranteed with linear independence of the random functions X3,X,, ., Xn. Using functional
analysis apparatus, i.a. Hahn-Banach Theorem, we have proved the following theorem.

Theorem. For any real number b there exists a function W e L (€2) such that

Y, Uxi(a))W(a))daHbJ:l, for i=12,...,m

has a solution.

Note that, the weight function W satisfies
[ X (@W (@)do+b =Y, for i=12,.,m
Q

It is now obvious, that in order to solve the classification problem it suffices to determine a

weight function W, or equivalently to find a functional g such, that

(X)) = [ X (@W (@)dow=Y,1-Yb) for i=12,...,m.

We show now, how to determine the hyperplane separating for functional data. Let fix an

index i=1,2,...,m. We construct a bounded linear functional g;:L*(Q)—>R such that

g;(X;)=0;, where g, is a Kronecker delta. Then, a functional g given by the formula
g= ZYJ. (1-Y,b)g; satisfies the equations (1).
j=1
In order to solve the set of equations (1) it suffices to indicate functionals g;. Let us denote

for any set of vectors W1, W,,...,W, from Hilbert space with inner product <-,- >

1,....m

MW,,...W, )= det[<V\4 Wi >:|ij::l

The number M(W4, ...,Wp,) is a Gram matrix determinant for a set of vectors Wy, W, ..., W,

Recall, that a set of vectors is linearly independent if and only if M(W,,...,.W_)>0. The

functionals g; we are looking, for any Y e L*(Q) are given by the formula:

(Kpreon X )Y, X X))

i+11""

M
6 ()= M (X, X, )

We now give a formula for a separating hyperplane. After conducting some simple

computations, the weight function for the functional g is given by the following formula:
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o, X, —P(X))
W — 1 1 1 5
iz—llnxi - P.(X.)”

where P :L*(©2) —V is an orthogonal projection on V = span{X,,..., X,_;, Xy, X, }-

It is the most right place here to remark, that as L?(QQ) space is not a RKHS (Reproducing

Kernel Hilbert Space), then the proposed classifier is not of that kind as well. Moreover, it can
be easily seen that the classifier is affine invariant, i.e. invariant with respect to the

mapping A: X — L(X)+s, where L is a linear mapping and s is a translation.

4 Robustness of a classification rule for functional data

The robustness of the classifying rule toward outliers depends on the functional outliers type.
It should be different for the functional shape outliers, functional amplitude outliers and for
functional outliers with respect to (w.r.t.) the covariance structure. That's why it is not easy to
approximate breakdown point or influence function. It should be stressed, that there is no
agreement as to the breakdown point or influence function concepts in the functional
classification case (see Hubert et al., 2015 and 2016, and references therein). Many of the
classical robust classification methods assumes multivariate normality or elliptical symmetry,
which is a simplification of the more complex problem. Hubert et al. (2016) discusses some
robust approaches that can deal with functional data. They make use of the concept of depth
and present in the article a new technique - classification in distance space. They carry out a
distance transformation and use a bagdistance to obtain a robust classification rule.

Cuevas and Romo (1993) studied qualitative robustness of bootstrap approximations when
the estimators are generated by a statistical functional T. They showed that the uniform
continuity of statistical functional T is a sufficient condition for a qualitative robustness of the
bootstrap estimator. Denote now Ln(F)=Ln(T;F) is the sampling distribution of the statistic
Tn(X4,...,Xn) where the sample comes from F, and L[L,(F,)] is the sampling distribution of the
generalized statistic L,(F,) in the space of relevant probability measures. Cuevas and Romo
(1993) definition states that ,,given a sequence {T.} of statistics generated by a statistical
functional T, the sequence of bootstrap approximations {Ln(F )} is said to be qualitatively

robust at F when the sequence of transformations {G — L[L, (G,)]}is asymptotically

equicontinuous at F.” Their concept is followed by i.e. Christmann et al. (2013) and by us.
Qualitative robustness is thus defined as equicontinuity of the distribution of the considered

statistic as the sample size is growing, and hence the concept of qualitative robustness is
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related to continuity of the statistic in the relevant space, which is now considered as a
function in the weak™* topology (see Rudin, 1991).

Remark. It can be proved, following lines of Christmann et al. (2013) proof, that our
classifier is qualitatively robust as well. In the proof we exploit the fact, that Gram matrix
used in classifier construction, as a matrix, is a continuous mapping. Notice, however, that
our classification rule is not a kernel classification rule, so their proof cannot be directly
applied.

Tarabelloni (2017) defined Max-Swap Algorithm, that can be used to obtain more robust
classification rule. He suggests to compute the covariances for two groups obtained by
including the unit either in the first or second group. The distances between the two groups
are computed then. The new observation is attributed to the group for which the considered
distance is the least. Finally, he suggests to choose the swapping units in such a way that the
distance between the estimated covariance operators at the next step is higher than the
distance between the estimated covariance operators at the preceding step. Controlling
numbers of units in each groups affects the robustness of his algorithm (for details see
Tarabelloni, 2017).

5 Empirical analysis of the electricity dataset

We consider data from an electricity market in Denmark, where each day is represented as a
function. We use an electricity consumption data retrieved from www.nordpoolgroup.com.
Using classifying methods, we would like to classify a new functional object into one of the
considered groups: working day or weekend. Fig. 1 presents functional observations of
Danish electricity consumption in working days in 2016, while Fig. 2 presents functional
observations of Danish electricity consumption in weekend in 2016.

Training sample consists of the functional data of electricity consumption representing
first 20 days of each month in 2015. Subsequently, separating hyperplanes have been
computed for each month and a classification has been conducted for functional observations
of electricity consumption representing each day of 2016.

Let now g denote our classification rule. The distribution of (X, Y) is unknown, so we
estimate the empirical risk of misclassification for our rule

. 1Q
L(9) :ﬁzl{g(xi)ﬂi}'
i=1

where 1s denotes the indicator function of the set S. We have compared our classification rule
for the analyzed empirical data with: RKHS kernel methods with Gaussian kernel and
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polynomial kernel (see Febrero-Bande and de la Fuente (2012) R package fda.usc). Empirical
risk for our rule g is 26%, while empirical risk for Gaussian kernel RKHS method is 66%, for
polynomial kernel RKHS method is 58%. Our method turned out to be computationally as

intensive as the compared methods.
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Fig.1. Functional observations electricity consumption in working days in 2016 for Denmark.
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Fig.2. Functional observations electricity consumption in weekends in 2016 for Denmark.
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Conclusions
This paper proposes new classification method for functional data. The presented method
allows for monitoring phenomena appearing within the new economy, which are described by
means of functions of a certain continuum. We show on a real data set, related to electricity
consumption, some advantages and disadvantages of our proposal. In the future, we plan
some further studies of the proposal involving gamma-regression or beta-regression.
Our method is significantly better w.r.t. empirical risk than the considered kernel RKHS
methods. Nonetheless, note that our method is computationally as intensive as other methods.
Our proposals can be applied to different fields of an e-economy, i.e., (Web site
management, protection of computer systems against hacking, spam filtering, etc. - as an e-

economy provides a great deal of functional data) or to optimization of electricity production.
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Outliers in functional time series — challenges for theory and applications of

robust statistics
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Abstract

This paper critically discusses the most promising, known from the literature, approaches to analysis of
robustness in the functional time series setup. We also propose our own method of detecting functional outliers
appealing to the generalized Young inverse function. The method is dedicated for detecting a certain kind of

shape outliers. In empirical example we study day and night air pollution with PM10 in Katowice in 2016.

Keywords: functional outliers detection; functional data analysis; robust economic analysis
JEL Classification: C12, C13, C14
DOI: 10.14659/SEMF.2018.01.21

1  Introduction
Robust statistics studies various relationships between majorities and influential minorities of
observations within data sets and within underlying statistical models. These studies involves
behaviour of estimators or tests when samples come from data generating processes, which
are in neighbourhoods (minority) of assumed models (majority). Having at our disposal a
reasonable definition of majority as a by-product one may define an outlier as observation
departing from the majority in a certain justified way (Maronna et al., 2006). Although main
aim of robust statistics is to propose robust procedures, i.e., techniques having good properties
at the assumed model as well as in case of a slight departure from the model, a detection of
outliers may be even more important issue in a context of developing new theories explaining
economic phenomena. Notice that departure from the main pattern may signal problems with
an old theory or a completely new phenomenon. In practice, outliers detection procedures
may be important in a context of safety systems development or e-economy monitoring.

Many economic phenomena may be treated as functional time series (FTS) — series of
functions of a certain continuum representing, for example, time, temperature, interest rate, an

aversion to risk, age of a credit applicant etc. Assuming a certain degree of regularity as to
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data generating the phenomena, one can effectively model, conduct statistical inference and
predict them within a framework offered by relatively new discipline of multidimensional
statistics called functional data analysis (FDA). Unfortunately, observed empirical data sets
very often manifest departure from the assumed regularity in a form of existence of outliers
within data. These facts may rise doubts as to credibility of applications of functional
generalizations of standard time series techniques like ARMA modelling (Horvath and
Kokoszka, 2012; Goérecki et al., 2017). It should be stressed however, that although there are
known effective techniques of coping with outliers in one- and multidimensional cases, the
situation is far from satisfactory in classical time series setting (Maronna et al., 2006; Galeano
et al., 2006). Within the FDA we additionally face new challenges for development of robust
statistical procedures. We have to cope with completely new classes of outliers.
Unfortunately, straightforward generalizations of simple outliers detection tools, like the
boxplot or the quantile-quantile plot, do not exist.

This paper critically discusses the most promising approaches, known from the literature,
to outliers detection appearing in the FDA and focuses on selected challenges for the FTS
framework. We also present our own proposal related to the generalized Young inverse
function. The method is designed for detecting a certain kind of shape outliers. In an
empirical example we study day and night air pollution with PM10 in Katowice in 2016. A
reasonable outliers detecting algorithm in this context should indicate anomalies which may
give us an insight into relationships between various factors and events influencing air quality
and in consequence leading to a better local pro-ecological regulations. The rest of the paper
is organized as follows. In Section 2 we list basic types of outliers in the FDS setup and
briefly indicate the best detection procedures known from literature. We also discuss their
drawbacks and challenges. In Section 3 we introduce our original procedure for detecting of
certain kind of shape outliers. In Section 4 selected challenges in the FTS setup are discussed.
Section 5 presents a comparison of the procedures in the empirical example. Section 6

consists of some conclusions and summary.

2 Outliers in functional data analysis setup

Within the FDA, functional data are considered as sample observations of random functions,
i.e.,, random elements of certain function space. In general, such spaces are typically
considered to be infinite dimensional, real and separable Banach or Hilbert spaces (Horvath
and Kokoszka, 2012). In empirical studies we observe discrete noisy data, often appearing in

unequally spaced time points. A first step in the analysis is to transform these data into
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regular, smooth functions (see Horvath and Kokoszka, 2012, and references therein). Another
important task that usually occurs during the pre-processing stage is the analysis of variability
and splitting it into what is called phase variability and amplitude variability. The distinction
among these two kinds of variability is a significant feature of FDA, as it does not have any
counterpart in univariate or multivariate analysis (see Tarabelloni, 2017, and references
therein). Referring to these two kinds of variability, one defines two types of outliers namely
shape outliers and magnitude outliers, having in general different effect on the FDA
procedures. The first taxonomy of functional outliers was proposed in Hubert et al. (2015).
Although a formal and commonly accepted definition of functional outlier is still missing in
the literature, a discrimination between amplitude and phase variability inspired the main and
widely accepted distinction between the two kinds of outliers, i.e. magnitude and shape
outliers. The first are related to amplitude, and are a direct analogue of the outlyingness
concept in the multivariate context, while the second are related to phase variability, hence
they are completely new and do not have a direct counterpart in classical statistics. The
different nature of such outliers motivates researchers to propose various tools to detect and
handle with them.

The most popular method designed for shape outliers detection is based on a concept of
outliergram proposed in Arribas-Gil and Romo (2014) and intensively studied, for example,
in Tarabelloni (2017). The method is rooted in a certain interesting property of the modified
band depth of functional observations (Lopez-Pintado and Romo, 2009). The best method of
magnitude outliers detection is based on the functional boxplot proposed in Sun and Genton
(2011), and further improved in Tarabelloni (2017). It is worth stressing that in practice a
dataset may be affected by both magnitude and shape outliers, and a first step of an analysis is
to separate them.

The boxplot, a well-known one-dimensional visualization technique, is used for detecting
outliers when assuming normality. Under normality, within an interval [Q1-
F*IQR;Q3+F*IQR], where Q1,Q3,IQR are correspondingly the first quartile, the third
quartile and the interquartile range, and for F=1.5 we have about 0.99 probability mass. Points
outside that interval are treated as outliers. Clearly, atypical observations can be either
genuine but rare outcomes of the random process generating data, or can be corrupted data,
due to a possible contamination of the sample. In a relation to this idea in a functional case,
Sun and Genton (2011) proposed to assume a Gaussian process and choose F so that only
fraction of 1% of the functions was flagged as outliers. Unfortunately, as in the functional

case an analytic expression for F cannot be directly derived, a relevant resampling procedure
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must be used. Since Gaussian functional data are far more complex than standard normal
random variables, the procedure should be designed to take into account the first and the
second moment of the dataset, i.e., the mean and covariance functions. Therefore, the
adjustment process must be data-driven and has to be repeated for each dataset. Tarabelloni
(2017) has recently proposed to use certain robust estimators and then to use bootstrap
method for estimating appropriate quantiles and value for F. His method has been supported

with a free roahd R package.

3 Our proposal using boxplot for Young inverse functions
Although the outliergram indicates well outliers belonging to a rich family of shape outliers, it
lacks a sufficient precision of identification of type of departure of observation from a
majority of observations, as it has been pointed out in Nagy et al. (2017). The sensitivity for
types of outlyigness is especially important for developing new economic theories and
applications, i.e., the outlying trajectory of a country development may be treated as incentive
for developing a more general development theory that explains the root-cause of that
trajectory. This drawback of the outliergram motivates us to propose an original method
underlying a certain kind of shape “outlyingness in variation”, frequently studied in
economics (business cycle analysis). We aim at proposing a method, which is less
computationally sophisticated than methods proposed in Nagy et al. (2017).

Let ¢:[a,b]—[c,d] be any real function (called a parent function). A function
®:[c,d] —[a,b] defined for any number y e[c,d] with a formula

@(y) =min{x €[a,b]: ¢(x) = y}

we call generalized Young inverse function of function ¢.

Let a functional data ¢; be defined on a finite number of knots, i.e.,

¢ >y T

Therefore, an empirical generalized Young inverse function ¢, namely,
D, :[min{yl,...,yjm},max{yl,...,yjm}]—>{x1,...,xji} can be effectively defined for any real
number ye[min{yl,...,yjm}, max{y,..., yjm}] with a formula:

CD(y):min{x e{x%,.- X g () =y }
Furthermore, we have a functional sample Y" ={y,,...,y,}. We would like to show that a

mapping of the following form
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where y™* denotes generalized Young inverse function of function y, is a functional depth of a

function y with respect to the sample Y ".

An illustration of Young inverse functions is presented in Fig. 1-2.

A parent function Young's inverse function
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Fig. 1. An illustration of Young inverse
function.
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Fig. 3. Raw data on day and night air

pollution with PM10 in Katowice in 2016.
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Functional boxplot for sample Young's functions - Katowice PM10
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Fig. 5. Outlying day and night PM10 Fig. 6. Functional boxplot for Young inverse
pollution curves indicated by Young inverse  functions of air pollution curves in Katowice
function method. in 2016.

PROPOSAL.: Let MBD denote a sample modified band depth and let FM denote a sample

Frainman and Muniz depth (see Lopez-Pintado and Romo, 2009). For a sample of functions
Y™ = {y,...y,} take the following steps (we fix thresholds of ay,5p, @y gyng ):

1. Verify the null hypothesis that Y " has been generated by Gaussian law using statistic T4 of
Jarque-Berra type test for functional data proposed in Gorecki et al. (2017). If the null

hypothesis is rejected, then go to step 2, if it is not rejected, then go to step 3.
2. Calculate Tarabelloni (2017) version of the adjusted boxplot, and place outliers into a set

0", indicating amplitude outliers.
3. Calculate the functional boxplot using the MBD, and place functions with MBD < a5
into a set OMBP  indicating amplitude outliers.

4. Calculate the outliergram, and place outliers into a set O*®, indicating “roughly” shape

outliers.

-1
5. Calculate the generalized Young inverse functions for the sample, i.e., (Y ”) and then

-1
calculate the functional boxplot for(Y n ) . Place observations with FM depth <a, ., into

aset 0Y°U"9  indicating “outliers in variation”.

The final outliers setis (Y " \ (O COMBPY)) C OAC CcOYouns,
Notice that one of the difficulties, when using a functional boxplot for outlier detection, is to

indicate a number c such that the following formula is fulfilled: P(MBD(y,Y")<¢)=p
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where P denotes probability. In order to indicate a number c, we have to know P, which is a
sampling distribution of functional depth and it is generally an unknown object.

4 Challenges in functional time series setup

Despite of many scientists efforts, robust statistics in area of time series analysis has much
more gaps in comparison to uni- and multivariate statistics. The eighth chapter of the
influential book by Maronna et al. (2006) may be treated as an introduction in this context.
Outliers may cause bias in the model parameter estimates, and then, distort the size and power
of statistical tests based on biased estimates. Secondly, outliers may increase the confidence
intervals for the model parameters. Thirdly, as a consequence of the previous points, outliers
strongly influence predictions. The best developed theory is available for ARIMA models.
However, recent developments involve advances in coping with outliers when the series is
generated by a general nonlinear models including as particular cases the bilinear model, the
self-exciting threshold autoregressive (SETAR) model, the exponential autoregressive model,
and the generalized autoregressive conditional heteroscedasticity (GARCH) models. Outliers
in multivariate time series have been much less analysed than in the univariate case. For more
recent researches related to our studies, let us only indicate that multivariate outliers were
introduced in Tsay et al. (2000). Galeano et al. (2006) used projection pursuit methods to
develop a procedure for detecting outliers, showing in particular, that testing for outliers in
certain projection directions can be more powerful than testing the multivariate series directly.
In view of these findings, an iterative procedure to detect and handle multiple outliers (based
on a univariate search in these optimal directions) was proposed. The main advantage of this
procedure is identification of outliers without prespecifying a vector ARMA model for the
data. These ideas are in a close relation to the typical FDA framework, where due to infinite
dimensional nature of the objects and richness of possible models, investigation of
appropriate projections of data is a natural research tool. Note only, that even in case of
outliers in an ARCH(1) model, we encounter two different scenarios, because an outlier can
affect the level of a process as well as the volatility of the process. The case of a functional
ARCH(1) model introduces the next level of complications.

In an analogy to the one dimensional setup (Maronna et al., 2006), one may introduce
functional additive outliers (FAO). The FAO may have adverse influence on all the steps of
the time series analysis. Functional innovative outliers (FIO) affect a single innovation, and
correspond to an internal change of a single innovation of the time series and are often

associated with isolated incidents. The effects of an FIO on a series are different depending on
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whether the series is “stationary” or not (stationarity in the FTS setup is still an open issue).
Maronna et al. (2006) introduced also functional level shift (FLS) which is a change in the
level of the series, and the functional temporary change (FTC) which is an exponentially
decreasing change in the level of the series. This shows a great number of possible functional
outliers definitions.

The research challenge here is that the effect of a functional outlier not only depends on the
model and the outlier size, as in the univariate case, on the interaction between the model and
size as in multivariate case, but also on the outlier type. Additionally, as in the classical time
series setup, the masking and swamping effects are still present, if a sequence of outlier
patches is present in the functional time series (Galeano et al., 2006), i.e., a few outliers of the

same magnitude appearing one after another (and forming a path).

5 Empirical study

The first application of functional outliers detection tools to air quality monitoring may be
found in Febrero et al. (2008). In our empirical studies we, among others, have studied day
and night air pollution with PM10 in Katowice in a period 01.09.2016 to 28.02.2017, using
the data from the automatic measurement station located on Kossuth’s street in Katowice and
available from WIOS (http://powietrze.katowice.wios.gov.pl). The dataset consisted of 181

curves. Fig. 3 presents raw data on day and night air pollution with PM10 in Katowice in
2016. The same dataset has been exploited in the paper by Kosiorowski et al. (2018), where
the authors have analyzed PM10 concentration in the air for five measurement stations in
Silesian Region. The air pollution in the Silesian Region has been treated as a realization of a
hierarchical functional random variable. Double functional median method has been used to
compute a robust aggregate representing air pollution in the Silesian Region.

Fig. 4 presents the functional boxplot for air pollution data with PM10 in Katowice in
2016. Fig. 5 presents the outlying day and night PM10 pollution curves indicated by the
generalized Young inverse function method and Fig. 6 shows the functional boxplot for the
generalized Young inverse functions of air pollution curves in Katowice in 2016. Fig. 7
presents an adjusted functional boxplot, and air pollution data. Fig. 8 presents outliergram,
and shape outliers indicated by it in the air pollution data. The adjusted functional boxplots
and the outliergram were prepared using roahd R package (Tarabelloni, 2017), whereas
functional boxplots for raw data and the generalized Young curves using DepthProc R

package (Kosiorowski and Zawadzki, 2017).
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Conclusions

Reliable algorithms of functional outliers detection are desirable in a context of analysing
various anomalies in economic phenomena described by functions. In the paper we have
proposed a new functional outliers method and incorporated it into a decision procedure,
which uses a known outlier detection apparatus i.e., the outliergram, the functional boxplot
and the adjusted functional boxplot. Our approach is recommended for “outliers in variation”
detection. Our future studies involve developing a theory for the proposed procedure as well

as applications in optimization of a local pro-ecological policy.

Acknowledgements

DK thanks for the support related to CUE grant for the research resources preservation 2018.
JPR and DM work was partially supported by the Faculty of Applied Mathematics AGH UST
statutory tasks within subsidy of Ministry of Science and Higher Education, grant no.
11.11.420.004.

References

Arribas-Gil, A. & Romo J. (2014). Shape Outlier Detection and Visualization for Functional
Data: the Outliergram. Biostatistics, 15(4), 603-619.

Cuevas, A., Febrero, M. & Fraiman, R. (2006). On the Use of the Bootstrap for Estimating

Functions with Functional Data. Computational Statistics & Data Analysis, 51(2), 1063-1074.

Febrero, M., Galeano, P. & Gonzalez-Manteiga, W. (2008). Outlier detection in functional
data by depth measures, with application to identify abnormal NOx levels.
Environmetrics, 19: 331-345.

217



The 12th Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

Galeano, P., Pefia, D. & Tsay, R. S. (2006). Outlier detection in multivariate time series by
projection pursuit. Journal of the American Statistical Association, 101(474), 654-669.
Gorecki, T., Hormann, S., Horvath, L. & Kokoszka, P. (2017). Testing Normality of

Functional Time Series. Journal of Time Series Analysis. Doi:10.1111/jtsa.12281.

Horvath, L. & Kokoszka P. (2012). Inference for Functional Data with Applications. Springer
Verlag, New York.

Hubert, M., Rousseeuw, P. & Segaert, P. (2015). Multivariate Functional Outlier Detection.
Statistical Methods and Applications, 24(2), 177-202.

Kosiorowski, D. & Zawadzki, Z. (2017). DepthProc An R Package for Robust Exploration of
Multidimensional Economic Phenomena, arXiv:1408.4542.

Kosiorowski, D., Mielczarek, D. & Rydlewski, J. P. (2018). Forecasting of a Hierarchical
Functional Time Series on Example of Macromodel for the Day and Night Air Pollution
in Silesia Region - A Critical Overview. Central European Journal of Economic
Modelling and Econometrics, 10(1), 26-46.

Lopez-Pintado, S. & Romo J. (2009). On the Concept of Depth for Functional Data. Journal
of the American Statistical Association, 104(486), 718-734.

Maronna, R.A., Martin, R. D. & Yohai, V. J. (2006). Robust Statistics - Theory and Methods.
John Wiley & Sons, Chichester.

Nagy, S., Gijbels I. & Hlubinka D. (2017). Depth-Based Recognition of Shape Outlying
Functions. Journal of Computational and Graphical Statistics, 26(4), 883-893.

Sun, Y. & Genton M. (2011). Functional Boxplots. Journal of Computational and Graphical
Statistics, 20(2), 316-334.

Tarabelloni, N., (2017). Robust Statistical Methods in Functional Data Analysis. Phd thesis
and roahd R package, Politecnico di Milano.

Tsay, R.S., Pena, D. & Pankratz A.E. (2000). Outliers in Multivariate Time Series.
Biometrika, 87(4), 789-804.

218



The 12th Professor Aleksander Zelias International Conference on Modelling and Forecasting of Socio-Economic Phenomena

The logistic regression in predicting spike occurrences in electricity prices

Jadwiga Kostrzewska®, Maciej Kostrzewski?

Abstract

Electricity supply and demand are subject to weather conditions (temperature, wind speed, precipitation) as well
as daily, weekly or yearly seasonality due to e.g. an intensity of business activities. These features have a
significant impact on the market and price behaviour. As a result of the lack of storage capacity sharp
movements of electricity prices are often observed. An ability of modelling and forecasting jumps and spikes
plays the crucial role in risk management. In the paper, the logistic regression is employed to predict spike
occurrences. We investigate the impact of fundamental variables such as demand, weather and seasonal factors,
on spikes occurrences. The point and interval theoretical probabilities are calculated. The classification accuracy
is assessed by means of the sensitivity, specificity, accuracy and AUC measures. In our research we detect spikes
using a quantile technique and a Bayesian DEJD model. We state that the logistic regression is a quite good tool
to forecast moments of a spike occurrence. The logistic regression model is a well-known specification which

seems to be reasonable tool of spike prediction.

Keywords: electricity price, jumps, spike prediction, logistic regression, DEJD
JEL Classification: C22, C53, Q02, Q41, Q47
DOI: 10.14659/SEMF.2018.01.22

1 Introduction
Energy markets are different from other commodity and financial markets due to the
difficulty in storing large quantities of electricity. At the same time, power system stability
requires a constant balance between production and consumption. Electricity supply and
demand are subject to weather conditions (temperature, wind speed, precipitation, solar
radiation), daily, weekly or yearly seasonality due to e.g. an intensity of business activities
(working hours, peak hours, weekdays, holidays, near holidays). These features have a
significant impact on the market and price behaviour. They might result in extreme spot price
volatility and may in consequence bring the existence of sharp price movements, i.e. spikes
and jumps. An ability of modelling and forecasting them plays the crucial role in electricity
price forecasting and risk management.

In comparison to the extensive literature devoted to forecasting electricity prices,

relatively less attention is paid to forecasting price spikes (see e.g. Weron, 2014). One of the
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first work about forecasting spikes is Christensen’s et al. (2012) paper, where the ACH model
and logit model are employed. Eichler et al. (2012, 2014) compare the ACH and the logit
model indicating the advantage of the latter.

The main objective of the article is the forecasting of electricity price spikes by means of
the logistic regression. We investigate the impact of fundamental variables such as demand,
weather and seasonal factors on spike occurrences, and determine point forecasts and 95%
prediction intervals for a spike occurrence probability. The analysis is conducted for a
standard level of a cut point (0.5) as well as a cut point calculated on the basis of the
sensitivity-specificity plot. The quality of the classification is examined by means of the
accuracy, sensitivity, specificity and the AUC measures.

2  Electricity spot prices and spikes

The term of a spike is in common use, but there is no unique and broadly accepted definition
of it. In a certain simplification sudden and sharp movements of values in time series may be
treated as spikes. While analysing a given time series we can easily discern the values which
are spikes ‘for sure’ on account of their distinct outlying with respect to other observations.
However, at the same time we do not know how to classify the remaining data points at hand
— that is where to put the border line between observations which should and the ones which
should not be classified as spikes. There are various methods of detecting spikes. Values
surpassing a fixed threshold (see e.g. Christensen et al., 2012) or a threshold identified by
some method or model are frequently classified as spikes. Actually, different methods lead to
different moments of spike occurrences (see e.g. Janczura et al., 2013).

The research is based on the series of hourly electricity prices on Nord Pool market. Nord
Pool is a leading power market and the largest one in Europe. About 380 members from 20
countries are active at Nord Pool. We focus on a day-ahead market (Elspot) on which 98% of
electricity volume handled by the Nord Pool is traded. We model the hourly system price
(EUR/MWh) which is an unconstrained market clearing reference price. Most standard
financial contracts traded in the Nordic region use the system price as the reference price. At
12.00 a.m. all purchase and sell orders are aggregated into two curves for each delivery hour,
and then the system prices are calculated for each delivery day-ahead hour.

In our research, the period of the analysis ranges from 2014/12/29 to 2017/07/02 and is
divided into an in-sample (2014/12/29-2016/09/11) and an out-of-sample (2016/09/12—
2017/07/02) period. The series of spot electricity prices is very volatile and ‘spiky’. The
highest prices are more than four times greater than the median price over analysed period.
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Moreover, the prices are subject to intra-daily (24-hourly) and intra-weekly seasonality (see
Fig. 1): higher electricity prices appear during on-peak hours, and lower prices during off-
peak hours as well as during weekends.

Notably due to the lack of storage capacity sharp movements of prices are very frequent
and violent on energy market. The power production, and hence the electricity price, is related
to weather conditions. There are some seasonality patterns, especially in hydropower, but also
in wind power production. The power consumption is intensified during business hours (on-
peak hours) and also depends on the weather conditions (temperature, seasons). All of these

factors may impact on prices and their abnormal sharp movements i.e. spike occurrences.
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Fig. 1. The boxplots for electricity prices for each hour of a week: 2014/12/29—
2017/07/02.

3 Applied methods and empirical results

In our research we adopt two methods of spike detection. The first technique identifies 2.5%
of the highest values as spikes — likewise the variable price threshold method in (Janczura et
al., 2013) or the quantile analysis in (Kostrzewska et al., 2016). We refer to it as the QUA
technique. The second one is based on the Bayesian DEJD model considered by Kostrzewski
(2015). We concentrate on the upwards spikes. Before applying the spike detection techniques
we pre-process the series of the spot electricity prices as follows. Firstly, we get rid of the
long-term seasonality component (LTSC, seasonal patterns in seasons, months etc.) by means
of the Hodrick-Prescott filter’, and thereafter, the short-term seasonal component (STSC,
intra-weekly and intra-daily seasonal patterns) by means of the filter based on medians of the
prices for each hour of a week®. Ultimately, we identify spikes in the remaining irregular

component i.e. after applying the HP filter and the median STSC technique.

* Weron and Zator (2015) proposed using the HP filter for identifying the LTSC in electricity
spot prices, which is less computationally complex and gives similar results to the wavelet
technique.

* See (Janczura et al., 2013) for details about the filter based on the means. We apply more
robust medians instead of the means.
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Fig. 2. The series of the hourly spot electricity prices with spikes (red) identified by the QUA
(top) and the DEJD technique (bottom) over the period 2014/12/29-2017/07/02.

The electricity price spikes detected by means of the quantile technique QUA (2.5%) and
the DEJD model (3.04%) are presented in Fig. 2. Not all spikes identified by the QUA are
spikes according to the DEJD. Applying the HP and median filters enables to detect spikes in
electricity prices regardless of the seasonal nature of prices. The blue dotted line indicates the
border between in-sample and out-of-sample periods used in the paper.

Next, we employ the logistic regression in order to forecast moments of the spot
electricity price spike occurrences. The dependent variable distinguishes between spikes (1’s)
identified by means of the one of the mentioned techniques and ‘ordinary’ values (0’s). The
in-sample period covers the period from 2014/12/29 to 2016/09/11 (14,952 hourly
observations). We apply the extending window algorithm by 24 hours at a time with model
re-estimation. Initially, we estimate the model and calculate the first day-ahead forecast
covering 24 hours of a next day. Secondly, we extend the in-sample data set by 24 hours,
estimate the model and calculate the next 24-hourly day-ahead forecast, and so on. The
forecast is conducted in the out-of-sample period (2016/09/12-2017/07/02, 7,056 hourly
observations), the forecast horizon covers 294 days and 294 logistic models are estimated.

In the logistic regression model, following exogenous variables are considered®: six
dummy variables indicating days in a week (except Saturday — a reference day), wintertime

(winter, dummy variable), on-peak hours (#8-#20) (dummy variable peak), electricity

® The variables cons, minprice, lagprice, wind and hydro are transformed so that the LTSC
and STSC or only the LTSC is filtered out.
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consumption forecasts (cons, MWh), wind power forecasts (wind, MWHh), reservoir water
levels (hydro, GWh), the minimum of the day-before hourly prices (minp, EUR/MWHh),
lagged by 48 hour prices (lagp, EUR/MWHh), lagged by 48 hours failures of power plants
(fail). The stepwise method is applied to select a final set of exogenous variables. Table 1
shows how frequently each variable occurs in the logistic regression models. The value ‘1’
means that the variable is present in each of the 294 models, ‘0’ — in none of them.

For each spike detection technique the variables such as: Mon-Fri, peak, cons, wind and
minp explain the moments of spike occurrences for all logistic regression models. The results
depict that only the dummy variable Sun does not explain the spike occurrences (with
Saturdays as the reference). That means spikes on Saturdays behave almost the same as on
Sundays, but differently than on the other days. The variable winter is present in 95.6% of
294 models (QUA) or in all models (DEJD), thus a distinction between winter and summer
seasons is important in the majority of the models. The same conclusion can be made for the
lagged by 48 hours failures of power plants (fail). The reservoir water level (hydro) is not so
important and stays only in 12.9% (QUA) or 70.7% (DEJD) of 294 models. On the other
hand, lagged by 48 hour prices (lagp) are important for all models in the case of the spike
identification by the QUA and none of the models in the case of the DEJD.

Table 1. Frequency of an occurrence of each variable among 294 logistic regression models —

spikes are identified by the quantile analysis (QUA) or the DEJD model.

Mon Tue Wed Thu Fri Sun peak winter cons wind hydro minp lagp fail

QUA 1 1 1 1 1 O 1 0956 1 1 0129 1 1 1
DEJD 1 1 1 1 1 O 1 1 1 1 0707 1 0 0.980

We calculate the theoretical (point) probability and 95% prediction intervals for a
probability of a spike occurrence for each hour (see Fig. 4-5). As mentioned before, the
analysis is conducted for the standard level of a cut point (0.5) and the cut point calculated on
the basis of the sensitivity-specificity plot (see Hilbe, 2016), named as the s-s cut point later in
the paper. Fig. 3 presents the values of the s-s cut point for each of 294 estimated models. The
values vary for individual models, and in the QUA approach are lesser than in the DEJD. In
addition, we can compare the s-s cut point with the one calculated as the mean of the
predicted values, which is often used in practice if the dependent variable has substantially
more or less 1’s than 0’s as mentioned by Hilbe (2016). The average value of the forecasted
probabilities of a spike occurrence is equal to 0.030 (QUA) or 0.037 (DEJD), which indicates
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that the s-s cut point based on the sensitivity-specificity plot may be more appropriate than the
standard cut point equal to 0.5.

0.06 o

0.05 o

0.04

0.03

Fig. 3. The values of the s-s cut point (green — the QUA, blue — the DEJD) for each of 294
logistic regression models and the average predictive values of probability of spike

occurrence (orange dashed line — the QUA, brown dashed line — the DEJD).

The quality of the classification is assessed by means of the sensitivity, specificity,
accuracy and AUC measures over the in-sample and out-of-sample periods, separately, in the
case of the cut point equal to 0.5 and the s-s cut point (see Table 2). The sensitivity is a
percentage of correctly classified spikes among all spikes that occurred (i.e. identified by the
method). The specificity is a percentage of correctly classified ‘ordinary’ prices among all
‘ordinary’ prices that occurred. The accuracy is a percentage of correctly classified spikes and
‘ordinary’ prices together. The AUC is an area under the receiver operator characteristic
(ROC) curve.

Table 2. The in-sample and out-of-sample assessment of the quality of the classification: the
average sensitivity, specificity, accuracy and AUC measures for 294 logistic regression
models with the cut point equal to 0.5 and the s-s cut point — the QUA or DEJD approach.

In-sample Out-of-sample
Cut Sens Spec Accur AUC Sens Spec Accur AUC
point:
0.5 555 995 983 775 574 99.0 982 782
S-S 955 935 935 945 96.3 90.7 90.8 935

0.5 48.7 994 978 740 56.2 990 979 776
S-S 90.8 924 924 916 946 895 897 921

DEJD QUA

On the basis of the results reported in Table 2 we conclude that the assessment of the
models by means of the sensitivity and AUC measures is higher when using the s-s cut point
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than the cut point equal to 0.5, for both the QUA as well as the DEJD technique. This is due
to the percentage of spikes identified by the method (2.5% — QUA, 3.04% — DEJD) is closer
to the mean optimal cut point (0.036 — QUA, 0.049 — DEJD) than to the value 0.5. However,
we note the lower values of the specificity and accuracy measures when the s-s cut point is
employed, but still suitably high. This may be caused by the higher number of ‘false alarms’
(incorrectly predicted spikes) when using the lower cut point.
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Fig. 4. The electricity price series over the out-of-sample period with moments of spike
occurrences (red) detected by means of the QUA (top left) or the DEJD (top right) technique
and the forecasted spikes (blue) with the 0.5 cut point (middle left and right) or the s-s cut
point (bottom left and right).

Fig. 4 presents the moments of spike occurrences identified by means of the quantile
technique and two variants of spike forecasts: using the cut point equal to 0.5 or the s-s cut
points calculated for 294 models. The visual analysis indicates that the spike forecast with the
s-s cut point is more reasonable than with the cut point equal to 0.5, although in the first case
there are more ‘false alarms’ than in the later one. Such forecasts might be interesting for

retailers who prefer to hedge on the financial market due to the ‘false alarm’ than set loss
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down. The conclusions coincide with those drawn from the analysis of the quality of the
classification made before.

In the research, we also determine the 95% prediction intervals for the probability of the
spike occurrence for each hour (see Fig. 5). The prediction intervals enable to define forecast
rules in a more or less restrictive way. In the more restrictive approach, the spike occurrence
is forecasted if the entire prediction interval is above the cut point. In that case the number of
‘false alarms’ is reduced in comparison to the forecasts based on the point theoretical
probabilities. On the other hand, in the less restrictive approach, the spike occurrence is
forecasted when only the upper bound of the prediction interval is above the cut point. We
adopt both approaches and calculate the sensitivity, specificity, accuracy and AUC measures
with different cut points in order to compare the results with those in the case of the point

forecasts of spike occurrences (see Table 3).
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Fig. 5. The 95% prediction intervals of spike occurrences (black) constructed on the basis of

the logistic regression. Horizontal dashed lines indicate the average s-s and 0.5 cut point. The

theoretical probabilities for spikes detected by means of the QUA (top) or the DEJD technique
(bottom) are depicted in red. If the red points are above the dashed line the spikes predicted
by means of the logistic model coincide with those detected by means of the QUA or DEJD.

The results in Table 3 indicate that the highest values of the sensitivity and AUC measures
are observed for the less restrictive rule of spike forecasts (upper bound), next for the
forecasts based on the point theoretical probability and the lowest values — for the more

restrictive approach (entire interval). On the other hand, the highest values of the specificity
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and accuracy measures are noted for the more restrictive approach, then for the point
forecasts and for the less restrictive approach — the lowest. That is, the less restrictive rule of
spike forecasting brings a higher percentage of correctly predicted spikes in combination with
a higher percentage of ‘false alarms’, and conversely. It is worth mentioning that for all
approaches the AUC measure is above 90% with the s-s cut point and above 75% with the cut
point equal to 0.5. These results indicate that the logistic regression model is a good tool to

classify and forecast spike occurrences in the spot electricity prices.

Table 3. Out-of-sample assessment of the quality of the classification: the average sensitivity,
specificity, accuracy and AUC measures for 294 logistic regression models with the cut point
equal to 0.5 and the average s-s cut point — the results for the more restrictive approach
(Upper), point forecast (Point) or less restrictive approach (Entire).

QUA DEJD
Cut Upper Point Entire Upper Point Entire
point: ss 05 ss 05 ss 05 ss 05 ss 05 ss 05
Sens 985 64.7 96.3 574 912 522 96.2 589 94.6 56.2 90.3 48.1
Spec 88.9 986 90.7 99.0 934 994 87.3 98.6 895 99.0 924 994
Accur  89.1 979 90.8 98.2 93.3 984 875 975 89.7 979 923 981
AUC 93.7 817 935 782 923 7538 91.8 787 92.1 776 91.3 7338

Conclusions
In the research, the time series of electricity prices is an imbalanced dataset — there are more
‘ordinary’ values than the spikes. In consequence, adoption the standard cut point equal to 0.5
leads to worse results than the s-s cut point. The value of the s-s cut point is similar to the
percentage of observations identified as spikes by means of the quantile (QUA) as well as the
DEJD technique. The more restrictive approach based on 95% prediction intervals forecasts
correctly less ‘real’ (i.e. identified by the method) spikes and less “false alarms’ in comparison
with the forecast based on the point theoretical probability of spike occurrences. On the other
hand, the less restrictive approach predicts correctly more spikes and more ‘false alarms’ than
the point forecast method.

The exogenous variables have strong impact on the spikes prediction. We consider two
variables corresponding to renewable energy sources — the wind power forecasts and the
reservoir water levels. The wind power forecasts are important for all models. However, the

reservoir water levels are employed only in 38 (in the case of the QUA technique) and 208
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(the DEJD) out of 294 models. It might be explained by lower volatility of the latter variable
which is constant during each week. Moreover, we would like to note that the failures of
power plants variable is employed for almost all logistic regression models.

The logistic regression model is a well-known specification which seems to be reasonable
tool of spike prediction. In our future research we are going to employ and compare other

methods of spike detection and prediction.

Acknowledgements
The research is funded by the National Science Centre, Poland (grant no.
2016/23/B/HS4/03018).

References

Christensen, T. M., Hurn, A. S. & Lindsay, K. A. (2012). Forecasting spikes in electricity
prices. International Journal of Forecasting, 28(2), 400-411.

Eichler, M., Grothe, O., Manner, H. & Tiirk, D. D. T. (2012). Modeling spike occurrences in
electricity spot prices for forecasting. METEOR, RM/12/029.

Eichler, M., Grothe, O., Manner, H. & Tiirk, D. D. T. (2014). Models for short-term
forecasting of spike 