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CHAPTER 2

String Similarity Measures for Evaluating the
Lemmatisation in Old Church Slavonic

Ilia Afanasev and Olga Lyashevskaya

1 Introduction

Modern historical lexicography faces the need of adopting NLP methods, with
an automatic corpus/dictionary system being a possible pipeline. This ap-
proach requires a scalable lemmatiser, as it should deal with heterogeneous
data, both in-domain and out-of-domain.

One of the biggest challenges in creating a scalable lemmatiser model is the
results assessment: which indicators signify the correctness and the quality of
its performance? How well or poorly might the model perform on a specific task
atthe current stage of NLP development? The latter question is especially relev-
ant, because despite our desire to obtain 100 % accuracy for automatic English
part-of-speech tagging or 97% accuracy for Finnish lemmatisation, the mod-
els for the former are more likely to overcome these barriers (Gambiéck et al.,
2009) than those designed for the latter (Howell et al., 2020).

The assessment might become even harder due to some additional factors.
For instance, in tasks such as lemmatisation or machine translation, the degree
of required accuracy from a single instance processing is often uncertain. Thus,
a model may perfectly guess most of the items in a homogeneous dataset, but
demonstrate weak scalability. The other model may scale very well, but not give
a single fully correct prediction. Some metrics prove the first kind of models to
be more efficient; others favour the second one. Some datasets, inherently het-
erogeneous, require the use of the latter approach.

We present one of such datasets, the Old Church Slavonic (ocs) texts. This
is a very small collection that dates back to the gth-11th centuries AD. Some
researchers state that the number of ocs texts is close to 40, while others are
more cautious, restricting the number to about 20 texts. 0Cs is a language of
religion, so the set of texts is genre-restricted. The closest living relatives of ocs
(having omitted the modern Church Slavonic languages, as their living status
is questionable) are Bulgarian and Macedonian, as 0cs emerged on the basis
of Bulgarian-Macedonian dialects. The key issue with ocs is that the language
is both low-resourced and heterogeneous, which researchers state (Mathiesen,
1984; Polivanova, 2013; Kamphuis, 2020; Lyashevskaya, Afanasev, 2021).
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14 AFANASEV AND LYASHEVSKAYA

Despite a relatively low number of texts, 0Cs has not yet been efficiently
digitised; its annotated comprehensive corpus is yet to appear. The latest com-
prehensive dictionary of ocs dates back to 1994, which raises the need for
creating a new dictionary. The best option would be a simultaneous creation
of a corpus and a corpus-based dictionary via a fully functional corpus-to-
dictionary system. The crucial element of such a system is a lemmatiser, a tool
that performs a transformation of a token into its dictionary form, which is
called lemma.

Given the heterogeneous nature of Old Church Slavonic, one should test
whether the lemmatiser that performs this task should be scalable between
different variations. This requires a particular kind of metric, which is at the
focus of this study. This should be a metric that shows to what degree the
model under consideration is robust against variation. The same metric should
also effectively evaluate sequence character-by-character generation, giving
the scholar insights into the inner workings of such a model.

In general, virtually any metrics may suit this role. For instance, accuracy
score is simple in implementation and is already widely used in publications
on lemmatisation (Milintsevich, Sirts, 2020; Akhmetov et al., 2020). By com-
paring out-of-domain accuracy and in-domain accuracy, we get the scalability
potential of a model.

There is, however, a significant obstacle. Lemmatisation often is not a classi-
fication (where a model is either correct, or not) but a transformation problem
(where a model can make as many mistakes as there are letters in a lemma)
(Kestemont, de Gussem, 2017). In the latter case, the cost of a mistake set by
the accuracy metrics is unjustly higher than for the classification method. In
addition, accuracy does not provide insights into the exact nature of how a
sequence-to-sequence model works. At best, researchers get the error list, for
which they then manually perform string similarity measurement. The effi-
cient metric should decrease the cost of mistakes for the model as well as
provide more linguistically interpretable results.

The work is organised as follows. After the brief introduction in this section,
we give a review of the literature on the topic. Then we characterise the model,
the data, and the metrics. The following stage includes experiments, linguistic
interpretation of their results, and an overview of the dictionary, created with
the lemmata, produced by the model. The conclusion provides the summary of
the results of the research, and outlines the future directions.
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2 Related Work

Lemmatisation has been a prominent NLP task for the last few decades (Hann,
1974). Generally, lemmatisation tools are divided into universal ones (Straka et
al,, 2017) (Bergmanis and Goldwater, 2018) (Kanerva et al., 2020) and specific
ones, designed to perform a specific task (DzZeroski and Erjavec, 2001) (Groe-
newald, 2007) (Farkas et al., 2008) (Tamburini, 2013) (Kosch, 2016) (Fernandez,
2020).

Lemmatisers may also differ in approach. One family of methods starts with
a manual creation of rules to transform a token into a lemma. Then the classi-
fier model matches each token in the text with a specific rule, and afterwards
applies the rule (Mills, 1998; Chrupata, 2006; Plisson et al., 2008; Gesmundo and
Samardzié, 2012; Radziszewski, 2013).

A new approach, adopted during the last decade, requires only one step
(Kanerva et al., 2020). A single model receives a token and possible additional
data, like part-of-speech, morphology, or word context. The model processes
this data and outputs a lemma. Starting with 2018, researchers switched to
a sequence-to-sequence (seqzseq) encoder-decoder model (Bergmanis and
Goldwater, 2018) (Ljubesi¢ and Dobrovoljc, 2019).

The ocs lemmatisation witnessed a surge of interest during the last decade.
The models tend to use the seq2seq architecture, which also benefits from an
added attention mechanism (Sutskever et al., 2014) (Cho et al., 2014). The best
result for a single text lemmatisation is UDPipe on Codex Marianus, having
achieved a 95—97 % accuracy score (Straka et al., 2017) (Bergmanis and Goldwa-
ter, 2018) (Kanerva et al., 2020). However, the UD 2.7 dataset (Zeman et al., 2017)
lacks punctuation marks, fragments, and digits. Thus, a lemmatiser is not able
to recognise these tokens when they occur in a new text. A possible solution is
to use a hybrid model, such as the one that is applied for Old East Slavonic and
Middle Russian (Berdicevskis et al., 2016).

The efficiency of lemmatisation is of utmost importance when the lem-
matisation results are utilised for an automatic collection by the given criteria
from the tagged corpus (Rundell and Kilgariff, 2011) (Kilgariff & Kosem, 2012).
The automatic collection tools appeared in the early 2010s (Schryver & Tal-
jard, 2007) (Sangawa et al., 2009) (Granger and Paquot, 2015), together with
systems that facilitate the manual compilation of dictionaries from corpora
(Bugakov, 2009) and systems that integrate parallel dictionaries with corpus
queries (Sangawa and Erjavec, 2012; Paquot, 2012).

Generally, an accuracy score is the only metric the scholars use to evalu-
ate the lemmatisation (Kanerva et al., 2020). The recent years, though, have
witnessed changes for similar tasks evaluation, such as multi-hypothesis tech-
nology for machine translation (Fomicheva et al., 2020).

- 978-90-04-70266-0
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16 AFANASEV AND LYASHEVSKAYA
3 Data

We conduct the experiments on two datasets, the first one being the un 2.7 0cs
dataset (Zeman et al., 2020). We start with training the model on its train part
(37 432 tokens). We perform the validation with dev (10 100 tokens) and prelim-
inary tests with test (10 031 tokens). Before lemmatising the corpus, we perform
the final training with both train and dev (47 532 tokens). UD 2.7 OCS consists
of a tagged Codex Marianus, one of the largest and most widely accepted ocs
canon texts.

The second dataset is the Kyiv Folia (also referred to as Kiev Folia, or Kiev
Missal), which is significantly smaller (1 342 tokens), highly dissimilar both
to other ocs texts (Kamphuis, 2020) and other ocs datasets, possessing two
additional classes of tokens. These are punctuation marks and alphabetical
digits (5~ ‘2'). The Kyiv Folia latest edition (Kyiv Folia) also required some
preprocessing, such as Asci1 > Old Church Slavonic Unicode transformation
(Afanasev, 2020), and PoS tagging (Uludogan, 2018) (Lyashevskaya, Afanaseyv,
2021). The Kyiv Folia language significantly differs from the language of Codex
Marianus by some phonetic features, such as *dj and *tj reflexes (Kamphuis,
2020): this also complicates the seq2seq lemmatisation, as the tokens that the
model is aware of from Codex Marianus become out-of-vocabulary (0ov), and
generally data becomes more noisy. We present the summary on datasets in
table 2.1.

TABLE 2.1 Summary on the datasets

Dataset Training Validation Test Overall  *tj/*dj Punc- Digits
tokens  tokens tokens  tokens reflexes tuation
number number number number marks
Codex Marianus 37432 10100 10031 47532 South Non- Non-
(UD 2.7 OCS) Slavic present present
Kyiv Folia - - 1342 1342 East Slavic Present Present
4 Experiment Settings

The model we employ is a hybrid system that joins rule-based, dictionary-
based, and neural network (RNN) modules, each working together. The neural
network is a recurrent seqzseq one, enhanced with an attention mechanism,

).
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Decoder
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originally used for machine translation (Sutskever et al., 2014) (Cho et al,
2014). The neural network encoder and decoder parts consist of long short-
term memory (LSTM) layers (Hochreiter and Schmidhuber, 1997). The model
workflow is in figure 2.1. The model decoder gets input (token), transforms it
into tensors, which then are processed by hidden layers with attention, and
the encoder transforms the results into output (lemma). We implement this
architecture via Keras API (Keras). The rules, the dictionary, and the neural
network are presumed to cover most of the tokens of the datasets described
in the previous section. We publish the source code for reproducibility pur-
poses.!

The model behaviour may be changed with the tuning of its hyperparamet-
ers, such as epochs number (defaults to 40), batch size (defaults to 128), hidden
dimensions number (defaults to 256), optimiser (the proposed is RMSprop
(Hinton et al., 2012)), loss (categorical cross entropy) and activation (softmax
(Goodfellow et al., 2016)) functions, as well as the patience of the early stopping
callback function (Prechelt, 1998) (by default, no early stopping).

A user may configure the model training in certain ways. For instance, the
model may split tokens into n-grams, with n given by a user (by default we
do not perform the split). The same may be executed for a lemma, if the user
provides the specific instruction (again, by default the model does not splitlem-
mata). For instance, if n equals 2, the word xopa6s ‘ship-acc’ (the lemma is
kopabas ‘ship’) is to be split into 2-grams xo, op, pa, a6 and 6s. If the user does

1 https://github.com/The-One-Who-Speaks-and-Depicts/OCS-corpus-lemmatiser
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18 AFANASEV AND LYASHEVSKAYA

not select alemma split, the training pairs are ko—xopa6as, op—ropabas, and
so forth until 6s—ropa6as. If the user selects a lemma split, the lemma is also
split into 2-grams ko, op, pa, a6, 64, 2, and the pairs are ko—rxo, op—op, and
so forth until 66—06.1. As alemma is longer than a token, the last pair is # (with
# meaning empty symbol)—ue.

If the model trains on n-gram pairs, it may form a prediction in two differ-
ent ways. The first one is taking the first letter of each predicted n-gram except
the last, which is taken as a whole (back approach). The second is vice versa,
taking the whole first n-gram, and then the final letter of all the following n-
grams (a forward approach, the default one). In such a way, the predictions
acu, um, 1a are more accurate for getting the lemma scuna ‘vein’ with the back-
wards approach (here the model yields a correct option sxusa, and not scuma).
Another set of predictions, a#u, ua, ma is going to perform better with the for-
ward option switched on (yet again the model yields s#uza as compared to
HeuMa).

A quasi-stemming technique is stripping both the word and its lemma of
every letter but the last stem letter and the inflection (for instance, for the
pair sawuxs ‘yours-GEN'—saww ‘yours' the result is the pair wuxs—uw), these
being used for training. We prohibit the use of quasi-stemming, if a token is
formally equal to its lemma (for instance, pa6s ‘slave-Acc’—pa6s ‘slave’). The
model does not perform quasi-stemming by default.

The model may also employ the technique of using additional informa-
tion, a token PoS tag, acquired via an HMM-based hybrid tool presented in
Lyashevskaya and Afanasev (2021). For instance, the pair epaua ‘doctor-GEN'—
épaus ‘doctor’ transforms into spauaN 0 UN—epaus.

Unfortunately, there is no possibility to enhance the model architecture with
linguistically-aware custom loss functions, such as Damerau-Levenshtein dis-
tance (Damerau, 1964) (Levenshtein, 1966 ). The loss function in Keras does not
deal with the input and the output directly, but with its transformed tensor
representation, and there is not much sense in using any string similarity meas-
ures with these objects. The same nuances of Keras’s internal structure block
the possibility of using the Levenberg-Marquardt algorithm presented and
enhanced in (Levenberg, 1944) (Marquardt, 1963).

The attempts at using a new activation function, mellowmax (Kavosh and
Littman, 2017), also fail. Mellowmax is primarily used in reinforcement learn-
ing cases, and the case presented in the paper is not one of them. In addition,
mellowmax is tested against a very specific architecture, designed for very spe-
cific purposes, and it is not a seqzseq transformation.

).
)

via Vienna Unive

0-04-70266-0

06:04:22AM

rsity Library



STRING SIMILARITY MEASURES FOR EVALUATING THE LEMMATISATION 19
5 Evaluation Methodology

There are two different ways that we evaluate the model performance. There
is no gold tagging for the Kyiv Folia dataset, so we evaluate its lemmatisation
manually. On the contrary, the UD dataset possesses the gold tagging, and we
score its efficiency automatically via two steps.

For the first step, we acquire the accuracy score, the simplest of all metrics to
implement (Milintsevich, Sirts, 2020) (Akhmetov et al., 2020). We employ this
metric mostly for the comparison with the other lemmatisation models, like
the ocs lemmatisers that already exist (Podtergera, 2016), as well as the univer-
sal lemmatisers (Straka et al., 2017) (Bergmanis and Goldwater, 2018) (Kanerva
et al,, 2018). But we do not treat its results, though helpful for general assess-
ment of model performance, as a clear-cut solution.

Accuracy score, despite its ability to push any model to its limits, lacks
insightfulness in three critical aspects. Accuracy score is strictly binary. If a
model generalises better (capturing most of token change paradigms), but
is more likely to produce insignificant errata, the accuracy score evaluates it
worse than the model that generalises poorer, but fits better for just the most
frequent token change paradigms. Accuracy score fines a seq2seq model that
generates output character-by-character even if most mistakes are one letter
substitution, addition, deletion, or transposition. The final issue is that accur-
acy score does not provide a researcher with insights on what are the most
common and/or the most critical erroneous patterns that the model repro-
duces. All these issues constitute the critique of the existing evaluation meth-
ods, having sparked in recent years in NLP in general (Ethayarajh and Jurafsky,
2020), and some specific branches (Stringham and Izbicki, 2020) (Gupta et al.,
2020).

We propose alternatives to the accuracy score for lemmatisation evaluation:
string similarity measures. These metrics compare gold string and predicted
string character-by-character, which is a more fine-grained approach. There
are different string similarity measures. Some of them, like Hamming distance
(Hamming, 1950) that compares equal strings, are not fit for evaluating lem-
matisation (lemma and token are rarely of equal size). Others, like the longest
common substring, require significant enhancements, like attention to the pos-
ition of the match between the prediction and the gold lemma.

The string similarity distance that we use for evaluation is Levenshtein dis-
tance (Levenshtein, 1966). It counts additions, deletions, and substitutions
between two strings. Some works have already implemented the Levenshtein
distance (Kanerva et al,, 2020) (Metheniti et al., 2020) (Zalmout and Habash,
2020), with some attempts of enhancing it (Znamenskij. 2017) (Ganesh et al.,

).
)
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20 AFANASEV AND LYASHEVSKAYA

2020). However, the enhancements have not yet been adopted and tested as
a full-fledged metric, so we cautiously avoid their implementation. The only
enhancement we use is the other well-established metric, Damerau-Leven-
shtein distance, that adds transposition to the possible set of operations (Dam-
erau, 1964).

As an alternative, we propose Jaro-Winkler distance (Jaro, 1989) (Winkler,
1990), which is similar to Levenshtein distance but penalises a model that gen-
erates incorrect beginnings of strings. This helps to check whether the model
understands the concepts of lemmatisation (via strong fines of the randomly
generated strings) and suppletion (a model will score lower, if it uses regular
token change rules for irregular paradigms).

To evaluate the results of a model on the dataset, we use the mean for each
of the metrics, including accuracy score. For string similarity measures, we
also normalise the results by getting rid of outliers (Grubbs, 1969). Normalisa-
tion is helpful for the evaluation of poorer performing models. It helps to test
whether their performance is due to the lack of training data, with an over-
all score being low but normalised string similarity measures being close to the
non-normalised, or due to the overfitting, with overall score being high, but nor-
malised string similarity measures being much lower that the non-normalised
ones. In the latter case, the model clearly memorised the exact input-output
pairs.

We provide the short summary of methods and their contribution to overall
evaluations in table 2.2.

TABLE 2.2 Evaluation methods and their contribution

Method Short description Contribution

Accuracy score Binary comparison of whether The most popular metric that
the gold and predicted string allows for comparison against
match other models

Levenshtein distance ~ Counting additions, deletions, A more fine-grained evaluation

and substitutions between gold ~ that provides the researcher with
and predicted string insights on the particular lemmat-
isation patterns that a model under
consideration produces
Damerau-Levenshtein ~ Counting additions, deletions, Provides the researcher with a
distance substitutions, and transpositions more detailed account as com-
between gold and predicted string pared to the Levenshtein distance
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TABLE 2.2  Evaluation methods and their contribution (cont.)

Method Short description Contribution

Jaro-Winkler distance ~ Counting transpositions between Checks how well the model cap-

gold and predicted string with tures the essence of lemmatisation
prefix index that controls for the  including suppletion phenomenon
correct beginning

Normalisation Counting the mean metric score  Divides the models that learn
without outliers input-output pairs from the models

that learn lemmatisation rules.

We compare the results with the baseline that utilises the lemma-as-token
approach. With the use of the baseline, the lemma for pacnama ‘crucified’ is
pacnama itself, not the expected pacnamu ‘crucify’.

The second step of the evaluation process is the errata analysis. We restrict
ourselves to the most significant errata that we extract with outlier recognition
methods (Grubbs, 1969) from the results of Damerau-Levenshtein and Jaro-
Winkler distances. During the testing process, we save them into a separate file
and manually classify and analyse them on the basis of the linguistic informa-
tion.

6 Results and Analysis
The baseline is alemma-as-token approach, a script that takes each token as its
own lemma. Table 2.3 presents the results of how the baseline has been evalu-

ated by all the proposed metrics.

TABLE 2.3 The baseline evaluation results

Metrics A L(R) L(N) D-L(R) D-L(N) JW(R) JW(N)

Baseline 29.24% 3.86 3.73 1.77 1.74 0.77 0.86

Notes: Results are rounded to 2 decimal places. A = Accuracy score, L = Levenshtein distance, D-L
= Damerau-Levenshtein distance, ]-W = Jaro-Winkler distance, R = raw, and N = normalised.
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22 AFANASEV AND LYASHEVSKAYA

TABLE 2.4 The evaluation results of models1 and 2

Metrics A L(R) L(N) D-L(R) D-L(N) JW(R) JW(N)

47.76% 113 11.3 9-37 9.37 0.57 0.57
2 47.76% 11.64 11.64 9.71 9.71 0.55 0.55

Notes: The best results for each metrics are highlighted in bold. If two or more models share the
best results, these are italicised.

The metrics demonstrate disagreement. Accuracy score and Levenshtein dis-
tance demonstrate low efficiency of the baseline method. Damerau-Leven-
shtein distance, on the other hand, shows that character transposition causes
a high percentage of errata, which in baseline conditions means that a lot of
word changing paradigms involve two symbols being swapped. Jaro-Winkler
distance metric is relatively low: suppletive forms, like s ‘I-acc’ from asz
T, are quite frequent in the dataset. Normalised metrics support the hypo-
thesis.

We start to prepare the seq2seq model that we are going to test against the
baseline. We do this via the selection of the training parameters. The initial
configuration does not employ any particular heuristics, like early stopping,
quasi-stemming, or prediction with PoS information. The batch hyperpara-
meter equals 128. The models form lemmata by 2-grams. The lemma generation
priority is the forward one: we take the first 2-gram as a whole, and then add the
second character of each new generated 2-gram. The second configuration has
the backwards lemma generation priority: we obtain the first character from
each generated n-gram, starting with the first, and then we use the final 2-gram
as a whole.

We present the results in table 2.4.

The configurations fail by each metric. The accuracy score comparison helps
to decide whether to use forward or backwards lemma generation priority for
the later experiments.

Each metric judged the results of the models quite harshly. The accuracy
score suggests that the models carried out the task similarly, and it is unclear
whether the backwards lemma generation priority actually enhanced or dam-
aged the performance. Models do not stop generalising, as the same values
for raw and normalised metrics show. However, they do not generalise enough
even for this dataset, they just generate random sequences: the extremely low
Jaro-Winkler distance value is a proof of such behaviour. Overall, string similar-
ity measures demonstrate slightly worse behaviour of a model with a backward
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TABLE 2.5 The evaluation results of models1and 3

Metrics A L(R) L(N) D-L(R) D-L(N) JW(R) J-W(N)
1 47.76% 11.3 11.3 9.37 9.37 0.57 0.57
3 18.3% 21.07 24.98  20.33 24.98 0.33 0.33

TABLE 2.6 The evaluation results of models1and 4 to 10

Metrics A L(R) L(N) D-L(R) D-L(N) JW(R) J-W(N)
1 47.76% 11.3 11.3 9.37 9.37 0.57 0.57
4 51.88% 9.91 9.91 7.81 7.81 0.65 0.65
5 56.71% 12.79 12.79 10.5 10.5 0.67 0.67
6 62.1% 11.1 11.1 8.59 8.59 0.69 0.69
7 67.77% 11 11 8.26 8.26 0.74 0.74
8 73.05% 9.34 5.41 6.39 1.76 0.79 0.79
9 77.47% 8.75 4.02 5.61 24.92 0.81 0.43

10 84.52% 4.45 4.4 1.03 6.66 0.85 0.77

lemma generation priority. For the further experiments, we will use the forward
lemma generation priority.

The second experiment introduces an alternative method of predicting the
lemma from each n-gram of the given token. Here, each metric significantly
decreases, which shows that the n-grams themselves do not provide enough
information for the seq2seq model. String similarity measures show that, gen-
erally, the model demonstrates extremely poor results. The almost exact coin-
cidence between Levenshtein and Damerau-Levenshtein distance scoring res-
ults highlight these. It means that there are hardly any transposition errors.
The models either add or delete too many symbols or generate completely
wrong output. The rare cases of transpositions errors (as the results of the
Damerau-Levenshtein distance measurement are slightly better than the res-
ults of the Levenshtein distance measurement) are positive outliers: the nor-
malised Levenshtein and Damerau-Levenshtein distance scores are identical.
We show the results in table 2.5,

Table 2.6 demonstrates an incrementing of » in n-grams parameter. We start
with minimal n=2 (setup 1). We increase n by 1 for the following 6 (4 to 9) exper-
iments, achieving maximal n=8 (that captures almost every word in the dataset
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as a whole). The last experiment in the series (10) uses n=length(¢), where ¢ is a
token that we lemmatise.

We see the general tendency for all the metrics to score higher with the incre-
mentation of n: an accuracy score gets closer to 100 %, Jaro-Winkler distance—
to 1, and Levenshtein and Damerau-Levenshtein distances—to o.

However, the only metric that behaves in a robust way is the accuracy score.
This is due to the hybrid nature of the lemmatiser, mainly its dictionary part.
The model gets to remember significantly more words with each increase in the
maximal length of n-grams. So, the question of which neural network module
of model 10 actually performs better than the others, is left open. Models 1 to
7, despite demonstrating robust behaviour (there were no outliers), have not
achieved great success, demonstrating mediocre results.

Model 10 (which does not split words into n-grams of any kind) demon-
strates the best results in accuracy score and each of the raw string similarity
measurements. However, normalised string similarity metrics show that the
model has quite a number of positive outliers in the results. It seems to be over-
fitting, and, probably, relies only on the inner dictionary.

Model g (that splits words into 8-grams) is the best one by normalised Leven-
shtein distance, and the normalised Levenshtein distance score for it is far less
than the raw one, which means that at least some of the outliers are negat-
ive ones. Yet, its normalised Damerau-Levenshtein distance measurements are
very high, and the Jaro-Winkler ones are very low, both being among the worst
in this series of experiments. This may signal that the model does not behave in
a very robust way. Moreover, it actually performs worse than the accuracy score
shows, as this metric does not take outliers into consideration. In addition, very
high mean raw Jaro-Winker distance suggests that the positive outliers are the
words for which the starting n-grams are predicted better. It is clearly the dic-
tionary module that helps this model to achieve its high accuracy score. It is
a crucial fallacy for the task of lemmatisation of the Old Church Slavonic-like
languages as they are very heterogeneous.

Model 8 (that splits words into 7-grams) is the least successful by the cri-
terion of accuracy among those three. However, its behaviour seems to be more
robust. Its raw and normalised Jaro-Winkler distances are identical, so there are
no outliers by these metrics, and, probably, the model is equally good at predict-
ing n-grams at the end and at the beginning of the word. Its normalised mean
Jaro-Winkler distance is the best among all the models. Its raw Levenshtein and
Damerau-Levenshtein distances values are quite low. But the most important
fact here is that the outliers among these models’ predictions are exclusively
negative and quite rare. Normalised mean Damerau-Levenshtein distance is
the lowest one in this series of experiments.
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TABLE 2.7 The evaluation results of models 8, 10, and their modifications

Metrics A L(R) L(N) D-L(R) D-L(N) JW(R) JW(N)

8 73.05% 9.34 5.41 6.39 1.76 0.79 0.79
10 84.52%  4.45 4.4 1.03 6.66 0.85 0.77
11 73.05% 9.96 9.96 7.01 7.01 0.75 0.75
12 84.52% 6.94 4.01 3.52 22.7 0.87 0.48
13 73.05% 885 8385 5.9 5.9 0.77 0.77
14 84.52% 6.2 4.4 2.78 17.95 0.9 0.45
15 73.05% 587 4.87 2.92 1.66 0.79 0.79
16 84.52% 6.5 4.01 3.08 19.92 0.9 0.45

Thus, the two most advanced metrics show that mode 81 is the most robust
if not the best one. However, by most metrics and by accuracy score the best
model is the 10th one. There is no obvious choice, and in the next series of
experiments we attempt at both stabilising model 10 and enhancing the func-
tionality of the 8th one. Model 11 implements joining PoS tag to model 8, the
12th one is the same augmentation implementation for model 10. Models 13 and
14 introduce quasi-stemming for the models in the same order, and models 15
and 16 join these two techniques together. The results are in table 2.7.

It still seems to be unclear which architecture performs better.

The models that we trained on full tokens still demonstrate a much better
accuracy score. However, they show an increasing lack of stability, with the dif-
ference between raw and normalised metrics going significantly upwards with
possible modifications. What is more, the actual instability of the model, sim-
ilar to the 8-gram one, is revealed by the Damerau-Levenshtein distance and
the Jaro-Winkler distance measurement results, with normalised metric values
getting much higher than the raw ones.

On the contrary, the model that learns on 7-grams becomes more robust,
with differences between raw and normalised Levenshtein and Damerau-
Levenshtein distances becoming smaller. In the case of Damerau-Levenshtein
distance, it eventually provides the lowest result among all the models. Jaro-
Winkler distance measurements do not contain any outliers, and the normal-
ised one remains the best among all the experiments.

Thus, the model that trains on 7-grams with PoS addition and quasi-
stemming implementation demonstrates the most robust behaviour with the
tendency of becoming more robust and effective. We use this architecture in
further experiments.
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TABLE 2.8 The evaluation results of model 15 and its enhancements

Metrics A L(R) L(N) D-L(R) D-L(N) JW(R) JW(N)

15 73.05% 587 4.87 2.92 1.66 0.79 0.79
17 73.05% 513 5.08 2.17 1.45 0.74 0.74
18 73.05% 5.13 5.07 2.17 1.47 0.74 0.74
19 73.05% 8.98 8.98 6.02 6.02 0.77 0.77
20 73.05% 8.62 8.62 5.67 5.67 0.77 0.77
21 73.05% 9.08 9.08 6.12 6.12 0.76 0.76
22 73.05% 8.99 8.99 6.03 6.03 0.8 0.8

23 73.05% 513 5.08 2.18 1.45 0.74 0.74

These experiments consist of adjusting the models’ hyperparameters, name-
ly batch size increase and decrease and the early stopping implementation. The
results are in table 2.8.

The experiments 17 to 20 introduced the changing of the batch size to 64,
256, 512, and 32 respectively. Only the 256 and 64 batch models show some sort
of growth above the results of the original model with the batch size of 128.
They show some decrease in the Jaro-Winkler distance measurement results,
while being compared to the original model, and normalised Levenshtein dis-
tance is higher for them. However, they also demonstrate a decrease in both
raw and normalised Damerau-Levenshtein distance measurement results. It is
impossible to tell which model actually performs better.

To resolve this issue, we introduce early stopping for each model. We use
the early stopping of 2, 3, and 4 epochs, with the former not having enough
time to fire out during the course of the experiment. Thus, experiment 21 is the
early stopping of 2 epochs for the model with batch size 128, the experiment
22—with the batch size of 64, and the experiment 23—with the batch size
of 256. These experiments do not demonstrate any sort of increase. At their
best, the models either grow by just some metrics or remain robust. Model
22 actually shows an increase in the Jaro-Winkler distance, which, in addi-
tion to other string similarity metrics results worsening, shows that it was bet-
ter in predicting only the beginning of the lemma. Model 21 scores the worst
among three. The model 23 score demonstrates an insignificant decrease in the
normalised Levenshtein distance and the raw Damerau-Levenshtein distance
results. However, it performs better, according to the normalised Damerau-
Levenshtein distance results. There is no best model here, only the most robust
one, the batch size of which is 256. As it demonstrates better results by the
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TABLE 2.9 The evaluation results of the baseline model and model 18

Metrics A L(R) L(N) D-L(R) D-L(N) JW(R) JW(N)
Baseline 29.24% 3.86 3.73 1.77 1.74 0.77 0.86
18 73.05% 5.13 5.07 2.17 1.47 0.74 0.74

stricter Levenshtein distance metrics without early stopping, we compare it
with the baseline in table 2.9.

Model 18 shows a better accuracy score and a slightly better normalised
Damerau-Levenshtein distance score. However, for every other metric there is
a significant loss in quality, if we compare the model with the baseline. As the
metric of normalised Damerau-Levenshtein distance shows better results, we
may not be sure that the hybrid model is relying only on its dictionary part.
Higher Jaro-Winkler distance scores of the baseline show that the baseline is
(naturally) better at predicting the beginnings of the lemmata. It just gener-
ates them in any case but the suppletive ones. Model 18 is not perfect, but it
seems to be robust and effective enough for tests on the heterogeneous data-
sets.

There are different ways of classifying model 18 outliers. These may be
the value (from 1 to 18), the metrics themselves (Levenshtein vs. Damerau-
Levenshtein, there are no outliers by the accuracy score, or the Jaro-Winkler
distance), or the PoS distribution. The model makes mistakes only in nouns
(such as urepoycarums Jerusalem’), verbs (nprdsaazamu ‘to suggest’), includ-
ing participles (6.azocaosaens ‘blessed’), adjectives (camaprubcxs ‘Sama-
rian’). There is even one compound numeral (dssa.ra.decame ‘12’). The one
possible explanation is that there is some sort of correlation between syn-
tactic freedom of words and the model error rate. However, we propose a much
more trivial and, at the same time, probable explanation. These words are long,
they are no less than 10 characters in length. The tokens themselves are out-
liers by some metrics, so are the evaluation results of the model that processes
them. This may be supported by the evidence of predictions. They are split
into two kinds: the empty sequence (cf. gold csendnmeascmeosamu ‘to wit-
ness’ / predicted (empty)), and the sequence of symbol w, continued by the
different number of point punctuation marks (cf. gold racmassruxs ‘teacher’
| predicted we./we..[ut... [ut....[w..... (meaningless)’). We may see that the predic-
tions themselves are quite short, the longest prediction is less than 10 symbols
in length. This leads to the conclusion that the model struggles with generating
long lemmata from longer input tokens.
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To test this hypothesis, we use the new dataset, Kyiv Folia. To work with
this data that contains new kinds of tokens, such as punctuation marks and
numbers, we enhance the model with rules that treated punctuation marks
and numbers as their own lemmata, which seems to be the sole correct solu-
tion linguistically, as there are no full gold data for this corpus that is both
accessible and machine-readable. The best option is the Manuscript project
(Manuscript), which human researchers may refer to, while evaluating the
model results, but not the machine itself. Thus, the further analysis is more
qualitative than quantitative.

After we lemmatise Kyiv Folia, we load it into a special system for auto-
matically creating a dictionary from a chosen set of texts that are present in
the corpus. This system is written in C# (web application backend, ASP.NET
Core, Razor Pages) and JavaScript (web application frontend, mostly jQuery,
with some VanillaJS elements) and may integrate different modules in Python.
This kind of fully automated conversion from dictionary to corpus has not been
widely attempted by linguists previously.

The created thesaurus helps to shape the data to the better form for analysis.
With words, grouped by the lemmata, one may observe, where the main mis-
takes are made and of what types they are. An example of the thesaurus unit is
provided in the listing below:

The dictionary unit xs ‘towards’
- Kp

— KB ADP

— KB ADP

— KB ADP

Generally, the model demonstrates some sort of ability to generalise (as in
ks ‘towards’ in listing 1), and the rules overall tend to work with accuracy,
close to 100% (with digits like ~5~ ‘2 or punctuation marks, such as :.: ‘five
points’).

However, there are occasional fallacies, when the model produces output
similar to sigenHooweeRRRARRAYYUYYY ‘(meaningless). This implies that the
model does not know exactly how to react for the inputs that are significantly
different from the train dataset. What is more, this reaction does not depend
on the input token length.

There is a pattern: the overfit model tends to produce shorter wrong pre-
dictions on the test data, and much longer wrong predictions on the out-of-
domain data (the Kyiv Folia is certainly out-of-domain for Old Church Slavonic
(Lyashevskaya and Afanasev, 2021)). The possible explanation is that the algo-
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rithm is stopping earlier when the neural network recognizes the wrong pat-
tern, and later, when it does not know a lot of patterns within the data.

7 Conclusion

The paper presents a set of new possible evaluation metrics for the Old Church
Slavonic lemmatiser model. We use the metrics to tune it to be the most robust
and scalable of all the possible options.

Each of the introduced metrics proves its usefulness in evaluation of the
neural network part of the model. Generally, Damerau-Levenshtein distance
is the one that motivates the decision to choose this or another architecture.
Levenshtein distance helps to better see the failures of the model. Jaro-Winkler
distance helps to deduce, whether the model captures the essence of the lem-
matisation concept for languages like Old Church Slavonic.

The results of the metrics help to pick the best model to predict on the het-
erogeneous data, which assists in building the corpus-based dictionary of an
Old Church Slavonic document, Kyiv Folia. This dictionary, having been built
automatically, highlights the typical model errors.

Overall, the implementation of the new metrics is successful. Figure 2.2
shows their dynamics and how the model has been transforming into more
and more robust, complex architecture. The system seems to lack an overall
accuracy compared to previous UD lemmatisers (Straka et al., 2017) (Bergmanis
and Goldwater, 2018) (Kanerva et al., 2018). However, it is better adapted to the
out-of-domain texts from the ocs corpus. Overall accuracy on Kyiv Folia goes
over 50 %, with significantly (up to 60 %) higher results for punctuation marks,
digits, and fragmentary tokens that get to 100%. UD lemmatisers stay under
the 50 % threshold, as they are unable to recognize new classes. Thus, the rule-
based part of the system partly eliminates one of the most significant failures of
the encoder-decoder neural network part of the system, the inability to work
with different inflection models, none of which is prevalent in the language
(McCurdy et al., 2020).

The main shortcoming of the system is generating sequences precisely char-
acter by character, without actually learning inflection paradigms. One of the
main proofs is the correlation between the increase of accuracy by all the met-
rics with the increase of the characters’ number in the generated sequences.
A possible future solution is to use character-level generalised embeddings,
retrieved from Codex Marianus, thus enabling the model to benefit from the
previously inaccessible enhancement (Jinman et al., 2020). Otherwise, the sys-
tem needs complete redesign and augmentation with the possibility to gen-
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erate sequences of character n-grams, not just characters themselves (Qi et
al., 2020). It is likely that the emerging technique of historical text normal-
isation improves the results of the system as well (Makarov and Clematide,
2020).
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