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Abstract

The Gamma-Theta Conjecture states that if the domination number of
a graph is equal to its eternal domination number, then it is also equal to
its clique covering number. This conjecture is known to be true for several
graph classes, such as outerplanar graphs, subcubic graphs and Ck-free
graphs, where k ∈ {3, 4}. In this paper, we prove the Conjecture for the
class of planar graphs.
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1 Introduction

In this paper, all graphs are finite, simple and undirected. Let G be a graph with
a vertex set V (G) and an edge set E(G). A set D ⊆ V (G) is called dominating if
every vertex not from D has a neighbor in D. An eternal dominating set of G is a
dominating set that can defend any infinite series of vertex attacks, where an attack is
defended by moving one guard along an edge from its current position to the attacked
vertex. In other words, a dominating set D ⊆ V (G) is eternal dominating in G, if
for every sequence v1, . . . , vs of s ≥ 1 vertices from V (G), there exist dominating sets
D0 = D,D1, . . . ,Ds and vertices u0 ∈ D0, u1 ∈ D1, . . . , us−1 ∈ Ds−1 such that the
vertex ui is adjacent to vi+1 and Di+1 = (Di \ {ui}) ∪ {vi+1} for all i ∈ [0; s − 1]. The
cardinality of a minimum dominating set (eternal dominating set) of G is called the
domination number (the eternal domination number) and denoted by γ(G) (γ∞(G)).
A set I ⊆ V (G) is called independent, if its vertices are pairwise nonadjacent. The
cardinality of a maximum independent set of G is called the independence number and
denoted by α(G). A clique cover of G is a partition of V (G) into cliques. The minimum
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possible number of cliques in a clique cover is called the clique covering number, and
denoted by θ(G).

The study of the eternal domination number started in [1], where the trivial relation
γ(G) ≤ α(G) ≤ γ∞(G) ≤ θ(G) was first mentioned. The inequality γ∞(G) ≤

(

α(G)
2

)

was

proved in [2] for all graphs G. In [3] graphs G′ were found such that γ∞(G′) =
(

α(G′)
2

)

.
In [4], the inequality γ∞(G ⊠H) ≥ α(G) · γ∞(H) was obtained (here G ⊠H denotes
the strong product of graphs G and H).

In this paper, we study the eternal domination model known as one guard moves.
There is another well-known model all guards move, which was introduced in [5] (in this
model all guards are allowed to move to a neighboring vertex after each attack). There
are also some generalizations like oriented [6] and fractional [7] eternal domination. See
a survey on eternal domination in [8].

Following [9], we call a graph G maximum-demand, if γ∞(G) = θ(G). The following
open problems are of interest:

Problem 1. Characterize the class of maximum-demand graphs.

Problem 2 (The Gamma-Theta Conjecture). Prove that every graph G such that
γ(G) = γ∞(G) is maximum-demand.

We summarize the known results on these problems in the following theorems.

Theorem 1. All graphs from the following classes are maximum-demand:
(a) [1] Perfect graphs;
(b) [1] Graphs with the clique covering number at most 3;
(c) [9] K4-minor-free graphs;
(d) [9] The cartesian products Cm�Pm, Cm�Cn for all m,n ≥ 1.
(d) [10] Circular-arc graphs;
(f) [11] Graphs with at most 9 vertices;
(g) [11] Triangle-free graphs with at most 12 vertices;
(i) [11] Planar graphs with at most 11 vertices;
(j) [11] Cubic graphs with at most 16 vertices.

Theorem 2. The Gamma-Theta conjecture holds for the following classes of graphs:
(a) Maximum-demand graphs;
(b) Subcubic graphs [12];
(c) Triangle-free [12] and C4-free [13] graphs.

It was proved in [5] that not all graphs are maximum-demand and an example of
a graph on 11 vertices that is not maximum-demand was given. Later, in [11], it was
shown that the smallest such graphs have 10 vertices, the eternal domination number 3
and the clique covering number 4 (there are two such graphs up to isomorphism). It was
also shown in [11] that the smallest triangle-free graphs that are not maximum-demand
have 13 vertices (there are 13 such graphs up to isomorphism). To date, there are no
known examples of planar or cubic graphs that are not maximum-demand. Note that

2



all outerplanar graphs are maximum-demand, since every such graph is K4-minor-free.
It was proved in [14] that there are infinitely many graphs G such that G is maximum-
demand, but its prism (that is, the cartesian product G�K2) is not.

This paper proves the following fact:

Theorem 3. The Gamma-Theta conjecture holds for planar graphs.

We introduce a new technique based on θ-independent sets, that is, vertex subsets
with no two vertices from the same clique of a given minimum clique partition of a
graph. Supposing for a contradiction that a minimal (by the number of vertices) planar
counterexample G exists, we consider its minimum degree vertex v and the subgraph
G[N1(v)] induced by the vertices from the open neighborhood of v. The number of such
subgraphs (up to isomorphism) is relatively small, since the minimum vertex degree
of a planar graph is at most 5. This allows us to consider all possible subgraphs in
Lemmas 18–27 and 30–40 and conclude that a minimal counterexample does not exist.
Therefore, Theorem 3 follows instantly from the 21 lemmas mentioned above.

This paper is rather long. There are two main reasons for this. First, we need to
obtain a large number of auxiliary facts and properties in order to prove the main result.
Some facts about the structure of a minimal counterexample (Lemma 15 and especially
Lemma 17) are difficult to prove. Second, we have not found a universal approach to
check the configurations studied in Lemmas 18–27 and 30–40. Hence we have to use
slightly different approaches for different configurations, also leading to a lengthy proof.

2 Terminology

2.1 Basics

Let G be a graph. Denote by δ(G) (∆(G)) the minimum (maximum) vertex degree
of G. A vertex with degree 0 is called isolated ; a vertex with degree 1 is called pendant.
Let v ∈ V (G) and k ≥ 1. Denote by Nk(v) (Nk[v]) the set of all vertices on distance
exactly k (at most k) from v. For a nonempty set U ⊆ V (G) let Nk(U) = ∪u∈UNk(u)
and Nk[U ] = ∪u∈UNk[u]. We use the notation GU = G \N1[U ]. If U = {u}, we write
Gu instead of G{u}; if U = {u, v}, we write Gu,v instead of G{u,v}.

Let A,B ⊆ V (G). We say that A dominates B, if every vertex from B has a
neighbor in A. If A = {a}, we say that a dominates B. Let v ∈ V (G) and W ⊆ V (G).
We say that v is adjacent (not adjacent) to W if v has a neighbor (does not have a
neighbor) in W . Denote by G[W ] the induced subgraph of G with the vertex set W . A
graph G is called H-free if it does not contain a graph H as a subgraph.

Let G be a plane graph and C be its cycle. Denote by int(C) (ext(C)) the set of
vertices inside (outside) C. Let Int(C) = G[int(C)] and Ext(C) = G[ext(C)]. If both
int(C) and ext(C) are nonempty, C is said to be separating. We call an edge ab ∈ E(G)
separating, if the induced subgraph G \ {a, b} is disconnected.

Denote by IS(G),DS(G),MDS(G), EDS(G),MEDS(G) the families of all inde-
pendent, dominating, minimum dominating, eternal dominating and minimum eternal
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dominating sets of G, respectively. Likewise, denote by CP (G) and MCP (G) the fam-
ilies of all clique partitions and minimum clique partitions of G, respectively.

We call a graph G critical, if it is a smallest by the number of vertices planar graph
such that γ(G) = γ∞(G) < θ(G).

2.2 θ-independent sets

Let G be a graph and C ∈ MCP (G). Call a nonempty set S ⊆ V (G) θ-independent in C
if no two vertices of S belong to the same member of C. We say that S is θ-independent
in G if there exists a family C′ ∈ MCP (G) such that S is θ-independent in C′. Note
that every nonempty independent set J ⊆ V (G) is θ-independent in G, but the converse
is not true.

Consider the graph H on a Fig. 1 and its MCP C = {{u1, u4}, {u2, u5}, {u3, u6}}.
The set {u1, u3, u5} is independent. The set {u1, u2, u3} is not independent, but it is θ-
independent in C. The set {u1, u3, u4} is not θ-independent in C but it is θ-independent
in H, since there exists another MCP C′ = {{u1, u2}, {u4, u5}, {u3, u6}}, such that
{u1, u3, u4} is θ-independent in C′. Finally, the set {u1, u2, u4} is not θ-independent
in H, since for every family C∗ ∈ MCP (H) either {u1, u2} ∈ C∗ or {u1, u4} ∈ C∗.

Fig. 1. The graph H

2.3 Strategies

Let G be a graph and D ∈ DS(G). Call an attack sequence (AS) a finite sequence A of
vertices from V (G). A triple (G,D,A) is called a strategy. A strategy (G,D,A) is said
to be losing, if the guards from the set D can protect the vertices of G from a sequence
of attacks A, and winning otherwise. More formally, a strategy (G,D, v1 . . . vk) is losing,
if for all i ∈ [1; k] there exist sets Di ∈ DS(G) and vertices ui ∈ Di−1 ∩N1[vi] such that
Di = (Di−1 \ {ui}) ∪ {vi}. Here D0 = D.

Consider the graph H on a Fig. 1 and its dominating set D = {u2, u5}. It is easy
to see that the strategy (H,D, u1u2u3) is losing. However, the strategy (H,D, u1u3) is
winning, hence D is not eternal dominating in G.

Remark 1. Note that the set D is eternal dominating in a graph G, if and only if
for every AS A the strategy (G,D,A) is losing.
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3 Preliminary results

3.1 Planar and outerplanar graphs

Lemma 1. Let G be a planar graph and uv ∈ E(G). Moreover, let N1[u] \ N1[v] =
{u1, . . . , up} and N1[v] \N1[u] = {v1, . . . , vq}. Then the following holds:

(a) If p, q ≥ 2, then there exist integers i ∈ [1; p] and j ∈ [1; q] such that uivj /∈ E(G).
(b) If p, q ≥ 3, then there exist integers i, i′ ∈ [1; p] and j, j′ ∈ [1; q] such that i < i′,

j < j′ and uivj, ui′vj′ /∈ E(G).

Proof. The first statement of the lemma is obvious, since G does not contain K3,3 as a
subgraph. We now prove the second statement. Assume that u1v1 /∈ E(G). Then, by
the first statement, there exist integers i′ ∈ [2; p] and j′ ∈ [2; q] such that ui′vj′ /∈ E(G),
as required.

Lemma 2. Let G be a planar graph with a separating cycle C such that |int(C)| ≥ 2
and every vertex of Int(C) has a neighbor in C. Then Int(C) has a pair of nonadjacent
vertices with at least δ(G) − 2 neighbors in C.

Proof. The subgraph Int(C) is outerplanar, since every its vertex has a neighbor in C.
It is well-known that every outerplanar graph with at least 4 vertices has a pair of
nonadjacent vertices with degrees at most 2. Hence Int(C) has a pair of nonadjacent
vertices x, y with degrees at most 2. Then both x and y have at least δ(G)−2 neighbors
in V (G) \ int(C), as required.

3.2 Eternal dominating sets

First, we mention several known facts.

Lemma 3 ([1]). For every graph G we have γ(G) ≤ α(G) ≤ γ∞(G) ≤ θ(G).

Lemma 4 ([9], Preposition 11). Let G be a graph with a cutvertex v. Moreover, G is
obtained from graphs G1 and G2 by identifying vertices v1 ∈ V (G1) and v2 ∈ V (G2)
with v. If the graphs G1, G2, G1 \ v1, G2 \ v2 are maximum-demand, then G is also
maximum-demand.

Lemma 5 ([11], Observation 29). Every planar graph on 11 vertices or less is maximum-
demand.

Lemma 6 ([15]). Let H be an induced subgraph of G, then γ∞(H) ≤ γ∞(G).

Remark. Clearly, if H is an induced subgraph of G, then θ(H) ≤ θ(G). However,
this property does not hold for the domination number. Consider the complete bipartite
graph K1,n and its induced empty subgraph Kn. Then γ(Kn) > γ(K1,n) for all n ≥ 1.

We now prove a generalization of Lemma 6.
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Lemma 7. Let H be an induced subgraph of G, then the following holds:
(i) There exists a set D1 ∈ MEDS(G) such that |D1 ∩ V (H)| ≥ γ∞(H).
(ii) If γ∞(H) = γ∞(G), then for every induced subgraph H ′ of H, there exists a set

D2 ∈ MEDS(G), such that D2 ⊆ V (H) and |D2 ∩ V (H ′)| ≥ γ∞(H ′).

Proof. We prove the first statement. Consider a set D ∈ MEDS(G) such that the
cardinality |D ∩V (H)| is maximum possible. Suppose that |D ∩ V (H)| < γ∞(H), then
there exists an AS A such that the strategy (H,D ∩ V (H),A) is winning. Since no set
from MEDS(G) has more than |D ∩ V (H)| guards in V (H), the strategy (G,D,A) is
also winning, a contradiction.

We now prove the second statement. By the first statement, there exists a set
D1 ∈ MEDS(G) such that D1 ⊆ V (H). We now apply this statement to the graph H
and its induced subgraph H ′ and obtain a required set D2.

3.3 Graphs with γ < θ

In this subsection we obtain two sufficient conditions for a graph to have the dominating
number less than the clique covering number.

Lemma 8. Let G be a graph such that γ(G) = θ(G) and J ⊆ V (G) be its θ-independent
set. Then there exists a set J ′ ∈ MDS(G) such that J ⊆ J ′.

Proof. If |J | = θ(G), then J has a common vertex with every member of C, hence J ∈
MDS(G) and we can choose J ′ = J . If |J | < θ(G), select a vertex from every member
of C not intersecting with J and obtain a set J∗. Then J ∪ J∗ is θ-independent set in C
and |J ∪ J∗| = θ(G). Clearly, J ∪ J∗ ∈ MDS(G), thus we can choose J ′ = J ∪ J∗.

Lemma 9. Let G be a graph and C ∈ MCP (G). Moreover, let J be a θ-independent
set in C. If there exists a clique W ∈ C such that J dominates W and J ∩W = ∅, then
γ(G) < θ(G).

Proof. Since J ∩ W = ∅ and J is θ-independent in C, we have |J | ≤ θ(G) − 1. If
|J | = θ(G)− 1, then every member of C \ {W} intersects with J , thus J ∈ DS(G) and
γ(G) < θ(G), as required. Suppose that |J | < θ(G)− 1. If γ(G \W ) < θ(G \W ), then

γ(G) ≤ γ(G \W ) + 1 < θ(G \W ) + 1 = θ(G)

and we are done. Otherwise by the previous lemma there exists a set J∗ ∈ DS(G \W )
such that J ⊆ J∗ and |J∗| = θ(G) − 1. Then J∗ ∈ DS(G) and γ(G) < θ(G), as
required.

Remark 2. Lemma 9 implies that if γ(G) = θ(G) and C ∈ MCP (G), then all
members of C are maximal by inclusion in V (G). In particular, if G has no isolated
vertices, then C has no 1-vertex cliques.
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Lemma 10. Let G be a graph and v ∈ V (G) be its vertex satisfying one of the properties
(a)–(e). Then γ(G) < θ(G).

(a) v is adjacent to at least two pendant vertices;
(b) N1(v) = {u1, u2}, u1u2 /∈ E(G). Moreover, there exist vertices u′1 ∈ N1(u1) \

N1(u2) and u′2 ∈ N1(u2) \N1(u1).
(c) N1(v) = {u1, u2}, u1u2 /∈ E(G). Moreover, there exist nonadjacent vertices

x, y ∈ (N1(u1) ∩N1(u2)) \ {v}.
(d) N1(v) = {u1, u2}, u1u2 /∈ E(G). Moreover, min(deg(u1), deg(u2)) ≥ 4.
(e) N1(v) = {u1, . . . , us}, where s ≥ 3. Moreover, the vertices from N1(v) are not

pendant and N1(v) ∈ IS(G).

Proof. (a) Suppose v is adjacent to pendant vertices u1 and u2. Then u1u2 /∈ E(G) and
there exists a set D ∈ MEDS(G) such that {u1, u2} ⊆ D. However, (D \ {u1, u2}) ∪
{v} ∈ DS(G), thus γ(G) < γ∞(G) = |D| ≤ θ(G), as required.

(b) Consider a family C ∈ MCP (G) and its clique W ∋ v. Assume by symmetry
that W = {v, u1}. The set {u′1, u2} ∈ IS(G) is θ-independent in C and dominates
{v, u1}, thus γ(G) < θ(G) by the previous lemma.

(c) Consider a family C ∈ MCP (G) and its clique W ∋ v, assume that W = {v, u1}.
Clearly, one of the sets {u2, x} and {u2, y} is θ-independent in C and dominates {v, u1},
thus γ(G) < θ(G) by the previous lemma.

(d) It follows from (c) that the set (N1(u1) ∩ N1(u2)) \ {v} is a clique. Since G is
planar, |(N1(u1)∩N1(u2))\{v}| ≤ 2. Then both sets N1(u1)\N1(u2) andN1(u2)\N1(u1)
are nonempty; this contradicts (b).

(e) Consider a family C ∈ MCP (G) and its clique W ∋ v. Assume by symmetry
that W = {v, u1}. Since u1 is not pendant, there exists a vertex u′1 ∈ N1[u1] \ N1[v].
Since u2u3 /∈ E(G), one of the sets {u′1, u2} and {u′1, u3} is θ-independent in C and
dominates {v, u1}. Thus γ(G) < θ(G) by the previous lemma.

4 Properties of a critical graph

In this section we consider a critical graph G, that is, a minimal by the number of
vertices planar graph such that γ(G) = γ∞(G) < θ(G). In subsection 4.1 we obtain a
few simple facts and outline the proof of the main result. In subsections 4.2 and 4.3 we
prove more difficult structural properties.

4.1 Induced subgraphs

Lemma 11. Let W ⊆ V (G) be a nonempty clique, then γ∞(G) = γ∞(G \W ).

Proof. Suppose for a contradiction that γ∞(G) 6= γ∞(G \W ). Lemmas 3 and 6 imply
that

γ(G \W ) ≤ γ∞(G \W ) < γ∞(G).

Consider a set D ∈ DS(G \ W ) and a vertex w ∈ W . Clearly, D ∪ {w} ∈ DS(G),
hence γ(G \W ) = γ∞(G \W ) = γ(G)− 1. Consider a family C ∈ MCP (G \W ). Since
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C ∪ {W} ∈ CP (G), we have θ(G \W ) ≥ θ(G)− 1. Thus θ(G \W ) > γ(G \W ) and G
is not critical, a contradiction.

Lemma 12. For every edge uv ∈ E(G) neither N1[u] ⊆ N1[v] nor N1[v] ⊆ N1[u].

Proof. Suppose for a contradiction that N1[u] ⊆ N1[v]. Consider a set D ∈ DS(G \ v).
Clearly, D dominates v, then γ(G\v) ≥ γ(G). By Lemma 6, γ∞(G\v) ≤ γ∞(G), hence
γ(G \ v) = γ∞(G \ v) = γ(G). We now prove that θ(G) = θ(G \ v). Consider a family
C ∈ MCP (G \ v) with a clique W ∋ u. Clearly, the set W ′ = W ∪ {v} is also a clique,
hence (C \ {W}) ∪ {W ′} ∈ CP (G) and θ(G \ v) = θ(G). Therefore, G is not critical, a
contradiction.

Remark 3. Lemma 12 implies that for every vertex x ∈ V (G) the set N1[x] is not
a clique.

Lemma 13. For every nonempty set I ⊆ IS(G) we have

γ(GI) = θ(GI) = γ(G)− |I|.

Proof. Consider a set D ∈ MDS(GI). Clearly, D ∪ I ∈ DS(G). Therefore,

γ(G) ≤ γ(GI) + |I|. (1)

Let A be a sequence of all vertices from I in some order. If there exists a set
D ∈ MEDS(G) such that |N1[I] ∩D| < |I|, then the strategy (G,D,A) is winning, a
contradiction. Then for every set D′ ∈ MEDS(G) we have |V (GI)∩D′| ≤ γ∞(G)−|I|.
Lemma 7 implies that

γ∞(GI) ≤ γ∞(G) − |I|. (2)

Remind that γ(G) = γ∞(G) and γ(GI) ≤ γ∞(GI). It follows from (1) and (2) that
γ(GI) = γ∞(GI) = γ(G) − |I|. Since G is critical, γ(GI) = θ(GI), as required.

Remark 4. Lemma 13 implies that for every vertex a ∈ V (G) we have

γ(Ga) = θ(Ga) = γ(G)− 1.

Moreover, if b ∈ V (G) and ab /∈ E(G), then

γ(Ga,b) = θ(Ga,b) = γ(G) − 2.

Lemma 14. Let ab ∈ E(G) and Q = N1[a] ∩ N1[b], A = N1[a] \ Q, B = N1[b] \ Q.
Then the following is true:

(a) if G[Q] ∼= Km, where m ∈ [2; 4], then

γ(Ga,b) = θ(Ga,b) = γ(G) − 2. (3)

(b) if |Q| ≥ 4 and the condition (3) does not hold, then

γ(G \Q) = θ(G \Q) = γ(G)− 1. (4)
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Proof. Note that A,B 6= ∅ by Lemma 12. We now prove the first statement. Lemmas 6
and 13 imply that

γ∞(Ga,b) ≤ γ∞(Ga) = γ(G)− 1.

Clearly, if D ∈ MDS(Ga,b), then D ∪ {a, b} ∈ DS(G), hence γ(Ga,b) ≥ γ(G) − 2 and
γ∞(Ga,b) ∈ {γ(G) − 2, γ(G) − 1}.

Case 1. γ∞(Ga,b) = γ(G) − 2. Then γ(Ga,b) = γ(G) − 2. Since G is critical,
θ(Ga,b) = γ(Ga,b) and we are done.

Case 2. γ∞(Ga,b) = γ∞(G) − 1. By Lemma 11, γ∞(G \ Q) = γ∞(G). Thus by
Lemma 7 there exists a set D′ ∈ MEDS(G), such that

D′ ∩Q = ∅, |D′ ∩ (A ∪B)| ≤ 1. (5)

Since A ∩B = ∅, the set D′ does not dominate {a, b}, a contradiction.
We now prove the second statement. Again, it is easy to check, using Lemmas 6

and 13, that

γ(G)− 2 ≤ γ(Ga,b) ≤ γ∞(Ga,b) ≤ γ∞(Ga) ≤ γ(G) − 1.

Case 1. γ∞(Ga,b) = γ(G) − 2. Then γ(Ga,b) = γ∞(Ga,b). Since G is critical,
θ(Ga,b) = γ(Ga,b), thus the equality (3) holds, a contradiction.

Case 2. γ∞(Ga,b) = γ(G) − 1. Suppose that γ∞(G \ Q) = γ(G) − 1. Then it is
easy to see that γ(G \Q) = γ(G) − 1. Since G is critical, γ(G \Q) = θ(G \Q) and we
are done. Otherwise γ∞(G \Q) = γ∞(G). By Lemma 7, there exists a set D′ such that
the condition (5) holds. Again, D′ does not dominate {a, b}, a contradiction.

Corollary 1. Let vu ∈ E(G) and |N1(v) ∩N1(u)| ≤ 1. Then the following is true:
(a) If a set S ⊆ V (Gv,u) is θ-independent in Gv,u, then it does not dominate the set

N1[v] \N1[u] in Gu.
(b) No vertex w ∈ V (Gv,u) dominates the set N1[v] \N1[u] in Gu.

Proof. We prove the statement (a) (the statement (b) is its special case with |S| = 1,
which is often used in what follows). By Lemmas 13 and 14,

γ(G) − 2 = γ(Gv,u) = θ(Gv,u) < γ(Gu) = θ(Gu) = γ(G) − 1.

Note that V (Gu) \ V (Gv,u) = N1[v] \N1[u]. Suppose that some set S ⊆ V (Gv,u) is
θ-independent in Gv,u and dominates N1[v]\N1[u] in Gu. By Lemma 8, there exists a set
S∗ ∈ DS(Gv,u) such that S ⊆ S∗. Then S∗ ∈ DS(Gu) and, therefore, γ(Gv,u) ≥ γ(Gu),
a contradiction.

Remark 5. The main idea of the proof of Theorem 3 can now be roughly formulated
as follows. We use the following approaches to show that a given graph G′ is not critical:

• Find an independent subset X ⊆ V (G′) (usually |X| = 1) such that the subgraph
G′

X satisfies the condition of Lemma 9 or Lemma 10;

• For a vertex v ∈ V (G′) such that deg(v) = δ(G′), find a vertex u ∈ N1(v) and a
set S ⊆ V (G′

v,u) such that S is θ-independent in G′
v,u and dominates N1[v]\N1[u].
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4.2 Separating cycles

The following lemma allows us to consider, for a given separating cycle C of a critical
graph, a vertex from int(C) not adjacent to C.

Lemma 15. Let δ(G) ≥ 4 and C be a separating cycle of G. Moreover, C = u1u2u3 or
C = u1u2u3u4 and u4 is not adjacent to int(C). Then the following holds:

(a) if δ(G) = 5, then int(C) * N1[C];
(b) if δ(G) = 4 and int(C) ⊆ N1[C], then there exists a vertex w ∈ int(C) such that

G[N1(w)] ∼= C4.

Proof. If int(C) * N1[C], then there is nothing to prove. Suppose that int(C) ⊆ N1[C].
Clearly, the graph Int(C) is outerplanar. Lemma 2 implies that there exist two vertices
from Int(C) with at least δ(G)−2 neighbors in {u1, u2, u3}. Since G is planar, we have
δ(G) = 4. Assume that C = u1u2u3 (it is not hard to modify the proof for the case
C = u1u2u3u4).

Case 1. There exists a vertex x ∈ int(C) such that for some 1 ≤ i < j ≤ 3
the following holds: (i) x dominates {ui, uj}; (ii) int(xuiuj) 6= ∅; (iii) no vertex from
int(xuiuj) dominates {ui, uj}.

Assume by symmetry that (i, j) = (1, 2). Every vertex from int(u1u2x) is adjacent
to either u1 or u2, hence the subgraph G[int(u1u2x)∪{x}] is outerplanar. By Lemma 2,
there exists a vertex x′ ∈ int(u1u2x) adjacent to at least δ(G)−2 vertices from {u1, u2, x}
and not adjacent to x. Then x′ dominates {u1, u2}, a contradiction.

Case 2. There exist vertices x, x′ ∈ int(C) with two common neighbors in C.
Assume by symmetry that x′ ∈ int(u1u2x). Case 1 implies that int(u1u2x

′) = ∅. We
use the notation

Ui = N1[ui] ∩ int(u1x
′u2x), i ∈ {1, 2}.

If, say, U2 = ∅, then for every vertex u′1 ∈ U1 we have N1[u
′
1] ⊆ N1[u1], a contradiction

by Lemma 12. Thus we may assume that U1, U2 6= ∅. Moreover, xx′ /∈ E(G) (otherwise
for every vertex u′′1 ∈ U1 we have N1[u

′′
1] ⊆ N1[u1], again a contradiction). Since

deg(x′) ≥ 4, the following subcases are possible:
Case 2.1. The vertex x′ has at least two neighbors in Ui for some i ∈ {1, 2}.

Assume by symmetry that i = 1. Then there exist vertices u′1, u
′′
1 ∈ U1 ∩ N1[x

′] such
that u′1 ∈ int(u1x

′u′′1) and thus N1[u
′
1] ⊆ N1[u1], a contradiction.

Case 2.2. There exist vertices u′1 ∈ U1 ∩ N1(x) and u′2 ∈ U2 ∩ N1(x). Note that
deg(x′) = 4 and int(u1u

′
1x), int(u2u

′
2x) = ∅. If u′1u

′
2 ∈ E(G), then N1[x

′] ∼= C4, as
required. Suppose that u′1u

′
2 /∈ E(G) (see Fig. 2). Since deg(u′1) ≥ 4, the following

subcases are possible:
Case 2.2.1. There exist vertices y1, y2 ∈ N1[u

′
1]∩U1. Then either y1 ∈ int(u1u

′
1y2)

or y2 ∈ int(u1u
′
1y1). Therefore, N1[yi] ⊆ N1[u1] for some i ∈ {1, 2}, a contradiction.

Case 2.2.2. There exists a vertex z ∈ N1[u
′
1]∩ (U2∪{x}). Then u′2 ∈ int(u2x

′u′1z).
Since u′1u

′
2 /∈ E(G), we have N1[u

′
2] ⊆ N1[u2], a contradiction.
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Fig. 2. Illustration for the proof of Lemma 15, Case 2.2.

Case 3. There exist vertices x, y1, y2 ∈ int(C) such that for some 1 ≤ i < j ≤ 3
the following holds: (i) uix, ujx, uiy1, ujy2, y1y2 ∈ E(G); (ii) x ∈ int(uiy1y2uj).

Assume by symmetry that (i, j) = (1, 2). Case 1 implies that int(u1u2x) = ∅. Note
that the vertices y1, y2 may or may not have more than one neighbor in C. We use the
notation Ui = N1[ui] ∩ int(u1xu2y2y1), where i ∈ {1, 2}.

Case 3.1. int(u1xu2y2y1) = ∅. Then deg(x) = 4 and N1[x] ∼= C4, as required.
Case 3.2. int(u1xu2y2y1) 6= ∅ and xyi ∈ E(G) for some i ∈ {1, 2}. Assume by

symmetry that i = 1. Then int(u1xy1) = ∅, hence U1 = ∅ and U2 6= ∅. If there exists a
vertex u′2 ∈ U2 nonadjacent to y1, then N1[u

′
2] ⊆ N1[u2], a contradiction by Lemma 12.

Otherwise y1 dominates U2, thus at most one vertex from U2 is adjacent to x. Since
deg(x) = 4, there exists such a vertex u∗2 ∈ U2 ∩N1(x), then u1u2u

∗
2y1 is a 4-cycle and

G[N1(x)] ∼= C4, as required.
Case 3.3. int(u1xu2y2y1) 6= ∅ and xy1, xy2 /∈ E(G). It is not hard to check, using

the argument from Case 2, that deg(x) = 4 and G[N1(x)] ∼= C4, as required.
Case 4. There exist at most two vertices in int(C) with two or three neigh-

bors in C. By Lemma 2, there are exactly two such vertices, denote them by x
and y. Case 2 implies that neither x nor y has three neighbors in C, thus we may
assume that u1x, u1y, u2x, u3y ∈ E(G) and u3x, u2y /∈ E(G). Case 1 implies that
int(u1u2x), int(u1u3y) = ∅. We use the notation Ui = N1(ui) ∩ int(u1xu2u3y), where
i ∈ [1; 3].

Case 4.1. xy ∈ E(G). Lemma 12 implies that int(u1xy) = ∅ and thus U1 = ∅. By
Case 3, x is not adjacent to U3 and y is not adjacent to U2. Thus there exist vertices
z2 ∈ U2 and z3 ∈ U3 such that xz2, yz3 ∈ E(G). By Lemma 12, such vertices are unique.

Case 4.1.1. z2z3 ∈ E(G). The subgraph Int(u2xyu3) is outerplanar, thus by
Lemma 2 there exist a vertex z′ ∈ int(u2xyu3) nonadjacent to z2 with at least two
neighbors in {x, y, u2, u3}. Note that int(u2xz2), int(xyz3z2), int(u3z3y) = ∅, then z′ is
adjacent to both u2 and u3, a contradiction.

Case 4.1.2. z2z3 /∈ E(G). If z2 has a neighbor in U3 then it is easy to see
that N1[z3] ⊆ N1[u3], a contradiction by Lemma 12. Otherwise there exist vertices
u′2, u

′′
2 ∈ N1[z2] ∩ N1[u2], thus either N1[u

′
2] ⊆ N1[u2] or N1[u

′′
2 ] ⊆ N1[u2], again a

contradiction by Lemma 12.
Case 4.2. xy /∈ E(G). Case 3 implies that x is not adjacent to U3. It is easy to

check, using Lemma 12, that x has at most one neighbor in U2. Thus there exists a
vertex z ∈ N1[x] ∩ U1. Case 3 implies that z is not adjacent to U2 ∪ U3. If zy ∈ E(G),
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then int(u1xz) = int(u1yz) = ∅, thus deg(z) = 3, a contradiction. If zy /∈ E(G), then
z has at least two neighbors in N1[u1], a contradiction by Lemma 12.

Case 5. There exist at least three vertices in int(C) with at most two neighbors in
C. The previous cases imply there exist exactly three vertices x1, x2, x3 ∈ int(u1u2u3)
with exactly two neighbors in C. Assume by symmetry that uixi /∈ E(G), i ∈ [1; 3].
Case 3 implies that the set {x1, x2, x3} is independent. Case 1 implies that int(u1u2x3),
int(u2u3x1), int(u1u3x2) = ∅. We use the notation Ui = N1[ui] ∩ int(u1x3u2x1u3x2),
where i ∈ [1; 3].

Case 5.1. For some 1 ≤ i < j ≤ 3 the vertices xi and xj have a common neighbor
z. Assume by symmetry that (i, j) = (1, 2). Case 3 implies that z is not adjacent
to {u1, u2}, hence zu3 ∈ E(G) and zx3 /∈ E(G). Then z is not adjacent to U1 ∪ U2.
Lemma 12 implies that int(u3x2z) = int(u3x1z) = ∅, hence deg(z) = 3, a contradiction.

Case 5.2. The vertices x1, x2, x3 have no common neighors in int(C). Note that by
Case 3, x1 is not adjacent to U1. Lemma 12 implies that x1 have at most one neighbor
in U2, thus there exist a vertex z1 ∈ N1[x1]∩U3. Case 3 implies that z1 is not adjacent
to U1 ∪ U2 ∪ {x3}. Since deg(z1) ≥ 4, there exist vertices u′3, u

′′
3 ∈ N1[z1] ∩ U3. Then

either N1[u
′
3] ⊆ N1[u3] or N1[u

′′
3 ] ⊆ N1[u3], a contradiction by Lemma 12.

4.3 Cutvertices and separating edges

Lemma 16. A critical graph G has no cutvertices.

Proof. Suppose that G has a cutvertex v. Let G1 be a component of G \ v and G2 be
the union of all its remaining components. Let G′

i = G[V (Gi) ∪ {v}], where i ∈ {1, 2}.
Consider three cases:

Case 1. γ(G1) = θ(G1) and γ(G2) = θ(G2). Let γ(G1) = p and γ(G2) = q.
Since G is critical, θ(G) = p + q + 1 and γ(G) = γ∞(G) = p + q. Consider a vertex
w ∈ V (G1) ∩N1[v]. By Lemma 8, there exists a set D1 ∈ DS(G1) such that w ∈ D1,
thus γ(G′

1) = p. Since θ(G) > p+q, we have θ(G′
1) = p+1. Moreover, since G is critical,

we have γ∞(G′
1) = p + 1. Likewise, γ(G2) = q and γ∞(G′

2) = θ(G′
2) = q + 1. Thus the

graphsG1, G
′
1, G2, G

′
2 are maximum-demand, but the graph G is not maximum-demand,

a contradiction by Lemma 4.
Case 2. γ(G1) = θ(G1) and γ(G2) < θ(G2). Consider a vertex w ∈ V (G1) ∩N1[v].

By Lemma 8, there exists a set D1 ∈ DS(G1) such that w ∈ D1. Then for every set
D2 ∈ MDS(G2) we have D1 ∪D2 ∈ MDS(G). Therefore,

γ(G) ≤ γ(G1) + γ(G2) < γ∞(G1) + γ∞(G2) = γ∞(G1 ∪G2) ≤ γ∞(G)

and G is not critical, a contradiction.
Case 3. γ(G1) < θ(G1) and γ(G2) < θ(G2). Clearly, γ(G) ≤ γ(G1) + γ(G2) + 1.

Note that for both i ∈ {1, 2} the subgraph Gi is not critical, thus γ(Gi) < γ∞(Gi).
Therefore,

γ(G) ≤ γ(G1) + γ(G2) + 2 < γ∞(G1) + γ∞(G2) ≤ γ∞(G).

Again, G is not critical, a contradiction.
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Lemma 17. If δ(G) = 5, then G has no separating edges.

Proof. Suppose for a contradiction there exists a separating edge ab ∈ E(G). Let G1

be a component of the graph V (G) \ {a, b} and G2 be the union of all its remaining

components. For i ∈ {1, 2} denote byGa
i , G

b
i , G

a,b
i the induced subgraphsG[V (Gi)∪{a}],

G[V (Gi)∪{b}], G[V (Gi)∪{a, b}] respectively. If γ(G1) < γ∞(G1) and γ(G2) < γ∞(G2),
then it is easy to see that γ(G) ≤ γ∞(G) − 1, a contradiction. Then there are two
remaining variants:

Variant 1. Either γ(G1) < γ∞(G1) or γ(G2) < γ∞(G2). Assume by symmetry
that γ(G1) < γ∞(G1) and γ(G2) = θ(G2). Then, since γ(G) = γ∞(G), we have
γ(G1) = γ∞(G1)− 1. Therefore, there exist integers p, q ≥ 1 such that

γ(G1) = p, γ∞(G1) = θ(G1) = p+ 1;

γ(G2) = γ∞(G2) = θ(G2) = q;

γ(G) = γ∞(G) = p+ q + 1, θ(G) = p+ q + 2.

Since G has no cutvertices, both sets A2 = N1(a)∩ V (G2) and B2 = N1(b)∩ V (G2)
are nonempty. If there exists a vertex w ∈ A2 ∩B2, then by Lemma 8 there exists a set
D such that w ∈ D ∈ MDS(G2). Then D ∈ MDS(Ga,b

2 ) and

γ(G) ≤ γ(G1) + γ(Ga,b
2 ) ≤ γ(G1) + γ(G2) = p+ q,

a contradiction. Therefore, A2 ∩B2 = ∅. We now consider four cases.
Case 1. There exists a set D1 ∈ MEDS(G) and an integer s ∈ {1, 2} such that

|{a, b} ∩D1| = s and |D1 ∩ V (G2)| ≤ q − s. Assume by symmetry that a ∈ D1.

Case 1.1. γ∞(G2 \A2) < γ∞(G2). Note that γ(G
a,b
2 ) ≥ γ(G)−γ(G1) = q+1, then

γ(G2 \ A2) ≤ γ∞(G2 \ A2) ≤ γ(Ga,b
2 )− 2.

However, for every set D ∈ MDS(G2 \ A2) we have D ∪ {a} ∈ DS(Ga,b
2 ). Hence

γ(G \ A2) ≥ γ(Ga,b
2 )− 1, a contradiction.

Case 1.2. γ∞(G2 \A2) = γ∞(G2). Let D
′
1 = D1 ∩ (V (Gb

2)). Note that

N1[V (G2) \A2] ⊆ V (Gb
2) and |D′

1| < γ∞(G2 \ A2).

Then there exists an AS B with the vertices from V (G2) \ A2 such that the strategy
(Gb

2,D
′
1,B) is winning. Therefore, the strategy (G,D1,B) is also winning, a contradic-

tion.
Case 2. There exists a set D2 ∈ MEDS(G) such that a, b /∈ D2 and |D2∩V (G2)| <

q. Then there exists an AS B such that the strategy (G2,D2 ∩ V (G2),B) is winning.
Clearly, the strategy (G,D2,B) is also winning, a contradiction.

Case 3. There exists a set D3 ∈ MEDS(G) such that {a, b} ⊆ D andD3∩V (G2) =
q − 1. Then |D3 ∩ V (G1)| = p and D3 ∩ V (G1) /∈ EDS(G1). Hence one can attack the
vertices of V (G1) in such a way that one of the guards located on a vertex from {a, b}
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moves to a vertex from V (G1). Therefore, there exists a set D∗
3 ∈ MEDS(G) such that

|D∗
3 ∩ V (G1)| = p+ 1 and D∗

3 ∩ V (G2) = q − 1. Since |D∗
3 ∩ {a, b}| = 1, Case 1 implies

that D∗
3 /∈ MEDS(G), a contradiction.

Case 4. For every set D ∈ MEDS(G) we have |D ∩ V (G2)| ≥ q. Lemma 7

implies that γ∞(Ga,b
1 ) = p + 1. If γ(Ga,b

1 ) ≤ p, then γ(G) ≤ p + q, a contradiction. If

γ(Ga,b
1 ) = p+1, then, since G is critical, θ(Ga,b

1 ) = p+1. Hence θ(G) ≤ p+ q+1, again
a contradiction. This completes the proof of Variant 1.

Variant 2. There exist integers p, q ≥ 1 such that

γ(G1) = θ(G1) = p, γ(G2) = θ(G2) = q.

Clearly, θ(G) ≤ p+ q + 1. Since G is critical, it is easy to see that

γ(G) = γ∞(G) = p+ q, θ(G) = p+ q + 1.

Lemma 6 implies that γ∞(G1∪G2) ≤ γ∞(G\a) ≤ γ∞(G). Therefore, γ∞(G\a) = p+q.
Likewise, γ∞(G \ b) = p+ q. It is not hard to see that

γ(G \ a) ≥ min(γ(G), γ(G1 ∪G2)),

then γ(G \ a) = p+ q. Likewise, γ(G \ b) = p+ q. Then, since G is critical,

θ(G \ a) = θ(G \ b) = p+ q.

We now obtain a contradiction in several steps.

Claim 1. For some i ∈ {1, 2} there exists a family C′ ∈ MCP (Gi) and a clique W ∈ C′

such that the set W ∪ {a} is a clique in G.

Proof. Consider a family C ∈ MCP (G \ b) and its clique W ′ ∋ a. If W ′ = {a} then
θ(G\ b) = θ(G), a contradiction. Thus |W ′| ≥ 2. Since V (G1)∩V (G2) = ∅, there exists
i ∈ {1, 2} such that W ′ \ {a} ⊆ V (Gi) (assume by symmetry that i = 1). Note that C
has exactly θ(G1) cliques with the vertices from Ga

1. It remains to remove from C all
the cliques with the vertices from V (G2) and replace the clique W ′ with W = W ′ \ {a}
to obtain a required family C′ ∈ MCP (G1).

For the rest of the proof of Variant 2 we assume that Claim 1 holds with i = 1.

Claim 2. There exists a family C′′ ∈ MCP (G1) such that W /∈ C′′.

Proof. Suppose for a contradiction that W belongs to every MCP of G1. It follows from
Claim 1 that for some j ∈ {1, 2} there exists a family C∗ ∈ MCP (Gj) with a clique
Q ∈ C∗ such that the set Q∪{b} is also a clique. If j = 2, then θ(G) ≤ |C′|+ |C∗| = p+q,
a contradiction. Suppose that j = 1. Since W ∈ C∗, either W = Q or W ∩ Q = ∅.
If W = Q then W ∪ {a, b} is a clique, thus θ(G1) = θ(Ga,b

1 ) and θ(G) = p + q, a

contradiction. If W ∩ Q = ∅, then (W ∪ {a}) ∩ (Q ∪ {b}) = ∅, and θ(G1) = θ(Ga,b
1 ),

again a contradiction.
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For the rest of the proof, fix families C′, C′′ ∈ MCP (G1) and a clique W ⊆ V (G1)
such that W ∪ {a} is a clique in G, W ∈ C′ and W /∈ C′′. Note that W is maximal by
inclusion in V (G1).

Claim 3. |W | = 3.

Proof. Since G is planar and W ∪ {a} is a clique, |W | ≤ 3. Note that γ(G1) = θ(G1)
and δ(G1) ≥ 3. Remind that W is maximal by inclusion in G1. If W = {x}, then x
is isolated in G1, a contradiction. Suppose that W = {x1, x2}. By Lemma 1, there
exist nonadjacent vertices x′1 ∈ N1(x1) ∩ V (G1) and x′2 ∈ N1(x2) ∩ V (G1). Then the
set {x′1, x

′
2} ∈ IS(G1) dominates W , a contradiction by Lemma 9.

Let W = {x1, x2, x3}. Assume by symmetry that x3 ∈ int(ax1x2), thus bx3 /∈ E(G).

Claim 4. The vertices x1 and x2 have no common neighbors in V (G1) \ {x3}.

Proof. Suppose for a contradiction there exists a vertex y ∈ V (G1) \ {x3} adjacent to
both x1 and x2. The clique {x1, x2, x3} is maximal by inclusion in G1, thus yx3 /∈ E(G).
Let X3 = N1[x3] \ {x1, x2, a}. Suppose there exists a vertex z ∈ X3 such that the set
{y, z} is θ-independent in C′. Then {y, z} dominates W in G1, a contradiction by
Lemma 9. Therefore, {y} ∪ X3 is a clique. Since degG(x3) ≥ 5 and x3b /∈ E(G), we
have |X3| = 2. Let X3 = {x′3, x

′′
3}, then some clique from C′ contains {y, x′3, x

′′
3}.

Case 4.1. {x′3, x
′′
3 , y} ∈ C′. Consider a vertex z ∈ N1[y] \ {x1, x2, x

′
3, x

′′
3} (such a

vertex exists, since ya, yb /∈ E(G)). The set {z, x3} ∈ IS(G1) dominates {x′3, x
′′
3 , y}, a

contradiction by Lemma 9.
Case 4.2. There exists a vertex y′ ∈ N1(y) such that {x′3, x

′′
3, y, y

′} ∈ C′. Since
G is planar, y′ ∈ int(x′3x

′′
3y). Consider a clique W ′ such that x3 ∈ W ′ ∈ C′′. Since

W 6= W ′, there exists i ∈ {1, 2} such that xi /∈ W ′. Note that W ′ ⊆ {x1, x2, x3, x
′
3, x

′′
3}

and xiy
′ /∈ E(G), thus the set {xi, y

′} ∈ IS(G1) dominates W ′, a contradiction by
Lemma 9.

Claim 5. Neither x1 nor x2 has a common neighbor with x3 in V (G1) \ {x1, x2}.

Proof. Suppose for a contradiction there exists i ∈ {1, 2} such that the vertices xi and
x3 have a common neighbor y ∈ V (G1) \ {x1, x2}. Assume by symmetry that i = 1.
Let X2 = N1[x2] \ {x1, x3, a, b}. Lemma 9 implies that the set X2 ∪{y} is a clique, thus
|X2| ≤ 2. Note that X2 is nonempty, since degG1

(x2) ≥ 3. Hence y is a unique common
neighbor of x1 and x3 in V (G1) \ {x2}.

Case 1. X2 = {x′2} for some x′2 ∈ V (G1). Consider the clique W ′ such that
x2 ∈ W ′ ∈ C′′. Claim 4 implies that W ′ = {x2, x

′
2} or W ′ = {x2, x

′
2, x3}. The set

{x1, y} dominates W , thus by Lemma 9 it is not θ-independent in C′′ and there exists a
clique W ′′ such that {x1, y} ⊆ W ′′ ∈ C′′. Since G is planar and |N1(x

′
2)\{x2, x3, y}| ≥ 2,

there exists a vertex z ∈ N1(x
′
2)\{x2, x3, y} such that z /∈ W ′′. Therefore, the set {x1, z}

is θ-independent in C′′ and dominates W , a contradiction by Lemma 9.
Case 2. X2 = {x′2, x

′′
2} for some x′2, x

′′
2 ∈ V (G1). Assume by symmetry that x′2 ∈

int(x1x2x
′′
2y), thus x1x

′′
2, x3x

′
2 /∈ E(G). By Lemma 9, both sets {y, x′2} and {y, x′′2} are

not θ-independent in C′, hence there exists a clique W ′ such that {y, x′2, x
′′
2} ⊆ W ′ ∈ C′.
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Case 2.1. W ′ = {y, x′2, x
′′
2}. Consider a vertex z ∈ N1(y) \ {x1, x3, x

′
2, x

′′
2}. The set

{x2, z} ∈ IS(G1) dominates {y, x′2, x
′′
2}, a contradiction by Lemma 9.

Case 2.2. There exists a vertex y′ ∈ V (G1) such that {y, y′, x′2, x
′′
2} ∈ C′ (see Fig. 3).

Then y′ ∈ int(x′2x
′′
2y). Consider the clique W

′′ such that x2 ∈ W ′′ ∈ C′′. Claim 4 implies
that W ′′ ⊆ {x′2, x

′′
2 , x1, x2, x3}. There exists i ∈ {1, 3} such that xi /∈ W ′′. Hence the

set {xi, y
′} ∈ IS(G1) dominates W ′′, a contradiction by Lemma 9.

Fig. 3. Illustration for the proof of Claim 5, Case 2.2

Claim 6. There exist vertices y1, y2, y3 ∈ V (G1) such that {x3, y1, y2, y3} ∈ C′′.

Proof. Suppose there are no such vertices. Claims 4, 5 and Lemma 9 imply that for
all 1 ≤ i < j ≤ 3 the set {xi, xj} is θ-independent in C′′. Then the following cases are
possible:

Case 1. There exists a vertex y ∈ V (G1) such that {x3, y} ∈ C′′. Consider a vertex
y′ ∈ N1[y] \ {x1, x2, x3}. Claims 4, 5 imply that y′xi /∈ E(G) for some i ∈ {1, 2}. Then
the set {y′, xi} ∈ IS(G1) dominates {x3, y}, a contradiction by Lemma 9.

Case 2. There exist vertices y1, y2 ∈ V (G) such that {x3, y1, y2} ∈ C′′. Claims 4, 5
imply that yixj /∈ E(G) for all i, j ∈ {1, 2}. Consider the sets Yi = N1(yi) \ N1(x3),
i ∈ {1, 2}. Note that |Y1|, |Y2| ≥ 3.

Case 2.1. There exists a vertex w ∈ Y1 ∩ Y2. Then for some i ∈ {1, 2} the set
{w, xi} is independent and dominates {x3, y1, y2} ∈ C′′, a contradiction by Lemma 9.

In cases 2.2 and 2.3 we assume that Y1 ∩ Y2 = ∅.
Case 2.2. For some i ∈ {1, 2} there exists a vertex wi ∈ Yi not adjacent to {x1, x2}.

Assume by symmetry that i = 1. Since G is planar and |Y2| ≥ 3, the set {w1}∪Y2 is not
a clique. Thus there exists a vertex w2 ∈ Y2 such that the set {w1, w2} is θ-independent
in C′′. Claims 4, 5 imply that there exists j ∈ {1, 2} such that w2xj /∈ E(G). Then the
set {xj , w1, w2} is θ-independent in C′′ and dominates {y1, y2, x3} ∈ C′′, a contradiction.

Case 2.3. Every vertex from Y1∪Y2 is adjacent to either x1 or x2. Consider a subset
Z ⊆ Y1 ∪ Y2 of vertices z such that the set {x1, z} is θ-independent in C′′. Note that
|Z| ≥ |Y1|+ |Y2|− 2. Assume that |Y1∩Z| ≤ |Y2∩Z|. If |Y1∩Z| ≥ 2, then by Lemma 1
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there exist nonadjacent vertices w1 ∈ Y1 and w2 ∈ Y2, thus the set {x1, w1, w2} is θ-
independent in C′′ and dominates {y1, y2, x3}, a contradiction. Otherwise |Y1 ∩ Z| = 1
and |Y2 ∩ Z| ≥ 3. Let Y1 ∩ Z = {w1}. There exists a vertex w2 ∈ Y2 ∩ Z such that the
set {w1, w2} is θ-independent in C′′. Thus {x1, w1, w2} is also θ-independent in C′′ and
dominates {y1, y2, x3}, a contradiction.

We are now ready to finish the proof of Variant 2. Assume by symmetry that
y3 ∈ int(y1y2x3), then x1y3, x2y3 /∈ E(G). Let Xi = N1[xi] \ {x1, x2, x3, a, b}, i ∈ {1, 2}.
Assume that |X1| ≥ |X2| ≥ 1.

Case 1. |X2| = 1. Let X2 = {x′2}. Consider the clique W
′ such that x2 ∈ W ′ ∈ C′′.

Since the set {x1, x2, x3} is θ-independent in C′′, we have W ′ = {x2, x
′
2}. Consider a

vertex z ∈ N1(x
′
2) \ {x1, x2, x3}. Claim 5 implies that there exists i ∈ {1, 3} such that

the set {xi, z} is θ-independent and dominates W ′, a contradiction by Lemma 9.
Case 2. |X2| ≥ 2. By Lemma 1 there exists a pair of nonadjacent vertices x′1 ∈ X1

and x′2 ∈ X2. Claims 4 and 5 imply that x′i 6= yj for all i, j ∈ {1, 2}. Hence the set
{x′1, x

′
2, y3} ∈ IS(G) dominates the clique {x1, x2, x3} ∈ C′, a contradiction by Lemma 9.

The proof of Lemma 17 is complete.

5 Critical graphs with δ ≤ 4

5.1 Case δ ≤ 3

Lemma 18. If G is critical, then δ(G) ≥ 3.

Proof. Suppose that there exists a vertex v ∈ V (G) such that deg(v) ≤ 2. By Lemma 12
the set N1[v] is not a clique, then deg(v) = 2 and the neighbors of v (denoted by u1
and u2) are nonadjacent. Corollary 1(b) implies that N1(u1) = N1(u2) (if, for example,
there exists a vertex u′1 ∈ N1(u1) \N1(u2), then γ(Gu2

) ≤ γ(Gv,u2
), a contradiction by

lemmas 13 and 14). Let deg(u1) = 1 + k and N1[u1] \ {v} = {w1, . . . , wk}. Assume
that the vertices w1, . . . , wk are in clockwise order around u1, then wiwj /∈ E(G) for all
1 ≤ i ≤ j + 2 ≤ k.

Case 1. k = 1. By Lemma 5 we have |V (G)| > 4. Then w1 is a cutvertex, a
contradiction by Lemma 16.

Case 2. k = 2. Suppose that w1w2 /∈ E(G). Lemma 10(c) implies that every vertex
x ∈ V (G) \N1[v] has a neighbor in {w1, w2} (otherwise γ(Gx) < θ(Gx), a contradiction
by Lemma 13). Thus {v,w1, w2} ∈ DS(G) and γ(G) ≤ 3. By Lemma 13, θ(Gu1,u2

) ≤ 1.
Since G is K5-free, we have |V (G)| ≤ 9, a contradiction by Lemma 5.

Suppose now that w1w2 ∈ E(G). By Lemma 13, γ(Gv) = θ(Gv) = γ(G) − 1 and
γ(Gu1,u2

) = θ(Gu1,u2
) = γ(G)−2. However, for every family C ∈ MCP (Gu1,u2

) we have
C∪{{v, u1}, {u2, w1, w2}} ∈ CP (G), thus θ(G) ≤ θ(Gu1,u2

)+2 = γ(G), a contradiction.
Case 3. k = 3. By Lemma 10(c), every vertex from V (G) \ N2[v] has a neigh-

bor in {w1, w2, w3}, thus {v,w1, w2, w3} ∈ DS(G) and γ(G) ≤ 4. If γ(G) ≤ 3 then
γ(G{u1,u2}) = θ(G{u1,u2}) ≤ 1 and |V (G)| ≤ 10, a contradiction by Lemma 5. Suppose
that γ(G) = 4, then there exists a vertex x2 ∈ N1(w2) not adjacent to {w1, w3} (if there
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is no such vertex, then {u1, w1, w3} ∈ DS(G), a contradiction). Since w1w3 /∈ E(G),
we have γ(Gx2

) < θ(Gx2
) by Lemma 10(c), a contradiction.

Case 4. k ≥ 4. If N3(v) = ∅, then γ(G) = |{v, u1}| < |{v,w1, w3}| ≤ α(G), hence G
is not critical, a contradiction. Suppose that N3(v) 6= ∅. Lemma 10(c) implies that for
every vertex x ∈ N3(v) the set {w1, . . . , wk}\N1[x] is a clique. Since G isK3,3-free, every
vertex from N3(v) has at most two neighbors in {w1, . . . , wk}. Therefore, k = 4 and
every vertex from N3(v) dominates either {w1, w2} or {w3, w4}. Assume by symmetry
that there exists a vertex x ∈ N3(v) that dominates {w1, w2}. Then w3w4 ∈ E(G) by
Lemma 10(c) and thus N1[w4] ⊆ N1[w3], a contradiction by Lemma 12.

Lemma 19. If G is critical, then δ(G) ≥ 4.

Proof. Suppose for a contradiction that δ(G) ≤ 3, then δ(G) = 3 by the previous lemma.
Let v ∈ V (G) be a vertex of degree 3 and N1(v) = {u1, u2, u3}. Consider three cases
depending on the structure of the subgraph G[N1(v)].

Case 1. G[N1(v)] ∼= 3K1. By Lemma 13,

γ(G)− 2 ≤ γ(Gv,ui
) < γ(Gui

) = γ(G)− 1 for all i ∈ {1, 2, 3}. (6)

Corollary 1(b) implies that no vertex from N2(v) has exactly two neighbors in N1(v)
(if, say, such a vertex dominates {u1, u2}, then γ(Gv,u3

) ≥ γ(Gu3
), a contradiction).

Case 1.1. There exists a vertex w ∈ N2(v) that dominates N1(v) (since G is planar,
such a vertex is unique). Then there exist pairwise distinct vertices u′i ∈ N1(ui)\{v,w},
where i ∈ {1, 2, 3}. Assume by symmetry that u2 ∈ int(vu1wu3) and u′2 ∈ int(vu2wu3).
Then the set {u′1, u

′
2} ∈ IS(Gv,u3

) dominates {u1, u2}, a contradiction by Corollary 1(a).
Case 1.2. Every vertex from N2(v) has a unique neighbor in N1(v). By Lemma 1

there exist nonadjacent vertices u′′1 ∈ N1(u1) \ {v} and u′′2 ∈ N1(u2) \ {v}. Again, the
set {u′′1 , u

′′
2} ∈ IS(Gv,u3

) dominates {u1, u2}, a contradiction by Corollary 1(a).
Case 2. G[N1(v)] ∼= K2 ∪K1. Assume that u1u2 ∈ E(G) and u2u3, u1u3 /∈ E(G).

Note that by Lemma 14 the property (6) still holds. Moreover, every neighbor of
u3 is adjacent to both u1 and u2 (if, for example, there exists a vertex x ∈ N2(v)
such that xu3 ∈ E(G) and xu1 /∈ E(G), then x dominates N1[v] \ N1[u1] = {u3} in
Gu1

, a contradiction by Corollary 1(b)). Since G is K3,3-free, we have deg(u3) ≤ 2, a
contradiction.

Case 3. G[N1(v)] ∼= P3 or G[N1(v)] ∼= C3. Clearly, for some i ∈ {1, 2, 3} we have
N1[v] ⊆ N1[ui], a contradiction by Lemma 12.

5.2 Case δ = 4

Throughout this subsection we consider a planar graph G with a vertex v such that
deg(v) = δ(G) = 4. Let N1(v) = {u1, u2, u3, u4} and S ⊆ N1(v). Call a vertex
x ∈ N2(v) S-vertex, if N1(x) ∩ N1(v) = S. We use the notation Ui = N1(ui) \ N1(v).
Since G is critical, the sets Ui are nonempty by Lemma 12.

It is easy to check that precisely one of the following possibilities holds:
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1. G[N1(v)] has a triangle (Lemma 20);

2. G[N1(v)] has a vertex of degree 3 (Lemma 21);

3. G[N1(v)] ∼= C4 (Lemma 22);

4. G[N1(v)] ∼= 4K1 (Lemma 23);

5. G[N1(v)] ∼= P3 ∪K1 (Lemma 24);

6. G[N1(v)] ∼= K2 ∪ 2K1 (Lemma 25);

7. G[N1(v)] ∼= 2K2 (Lemma 26);

8. G[N1(v)] ∼= P4. (Lemma 27);

Lemma 20. If G[N1(v)] has a triangle, then G is not critical.

Proof. We may assume that G[N1(v)] has a cycle u1u2u3 such that u3 ∈ ext(vu1u2)
and u4 ∈ int(vu1u2). Select a vertex x ∈ U4. Since x ∈ int(vu1u2), the vertex u3 is not
adjacent to {u4, x}. Lemmas 13 and 14 imply that

γ(G) − 2 = γ(Gv,u3
) = θ(Gv,u3

) < γ(Gu3
) = θ(Gu3

) = γ(G)− 1.

Note that V (Gu3
) = V (Gv,u3

) ∪ {u4}. Since γ(Gv,u3
) = θ(Gv,u3

), Lemma 8 implies
that there exists a set D ∈ MDS(Gv,u3

) such that x ∈ D. Hence D ∈ DS(Gu3
) and

γ(Gu3
) ≤ γ(Gv,u3

), a contradiction.

Lemma 21. If G[N1(v)] has a vertex of degree 3, then G is not critical.

Proof. We have N1[v] ⊆ N1[ui] for some i ∈ [1; 4], a contradiction by Lemma 12.

Lemma 22. If G[N1(v)] ∼= C4, then G is not critical.

Proof. We may assume that G has a cycle u1u2u3u4, then u1u3, u2u4 /∈ E(G) by
Lemma 20. First, we prove the following property.

Claim. For both i ∈ {1, 2} we have Ui ⊆ Ui+2 or Ui+2 ⊆ Ui.

Proof. Suppose for a contradiction that, for example, there exist vertices u′1 ∈ U1 \ U3

and u′3 ∈ U3 \ U1. If, moreover,

γ(G \ {u1, u2, v, u4}) = θ(G \ {u1, u2, v, u4}) = γ(G)− 1,

then by Lemma 8 there exists a set D ∈ MDS(G \ {u1, u2, v, u4}) such that {u′1, u3} ⊆
D. Since D ∈ MDS(G), we obtain a contradiction. Thus by Lemma 14 we have
γ∞(G{u1,v}) = γ∞(G) − 2. Lemma 13 implies that

γ(G)− 2 = γ(G{u1,v}) = θ(G{u1,v}) < γ(Gu1
) = θ(Gu1

) = γ(G) − 1.

By Lemma 8, there exists a set D′ ∈ MDS(Gu1,v) such that u′3 ∈ D′. Clearly D′ ∈
DS(Gu1

), hence γ(G{u1,v}) ≥ γ(Gu1
), a contradiction.
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We are now ready to finish the proof of Lemma 22. Assume that U1 ⊆ U3 and
U2 ⊆ U4. Let w ∈ N2(v) be a common neighbor of u1 and u3. Since G is planar and
δ(G) = 4, w is the unique common neighbor of u2 and u4, thus deg(u1) = deg(u2) = 4.
Consider an induced (n − 6)-vertex subgraph H = G[V (G) \ (N1[v] ∪ w)]. Lemmas 6
and 13 imply that γ∞(H) ≤ γ∞(Gv) = γ∞(G) − 1. Consider two cases:

Case 1. γ∞(H) ≤ γ∞(G)− 2, then γ(H) ≤ γ(G)− 2. For every set D ∈ MDS(H)
we have D ∪ {v,w} ∈ DS(G), thus γ(H) = γ∞(H) = γ(G)− 2. Since G is critical,

γ(H) = θ(H) ≤ θ(G)− 3.

Consider a family C ∈ MCP (H). Clearly,

C ∪ {{u1, u2, v} ∪ {u3, u4, w}} ∈ CP (G).

Therefore, θ(G) ≤ θ(H) + 2, a contradiction.
Case 2. γ∞(H) = γ∞(G) − 1. By Lemma 11, γ∞(G \ {u1, u2, v}) = γ∞(G), then

by Lemma 7 there exists a set D′′ ∈ MEDS(G) such that

D′′ ∩ {v, u1, u2} = ∅, |D′′ ∩ {v, u1, u2, u3, u4, w}| ≤ 1.

It is easy to see that D′′ does not dominate {u1, u2, v}, a contradiction.

Lemma 23. If G[N1(v)] ∼= 4K1, then G is not critical.

Proof. Consider three cases:
Case 1. There exists a vertex w ∈ N2(v) with at least three neighbors in N1(v).

Corollary 1(b) implies that w is a N1(v)-vertex. Since G is planar, such a vertex is
unique. We may assume that the vertices u1, u2, u3, u4 are in clockwise order around v,
then u2 ∈ int(vu1wu3) and u4 ∈ ext(vu1wu3). Hence int(vu1wu2) ∪ int(vu2wu3) 6= ∅.
By Lemma 15, there exists a vertex x ∈ int(vu1wu2) ∪ int(vu2wu3) not adjacent to
N1[v] ∪ w. Then γ(Gx) < θ(Gx) by Lemma 10(e), a contradiction.

Case 2. There exists a vertex x /∈ N1[v] with at most one neighbor in N1(v). We
may assume that x is not adjacent to {u2, u3, u4}. Since γ(Gx) = θ(Gx), Lemma 10(a,e)
implies that exactly one vertex from N1(v) is pendant in Gx. Then for some k ∈ [1; 4]
the vertex x dominates the set Uk and xuk /∈ E(G) (see Fig. 4). Since |Uk| ≥ 3, there
exist vertices y1, y2, y3 ∈ Uk such that int(uky1xy3) ∩ Uk = {y2}. Since deg(y2) ≥ 4,
Lemma 15 implies that there exists a vertex z ∈ int(uky1xy2)∪int(uky2xy3) not adjacent
to N2[v]. Then γ(Gz) < θ(Gz) by Lemma 10(e), again a contradiction.

Fig. 4. Illustration for the proof of Lemma 23, Case 2 (here k = 3).
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Case 3. Every vertex from V (G) \ N1[v] has exactly two neighbors in N1(v).
Since G is planar, there exists a pair of vertices from N1(v) (say, (u1, u2)) with no
common neighbors in N2(v). Then it is easy to see that {v, u3, u4} ∈ DS(G). Note that
N1(v) ∈ IS(G), hence γ(G) < α(G) ≤ γ∞(G), a contradiction.

Lemma 24. If N1(v) ∼= P3 ∪K1, then G is not critical.

Proof. Assume by symmetry that E(G[N1(v)]) = {u1u2, u2u3} and u3 ∈ ext(vu1u2).
By Corollary 1(b), G has neither {u1, u4}-vertices nor {u3, u4}-vertices. Consider two
cases:

Case 1. There exists a vertex w ∈ N2(v) with at least three neighbors in N1(v).
Corollary 1(b) implies that w is a {u1, u3, u4}-vertex or a {u1, u2, u3, u4}-vertex. Since
G is planar, such a vertex is unique and w ∈ ext(vu1u2u3). Hence u4 ∈ ext(vu1u2u3)
and we may assume that the vertices u1, . . . , u4 are in clockwise order around v.

Case 1.1. There exists a {u1, u3}-vertex x. Note that x ∈ int(vu1wu3), then
u2w /∈ E(G) and U2 ⊆ int(vu1xu3). Consider a vertex u′2 ∈ U2. Corollary 1(b) implies
that u′2 is not a {u1, u2, u3}-vertex. If u′2u1, u

′
2u3 /∈ E(G), then γ(Gu′

2
) < θ(Gu′

2
) by

Lemma 10(e), a contradiction. Otherwise u′2 is a {u2, ui}-vertex for some i ∈ {1, 3},
assume by symmetry that i = 1. If there exists a vertex u′4 ∈ U4 \ U3, then the set
{u′2, u

′
4} ∈ IS(Gv,u3

) dominates the set {u1, u2, u4}, a contradiction by Corollary 1(a).
Otherwise U4 ⊆ U3, hence the vertices u3 and u4 have at least three common neighbors
in Gu′

2
and γ(Gu′

2
) < θ(Gu′

2
) by Lemma 10(d), again a contradiction.

Case 1.2. There are no {u1, u3}-vertices. Since δ(G) ≥ 4, both sets U1 \ U3 and
U3 \U1 are nonempty. Consider a vertex u′4 ∈ U4. Corollary 1(b) implies that u′4 is not
adjacent to {u1, u3}. Assume by symmetry that u′4 ∈ int(vu3wu4), then there exists a
vertex u′1 ∈ U1 \U3, nonadjacent to u′4. The set {u

′
1, u

′
4} ∈ IS(Gv,u3

) dominates the set
{u1, u4}, a contradiction by Corollary 1(a).

Case 2. Every vertex from N2(v) has at most two neighbors in N1(v). Recall that
G has neither {u1, u4}-vertices nor {u3, u4}-vertices. Then every vertex from U4 is a
{u2, u4}-vertex or a {u4}-vertex. Consider three subcases:

Case 2.1. All vertices from U4 are {u2, u4}-vertices. Since |U4| ≥ 3, there exist
{u2, u4}-vertices x1, x2, x3 such that int(u2x1u4x3)∩U4 = {x2}. Since x1, x3 /∈ U1∪U3,
we have N1[x2] ∩ (U1 ∪ U3) = ∅.

Case 2.1.1. U1 6= U3. We may assume that there exists a vertex u′1 ∈ U1 \U3, then
the set {u′1, x2} ∈ IS(Gv,u3

) dominates {u1, u2, u4}, a contradiction by Corollary 1(a).
Case 2.1.2. U1 = U3. Then u4 ∈ int(vu1u2u3). Consider a vertex y ∈ U1 ∩

U3. Since y ∈ ext(vu1u2u3) and U4 ∈ int(vu1u2u3), the vertices u2 and u4 have at
least |U4| ≥ 3 common neighbors in Gy, thus γ(Gy) < θ(Gy) by Lemma 10(d), a
contradiction.

Case 2.2. There exists a {u2, u4}-vertex x and a {u4}-vertex u′4.
Case 2.2.1. u4 ∈ ext(vu1u2u3). Assume by symmetry that u′4 ∈ int(vu2xu4). Con-

sider a vertex u′1 ∈ U1. The set {u
′
1, u

′
4} ∈ IS(Gv,u3

) dominates {u1, u4}, a contradiction
by Corollary 1(a).

Case 2.2.2. u4 ∈ int(vu1u2u3). Assume by symmetry that u4 ∈ int(vu2u3).
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Case 2.2.2.1. There exists a vertex u′1 ∈ U1 \ U3. Since u′1 ∈ ext(vu2u3), we
have xu′1 /∈ E(G). The set {u′1, x} ∈ IS(Gv,u3

) dominates {u1, u4}, a contradiction by
Corollary 1(a).

Case 2.2.2.2. There exists a vertex u′3 ∈ U3 \ U1. Remind that u′3 /∈ U4 by
Corollary 1(b). Since |U4| ≥ 3, there exists a vertex u∗4 ∈ U4 such that the set {u′3, u

∗
4}

is θ-independent in Gv,u1
. Since {u′3, u

∗
4} dominates {u3, u4}, we obtain a contradiction

by Corollary 1(a).
Case 2.2.2.3. U1 = U3. By Lemma 10, the equality γ(Gx) = θ(Gx) implies that

|U1| = 2 and the set {u1} ∪ U1 is a clique. Let U1 = {y, z}. Lemma 13 implies that
γ(Gu1,u3

) = γ(G)− 2 and θ(Gu1,u3
) ≤ θ(G)− 3. Note that

V (G) = V (Gu1,u3
) ∪ {v, u1, u2, u3, y, z}.

Consider a family C ∈ MCP (Gu1,u3
). Clearly,

C ∪ {{v, u2, u3}, {u1, y, z}} ∈ CP (G).

Hence θ(G) ≤ θ(Gu1,u3
) + 2, a contradiction.

Case 2.3. All elements of U4 are {u4}-vertices.
Case 2.3.1. U1 6= U3. Assume by symmetry that there exists a vertex u′1 ∈ U1 \U3.

Since |U4| ≥ 3, the set {u′1} ∪U4 is not a clique, thus there exists a vertex u′4 ∈ U4 such
that the set {u′1, u

′
4} is θ-independent in Gv,u3

, a contradiction by Corollary 1(a).
Case 2.3.2. U1 = U3. There exist {u1, u3}-vertices y1, y2 such that y2 ∈ ext(vu1y1u3).

Consider a vertex u′2 ∈ U2. The set {u′2, y2} ∈ IS(Gv,u4
) dominates {u1, u2}, again a

contradiction by Corollary 1(a).

Lemma 25. If N1(v) ∼= K2 ∪ 2K1, then G is not critical.

Proof. Assume by symmetry that u1u2 ∈ E(G) and u3 ∈ ext(vu1u2). Corollary 1(b)
implies that every vertex from U3 ∩ U4 is a N1(v)-vertex and no vertex from N2(v) has
exactly three neighbors in N1(v). Consider two cases:

Case 1. There exists a vertex w ∈ U1 ∩ U2.
Case 1.1. w is a N1(v)-vertex. Since G is planar, such a vertex is unique. Moreover,

w, u4 ∈ ext(vu1u2). We may assume that the vertices u1, . . . , u4 are in clockwise order
around v, then U2 ∪ U3 ⊆ int(vu1wu4).

Case 1.1.1. There are no {u1, u4}-vertices. Note that U3 ∩ U4 = {w}, hence
|U3 \ {w}|, |U4 \ {w}| ≥ 2. By Lemma 1, there exist nonadjacent vertices u′3 ∈ U3 \ U1

and u′4 ∈ U4 \ U1. Then the set {u′3, u
′
4} ∈ IS(Gv,u1

) dominates the set {u3, u4}, a
contradiction by Corollary 1(a).

Case 1.1.2. There exists a {u1, u4}-vertex x ∈ V (G) (see Fig. 5). It is easy to
check, using Corollary 1(a), that U2 = U3. Since |U3 \ {w}| ≥ 2, there exists a {u2, u3}-
vertex y nonadjacent to w. Hence y is not adjacent to U1 ∪ U4 and γ(Gy) < θ(Gy) by
Lemma 10(d), a contradiction.
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Fig. 5. Illustration for the proof of Lemma 25, Case 1.1.2.

Case 1.2. w is not a N1(v)-vertex, then it is a {u1, u2}-vertex. Then U3 ∩ U4 = ∅.
Since |U3| ≥ 3, the set {w}∪U3 is not a clique, hence there exists a vertex u′3 ∈ U3 such
that the set {w, u′3} is θ-independent in Gv,u4

and dominates {u1, u2, u3}, a contradiction
by Corollary 1(a).

Case 2. U1 ∩ U2 = ∅. By Lemma 1 there exist nonadjacent vertices u′1 ∈ U1 and
u′2 ∈ U2. Corollary 1(b) implies that these vertices have at most two neighbors in N1(v).
The following subcases are possible:

Case 2.1. One of the vertices u3 and u4 (say, u3), is not adjacent to {u′1, u
′
2}.

If u′1u4 ∈ E(G) or u′2u4 ∈ E(G), then {u′1, u
′
2} ∈ IS(Gv,u3

) dominates {u1, u2, u4},
a contradiction by Corollary 1(a). Therefore, u′iuj+2 /∈ E(G), for all i, j ∈ {1, 2}. By
Lemma 10(e), in both Gu′

1
and Gu′

2
exactly one of the vertices u3 or u4 is pendant. Since

|U3|, |U4| ≥ 3, if u3 is pendant in Gu′

1
then u4 is pendant in Gu′

2
, and vice versa. There-

fore, both vertices u3 and u4 are pendant in G{u′

1
,u′

2
}, a contradiction by Lemma 10(a).

In the subcases 2.2–2.4 we may assume that both u3 and u4 have exactly one neigh-
bor in {u′1, u

′
2}.

Case 2.2. u4 ∈ int(vu1u2). Assume by symmetry that u′1u4, u
′
2u3 ∈ E(G).

Case 2.2.1. U4 ⊆ U1. Since u′2 ∈ ext(vu1u2) and U4 ⊆ int(vu1u2), we have
γ(Gu′

2
) < θ(Gu′

2
) by Lemma 10(d), a contradiction.

Case 2.2.2. There exists a vertex u′4 ∈ U4 \ U1. Since u′4 ∈ int(vu1u2) and
u′2 ∈ ext(vu1u2), we have u′2u

′
4 /∈ E(G). Hence the set {u′2, u

′
4} ∈ IS(Gv,u1

) dominates
the set{u3, u4}, a contradiction by Corollary 1(a).

In the subcases 2.3–2.4 we assume that u3, u4 ∈ ext(vu1u2). We may also assume
that the vertices u1, u2, u3, u4 are located clockwise around v. Then the only possible
configuration is u′1u4, u

′
2u3 ∈ E(G).

Case 2.3. U1 ∩ U4 = {u′1}. Corollary 1(a) implies that every {u2, u3}-vertex
dominates U4\{u

′
1}, thus u

′
2 is a unique such vertex inG. Consider vertices u′3 ∈ U3\{u

′
2}

and u′4 ∈ U4 \ {u′1}. Clearly, u′3 ∈ int(vu2u
′
2u

′
4u4) and u′1u

′
3 /∈ E(G) (see Fig. 6).

Thus the set {u′1, u
′
3} ∈ IS(Gv,u2

) dominates the set {u1, u3, u4}, a contradiction by
Corollary 1(a).
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Fig. 6. Illustration for the proof of Lemma 25, Case 2.3.

Case 2.4. There exists a vertex x ∈ (U1 ∩ U4) \ {u′1}. We may assume that
x ∈ int(vu1u

′
1u4) (otherwise rename the vertices x and u′1). Since γ(Gu′

1
) = θ(Gu′

1
), by

Lemma 10(b) there exists a vertex y ∈ (U2∩U3)\{u
′
2}, assume that y ∈ int(vu2u

′
2u3). If

there exists a vertex z ∈ U4 \U1, then the independent set {y, z} dominates {u2, u3, u4}
in Gu1

, a contradiction by Corollary 1(a). Otherwise U4 ⊆ U1, hence γ(Gy) < θ(Gy) by
Lemma 10(d), a contradiction.

Lemma 26. If N(v) ∼= 2K2, then G is not critical.

Proof. Assume by symmetry that u1u2, u3u4 ∈ E(G). We may also assume that u3, u4 ∈
ext(vu1u2) and the vertices u1, . . . , u4 are in clockwise order around v. Corollary 1(b)
implies that no vertex from N2(v) has exactly three neighbors in N1(v). Consider two
cases:

Case 1. There exists a N1(v)-vertex w.
Case 1.1. There exists a {u2, u3}-vertex y. It is easy to check, using Corollary 1(a),

that U1 = U4. Lemma 10(b) implies that there exists a {u1, u4}-vertex x ∈ ext(vu1wu4).
Likewise, it is easy to check, using Corollary 1(a), that U2 = U3.

Case 1.1.1. min(deg(u1), deg(u2)) = 4. Assume by symmetry that deg(u1) = 4.
Then wx ∈ E(G) (otherwise N1[u1] ∼= P3 ∪ K1, a contradiction by Lemma 24). Note
that deg(x) ≥ 4 and x is not a cutvertex by Lemma 16. Then by Lemma 15 there exists
a vertex z ∈ int(u1xw)∪ int(u4xw) not adjacent to N1[v]∪{w, x, y}. Consider a family
C ∈ MCP (Gz) and its clique W ∋ v. Recall that W is maximal by inclusion, thus
|W | = 3 and either W = {v, u1, u2} or W = {v, u3, u4} (assume that W = {v, u1, u2}).
If {w, u3} or {w, u4} is θ-independent in C, we obtain a contradiction by Lemma 9.
Otherwise, since U3 ∩U4 = {w}, we have {w, u3, u4} ∈ C. Then the set {x, v} ∈ IS(Gz)
dominates {w, u3, u4}, a contradiction by Lemma 9.

Case 1.1.2. min(deg(u1), deg(u2)) ≥ 5. Then G has at least two {u1, u4}-vertices
and at least two {u2, u3}-vertices. Hence there exists a vertex z ∈ U2 ∩U3 not adjacent
to U1. Since |U1| ≥ 3, we have γ(Gz) < θ(Gz) by Lemma 10(d), a contradiction.

Case 1.2. There are no {u2, u3}-vertices. Assume by symmetry that there are no
{u1, u4}-vertices.
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Case 1.2.1. deg(w) = 4. By Lemma 13, γ(Gv,w) = γ(G)−2 and θ(Gv,w) ≤ θ(G)−3.
Consider a family C ∈ MCP (Gv,w). Clearly,

C ∪ {{v, u1, u2} ∪ {u3, u4, w}} ∈ CP (G).

Hence θ(G) ≤ θ(Gv,w) + 2, a contradiction.
Case 1.2.2. deg(w) ≥ 5.
Case 1.2.2.1. int(vu2wu3) ∪ ext(vu1wu4) 6= ∅. Assume that int(vu2wu3) 6= ∅.

By Lemma 16, w is not a cutvertex, thus for some i ∈ {2, 3} there exists a vertex
u′i ∈ Ui ∩ int(vu2wu3). Assume that i = 2, consider a vertex u′1 ∈ U1. Remind that
u′2u3 /∈ E(G), then the set {u′1, u

′
2} ∈ IS(Gv,u4

) dominates {u1, u2}, a contradiction.
Case 1.2.2.2. int(vu2wu3) ∪ ext(vu1wu4) = ∅. For some j ∈ {1, 3} there exists a

vertex x ∈ N1[w]∩int(ujuj+1w). Assume that j = 3. By Lemma 15 the set int(vu1u2)∪
int(wu1u2) contains a vertex y not adjacent to N1[v] ∪ {w, x}. Consider a family C ∈
MCP (Gy) with a clique W ∋ v. Assume by symmetry that W = {v, u1, u2}. Note that
U3∩U4 = {w}. If {w, u3} or {w, u4} is θ-independent in C, we obtain a contradiction by
Lemma 9. Otherwise {w, u3, u4} ∈ C and the set {v, x} ∈ IS(Gx) dominates {w, u3, u4}
in Gx, a contradiction.

Case 2. All vertices of N2(v) have at most two neighbors in N1(v). Corollary 1(b)
implies that there are no {ui, ui+1}-vertices, where i ∈ {1, 3}. By Lemma 1 there exist
nonadjacent vertices u′1 ∈ U1 and u′2 ∈ U2. Then by Corollary 1(a), each of the vertices
u3 and u4 is adjacent to either u

′
1 or u

′
2. Since both u′1 and u′2 have at most two neighbors

in N1(v), the only possible configuration is u′2u3, u
′
1u4 ∈ E(G).

Case 2.1. U1 6= U4 or U2 6= U3. We may assume that there exists a vertex
u′′1 ∈ U1 \ U4. Then u′′1u

′
2 by Corollary 1(a). Consider a vertex u′′2 ∈ U2 \ {u′2}, then

u′′1u
′′
2 ∈ E(G) by Corollary 1(a) and u′′2u3, u

′′
2u

′
1 /∈ E(G). Hence {u′1, u

′′
2} ∈ IS(Gv,u3

)
dominates {u1, u2, u4}, a contradiction.

Case 2.2. U1 = U4 and U2 = U3. Consider the subgraph H = G[V (G) \ N2[v]].
Note that Gu1,u3

∼= H and Gu1,u2

∼= K2 ∪H, thus γ(Gu1,u3
) = γ(Gu1,u2

)− 1. However,
Lemmas 13 and 14 imply that γ(Gu1,u2

) = γ(Gu1,u3
) = γ(G)− 2, a contradiction.

Lemma 27. If N(v) ∼= P4, then G is not critical.

Proof. Assume that u1u2, u2u3, u3u4 ∈ E(G) and u1 ∈ ext(vu2u3). Corollary 1(b)
implies that G has no S-vertices, where

S ∈ {{u1, u2}, {u3, u4}, {u1, u2, u3}, {u2, u3, u4}}.

In the following cases (except subcases 3.3 and 4.3) we assume that the vertices
u1 and u4 have a common neighbor in N2(v). Thus we may also assume that u4 ∈
ext(vu2u3) and the vertices u1, . . . , u4 are in clockwise order around v.

Case 1. There exists a N1(v)-vertex w. Lemma 22 implies that deg(u2) ≥ 5, then
int(vu1wu3) \ {u2} 6= ∅. If deg(w) = 4, then for every family C ∈ MCP (Gv,w) we have

C ∪ {{v, u1, u2} ∪ {w, u3, u4}} ∈ CP (G),
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thus θ(Gv,w) ≥ θ(G)− 2, a contradiction by Lemma 13. Hence deg(w) = 5 and the set
Y = N1(w) \N1(v) is nonempty. Lemma 15 implies that int(vu1wu3) \ (N2[v]∪Y ) 6= ∅,
since one of the cycles vu1u2, vu2u3, u1u2w, u2u3w is separating.

Case 1.1. There exists a vertex x ∈ V (G) \ (N2[v]∪Y ) that does not dominate the
set Y . Select a vertex z ∈ Y \ N1(x), consider a family C ∈ MCP (Gx) and its clique
W ∋ v. If W = {v, u2, u3}, then {u1, u4} ∈ IS(Gx) dominates W , a contradiction.
Otherwise we may assume that W = {v, u1, u2}. If {w, u3} or {w, u4} is θ-independent
in Gx, we obtain a contradiction by Lemma 9. Otherwise {w, u3, u4} ∈ C (since G
has no {u3, u4}-vertices, this clique is maximal by inclusion). The set {v, z} ∈ IS(Gx)
dominates {w, u3, u4}, a contradiction by Lemma 9.

Case 1.2. Every vertex from V (G) \ (N2[v] ∪ Y ) dominates Y . Then all ver-
tices from Y either belong to the set int(uiui+1w) for some i ∈ {1, 2, 3}, or belong to
the set int(vu1wu4). Lemma 15 implies that int(vuiui+1) = ∅ for all i ∈ {1, 2, 3}.
Note that deg(u2), deg(u3) ≥ 5 by Lemma 22, hence the only possible configura-
tion is int(u1u2w) = int(u3u4w) = ∅ and Y ⊆ int(u2u3w). Moreover, every vertex
from ext(vu1wu4) is adjacent to u1 or u4 (otherwise it does not belong to N2[v] ∪ Y
and does not dominate Y , a contradiction). Corollary 1(a) implies that U1 = U4

(if, say, there exists a vertex u′1 ∈ U1 \ U4, then for any vertex u′2 ∈ U2 the set
{u′1, u

′
2} ∈ IS(Gv,u4

) dominates {u1, u2}, a contradiction). Since U1 \ {w} 6= ∅, there
exists a vertex y ∈ ext(vu1wu4) such that ext(vu1yu4) = ∅. Clearly, deg(y) ≤ 3, a
contradiction.

Case 2. There exists a vertex w ∈ N2(v) with exactly three neighbors from N1(v).
Assume by symmetry that w is a {u1, u3, u4}-vertex. Since G is planar and has no
{u1, u2, u3}-vertices, all vertices from N2(v) \{w} have at most two neighbors in N1(v).

Case 2.1. There are no {u1, u4}-vertices. It is easy to verify, using Corollary 1(a),
that the set (U1 ∪ U2) \ {w} is a clique on at most three vertices. Remind that G
has no {u1, u2}-vertices, hence min(deg(u1), deg(u2)) = 4. If deg(u1) = 4, then the
subgraphG[N1[u1]] has at most two edges, a contradiction by Lemmas 20–26. Otherwise
deg(u2) = 4. Let U2 = {u′2}. Lemmas 20–26 imply that u′2u3 ∈ E(G). Consider a vertex
u′4 ∈ U4 \ {w}. The set {u′2, u

′
4} ∈ IS(Gv,u1

) dominates {u3, u4}, a contradiction by
Corollary 1(a).

Case 2.2. There exists a {u1, u4}-vertex. Consider vertices x, y ∈ U1∩U4 such that
ext(vu1xu4)∩U1 ∩U4 = {y} (if there exists a unique {u1, u4}-vertex y, then x = w). It
is easy to see that U1 \U4 ∈ int(vu1wu4) by Corollary 1(a). Hence by Lemma 15 there
exists a vertex z ∈ int(u1xu4y) ∪ ext(vu1yu4) not adjacent to N1[v] ∪ {x, y}. Consider
a family C ∈ MCP (Gz) and its clique W ∋ v. It is easy to check that one of the sets
{u1, u4}, {u2, y}, {u3, y} ∈ IS(Gz) dominates W , a contradiction.

Case 3. Every vertex from N2(v) has at most two neighbors in N1(v). Moreover,
there exists a {u2, u3}-vertex w. Recall that by Corollary 1(b) G has neither {u1, u2}-
vertices nor {u3, u4}-vertices.

Case 3.1. There exist two distinct {u1, u4}-vertices x and y nonadjacent to w.
We may assume that U1 ∩ U4 ∩ ext(vu1xu4) = {y}. Corollary 1(a) implies that w
dominates both sets U1 \ U4 and U4 \ U1, hence these sets belong to int(u1u2wu3u4x).
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By Lemma 16, y is not a cutvertex, then ext(vu1yu4) = ∅ and int(u1xu4y) 6= ∅. By
Lemma 15, since U1 ∩ int(u1xu4y) = ∅, there exists a vertex z ∈ int(u1xu4y) not
adjacent to N1[v] ∪ {x,w}. Consider a family C ∈ MCP (Gz) and its clique W ∋ v. It
is easy to check that one of the sets {u1, u4}, {u2, x}, {u3, x} ∈ IS(Gz) dominates W ,
a contradiction.

Case 3.2. There exists a unique {u1, u4}-vertex x nonadjacent to w. Remind that
G has no {u1, u2}-vertices. It is easy to check, using Lemmas 20–26, that deg(u1) ≥ 5
and |U1 \ {x}| ≥ 2. Corollary 1(a) implies that (U1 \ {x}) ∪ {w} is a clique, then
|U1 \ {x}| = 2. Let U1 = {u′1, u

′′
1 , x}, assume by symmetry that u′1 = int(u1u

′′
1wu2)

(see Fig. 7). Since deg(u′1) ≥ 4, by Lemma 15 the set int(u1u2wu
′′
1) \ {u

′
1} contains a

vertex z not adjacent to N1[v] ∪ {w, x}. Again, consider a family C ∈ MCP (Gz) and
its clique W ∋ v. One of the sets {u1, u4}, {u2, x}, {u3, x} ∈ IS(Gz) dominates W , a
contradiction.

Fig. 7. Illustration for the proof of Lemma 27, Case 3.2.

Case 3.3. There are no {u1, u4}-vertices nonadjacent to w. If w dominates U1∪U4,
then the vertices u1 and u4 are pendant in Gw, thus γ(Gw) < θ(Gw) by Lemma 10(a),
a contradiction. Otherwise there exists a vertex y ∈ U1 ∪ U4 such that wy /∈ E(G).
Assume by symmetry that y ∈ U1, then the set {w, y} is θ-independent in Gv,u4

and
dominates the set {u1, u2, u3}, a contradiction by Corollary 1(a).

Case 4. Every vertex from N2(v) has at most two neighbors in N1(v). Moreover, G
has no {u2, u3}-vertices. If u4 ∈ ext(vu1u2u3), then we assume that for some i ∈ {1, 2}
the graph G does not have {ui, ui+2}-vertices (say, i = 2).

Case 4.1. There exist a pair of distinct {u1, u4}-vertices x and y. We may assume
that ext(vu1xu4) ∩ U1 ∩ U4 = {y}.

Case 4.1.1. There exists a vertex u′1 ∈ U1 ∩ int(u1xu4y). Note that u′1 /∈ U4.
Consider a vertex u′2 ∈ U2. Since u′2 ∈ ext(u1xu4y), the set {u′1, u

′
2} ∈ IS(Gv,u4

)
dominates {u1, u2}, a contradiction by Corollary 1(a).

Case 4.1.2. U1 ∩ int(u1xu4y) = ∅. Since deg(y) ≥ 4, by Lemma 15 there exists a
vertex z ∈ int(u1xu4y)∪ext(vu1yu4) not adjacent to N1[v]∪{x}. Consider a family C ∈
MCP (Gz) and its clique W ∋ v. It is easy to check that one of the sets {u1, u4}, {u2, x},
{u3, x} ∈ IS(Gz) dominates W , thus γ(Gz) < θ(Gz) by Lemma 9, a contradiction.

Case 4.2. There exists a unique {u1, u4}-vertex. Note that G has neither {u1, u2}-
vertices nor {u2, u3}-vertices. Then Lemmas 20–26 imply that deg(u1), deg(u2) ≥ 5 and
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|U1 \U4|, |U2 \U4| ≥ 2. By Lemma 1 there exist nonadjacent vertices u′1 ∈ U1 ∩ V (Gu4
)

and u′2 ∈ U2 ∩ V (Gu4
), a contradiction by Corollary 1(a).

Case 4.3. There are no {u1, u4}-veritces. If u4 ∈ ext(vu1u2u3), we apply the
argument from Case 4.2. Assume that u4 ∈ int(vu2u3).

Case 4.3.1. There exists a vertex u′2 ∈ U2\U4. Lemmas 20–26 imply that deg(u1) ≥
5, hence |U1| ≥ 3 and there exists a vertex u′1 ∈ U1 such that the set {u′1, u

′
2} is

θ-independent in Gv,u4
, a contradiction by Corollary 1(a).

Case 4.3.2. U2 ⊆ U4. Moreover, there exists a vertex u′3 ∈ U3 \ U1. Note that
deg(u2) ≥ 5, then there exists a {u2, u4}-vertex u′2 nonadjacent to u′3. Hence the set
{u′2, u

′
3} ∈ V (Gv,u1

) dominates {u3, u4}, a contradiction by Corollary 1(a).
Case 4.3.3. U2 ⊆ U4 and U3 ⊆ U1. Since |U3| ≥ 2, there exist vertices x, y ∈ U1∩U3

such that int(u1u2u3y)∩U3 = {x}. Note that U2 ∈ int(vu2u3), then by Lemma 15 there
exists a vertex z ∈ int(u1u2u3x)∪int(u1xu3y) not adjacent to N1[v]∪{x, y}. Consider a
family C ∈ MCP (Gz) and its clique W ∋ v. Note that |U1|, |U4| ≥ 3 by Lemmas 20–26,
thus there exist vertices u∗1 ∈ U1 and u∗4 ∈ U4 such that both sets {u∗1, u3} and {u∗4, u2}
are θ-independent in C. It is easy to check that one of the sets {u∗1, u3}, {u

∗
4, u2}, {u1, u4}

dominates W , a contradiction by Lemma 9.

6 Critical graphs with δ = 5

Throughout this section we consider a critical graph G and its vertex v such that
deg(v) = δ(G) = 5. Let N1(v) = {u1, . . . , u5} and S ⊆ N1(v). Call a vertex x ∈ N2(v)
S-vertex, if N1(x) ∩N1(v) = S. We use the notation Ui = N1(ui) \N1(v).

6.1 Additional properties

Lemma 28. Suppose that u1u2 ∈ E(G) and there exist four pairwise distinct vertices
u11, u

2
1 ∈ U1 and u12, u

2
2 ∈ U2, such that u11u

1
2 /∈ E(G) and u21u

2
2 /∈ E(G). Then there exist

i, j ∈ {1, 2} and k ∈ [3; 5] such that the set {ui1, u
j
2, uk} is independent.

Proof. Assume by symmetry that u3 ∈ ext(vu1u2). Consider two cases:
Case 1. u4, u5 ∈ ext(vu1u2). We may assume that the vertices u1, . . . , u5 are in

clockwise order around v, and the vertices u12, u
2
2 are in clockwise order around u2.

Case 1.1. There exists i ∈ {4, 5} such that uiu
2
2 ∈ E(G). Then u3 ∈ int(vu2u

2
2ui)

and u11, u
1
2 ∈ ext(vu2u

2
2ui). Thus the set {u11, u

1
2, u3} is independent, as required.

Case 1.2. u4u
2
2, u5u

2
2 /∈ E(G). If both sets {u21, u

2
2, u4} and {u21, u

2
2, u5} are not

independent, then u4u
2
1, u5u

2
1 ∈ E(G) and u12 ∈ int(vu1u

2
1u4). If, moreover, the set

{u11, u
1
2, u5} is not independent, then u11u5 ∈ E(G). Hence u11 ∈ ext(vu1u

2
1u5) and

u11u3, u
1
1u4 /∈ E(G). If both sets {u11, u

1
2, ui}, i ∈ {3, 4} are not independent, then

u12u3, u
1
2u4 ∈ E(G). Therefore, u22 ∈ int(vu2u

1
2u3) and the set {u11, u

2
2, u4} is inde-

pendent, as required (see Fig. 8).
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Fig. 8. Illustration for the proof of Lemma 28, Case 1.2.

Case 2. {u4, u5} ∩ int(vu1u2) 6= ∅. Assume by symmetry that u4 ∈ ext(vu1u2)
and u5 ∈ int(vu1u2). Suppose that for all i ∈ [3; 5] and j ∈ {1, 2} the set {uj1, u

j
2, ui}

is not independent, then there exist a, b ∈ {1, 2} such that ua1, u
b
2 ∈ ext(vu1u2) and

u3−a
1 , u3−b

2 ∈ int(vu1u2). Moreover, both ua1 and ub2 dominate {u3, u4}, this contradicts
the planarity of G.

Lemma 29. If the subgraph G[N1(v)] is triangle-free, than N4(v) = ∅.

Proof. Suppose there exists a vertex x ∈ N4(v). Note that N2[v] ⊆ V (Gx). Consider a
family C ∈ MCP (Gx) and its clique W ∋ v. Since G[N1(v)] is triangle-free and W is
maximal by inclusion, we have |W | ∈ {2, 3}. Suppose that |W | = 2 (say, W = {v, u1}).
Consider a vertex u′1 ∈ U1 (it exists by Lemma 12). The set {u′1, u2, u3, u4} is not a
clique, then for some i ∈ [2; 4] the set {u′1, ui} is θ-independent in C and dominates W .
Thus γ(Gx) < θ(Gx) by Lemma 9, a contradiction.

We now suppose that |W | = 3 (say, W = {v, u1, u2}). Consider three cases:
Case 1. Both vertices u1 and u2 are pendant in G[N1(v)]. If there exists a vertex

w ∈ U1 ∩ U2, then the set {w, u3, u4, u5} is not a clique and for some i ∈ [3; 5] the set
{w, ui} is θ-independent in C and dominates W , a contradiction by Lemma 9. Suppose
that U1 ∩ U2 = ∅. Since |U1|, |U2| ≥ 3, by Lemma 1 there exist vertices u11, u

2
1 ∈ U1 and

u12, u
2
2 ∈ U2 such that u11u

1
2, u

2
1u

2
2 /∈ E(G). By Lemma 28, there exist integers i, j ∈ [1; 2]

and k ∈ [2; 5] such that the set {ui1, u
j
2, uk} is independent. This set dominates {v, u1, u2}

in Gx, again a contradiction by Lemma 9.
Case 2. Either u1 or u2 is not pendant in G[N1(v)]. Assume that u2u3 ∈ E(G).

Since |U1| ≥ 3, the set {u3} ∪ U1 is not a clique. Then there exists a vertex u′1 ∈ U1

such that the set {u′1, u3} is θ-independent in C and dominates W , a contradiction by
Lemma 9.

Case 3. Both vertices u1 and u2 are not pendant in G[N1(v)]. Since G[N1(v)] is
triangle-free, we may assume that u1u5, u2u3 ∈ E(G) and u1u3, u2u5 /∈ E(G). Note that
U1, U2 6= ∅. If there exists a vertex w ∈ U1∩U2, then the set {w, u3, u4, u5} is not a clique
and for some i ∈ [3; 5] the set {w, ui} is θ-independent in C and covers W , a contradiction
by Lemma 9. Otherwise consider some vertices u′1 ∈ U1 and u′2 ∈ U2. If none of the sets
{u′1, u3}, {u

′
2, u5}, {u3, u5} is θ-independent in C, then u′1u3, u

′
2u5, u3u5 ∈ E(G) and the

induced subgraph G[{v, u1, u2, u3, u5, u
′
1, u

′
2}] is nonplanar, a contradiction.
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We now introduce another important tool:

Corollary 2. Suppose there exists a vertex x ∈ V (G) \N1[v] and an integer k ∈ [1; 5]
such that x dominates Uk. Then |Uk| ≤ 2.

Proof. Suppose for a contradiction that |Uk| ≥ 3. Then there exist vertices y1, y2, y3 ∈
Uk such that Uk ∩ int(uky1xy3) = y2. Since deg(y2) ≥ 5, the set int(uky1xy2) ∪
int(uky2xy3) is nonepmty, assume by symmetry that int(uky1xy2) 6= ∅. If ukx ∈ E(G)
and y1 ∈ ext(uky2x), then one of the edges y1x and y2x is separating, a contradiction
by Lemma 17. Otherwise if y1y2 ∈ E(G) (y1y2 /∈ E(G)), let C = y1y2x (C = uky1xy2).
By Lemma 15, there exists a vertex z ∈ int(C) not adjacent to the vertices from C. It is
easy to see that z /∈ N3[v], hence N4(v) 6= ∅, a contradiction by the previous lemma.

6.2 Case δ = 5

In this subsection we finish the proof of Theorem 3. It is easy to check that precisely
one of the following possibilities holds:

1. G[N1(v)] has a cycle C3 (Lemma 30)

2. G[N1(v)] has a cycle C4 (Lemma 31)

3. G[N1(v)] has a cycle C5 (Lemma 32)

4. G[N1(v)] is acyclic and ∆(G[N1(v)]) ≥ 3 (Lemma 33)

5. G[N1(v)] ∼= 5K1 (Lemma 34)

6. G[N1(v)] ∼= K2 ∪ 3K1 (Lemma 35)

7. G[N1(v)] ∼= 2K2 ∪K1 (Lemma 36)

8. G[N1(v)] ∼= P3 ∪ 2K1 (Lemma 37)

9. G[N1(v)] ∼= P3 ∪K2 (Lemma 38)

10. G[N1(v)] ∼= P5 (Lemma 39)

11. G[N1(v)] ∼= P4 ∪K1 (Lemma 40)

Lemma 30. If G[N1(v)] has a cycle C3, then G is not critical.

Proof. We may assume that G[N1(v)] has a cycle u1u2u3 and v, u4, u5 ∈ int(u1u2u3).
Assume by symmetry that u4 ∈ int(vu1u2).

Case 1. u5 ∈ int(vu1u3) or u5 ∈ int(vu2u3) (say, u5 ∈ int(vu1u3)).
Case 1.1. u4u1, u4u2 ∈ E(G) or u5u1, u5u3 ∈ E(G) (say, u4u1, u4u2 ∈ E(G)).

Lemmas 13 and 14 imply that

γ(G) − 2 = γ(Gv,u4
) = θ(Gv,u4

) < γ(Gu4
) = θ(Gu4

) = γ(G)− 1.
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Note that V (Gu4
) = V (Gv,u4

)∪{u3, u5} and U4∩(U3∪U5) = ∅. Since |U3|, |U5| ≥ 2,
Lemma 1 implies that there exists a vertex x ∈ V (Gv,u4

) that dominates {u3, u5} or
there exist nonadjacent vertices u′3 ∈ U3 ∩ V (Gv,u4

) and u′5 ∈ U5 ∩ V (Gv,u4
). Then

γ(Gu4
) ≤ γ(Gv,u4

) by Lemma 8, a contradiction.
Case 1.2. u4u2, u5u3 ∈ E(G). Case 1.1 implies that u4u1, u5u1 /∈ E(G), then the

set N1[u1] ∩N1[v] is a clique and Lemmas 13 and 14 imply that

γ(G) − 2 = γ(Gv,u1
) = θ(Gv,u1

) < γ(Gu1
) = θ(Gu1

) = γ(G)− 1.

Case 1.2.1. Neither U4 ⊆ U1 nor U5 ⊆ U1. There exist vertices u′4 ∈ U4 \ U1 and
u′5 ∈ U5 \ U1. Since u′4 ∈ int(vu1u2) and u′5 ∈ int(vu1u3), we have u′4u

′
5 /∈ E(G). Note

that u′4, u
′
5 ∈ V (Gv,u1

), thus γ(Gu1
) ≤ γ(Gv,u1

) by Lemma 8, a contradiction.
Case 1.2.2. There exists i ∈ {4, 5} such that Ui ⊆ U1. Assume by symmetry

that i = 4. Since |U4| ≥ 3, there exists a vertex u′4 ∈ U1 ∩ U4 nonadjacent to U2 ∪ U5.
Consider a family C ∈ MCP (Gu′

4
), its clique W ∋ v and some vertices u′2 ∈ U2, u

′
5 ∈ U5.

If W = {v, u2, u3}, then {u′2, u5} dominates W . Otherwise W = {v, u3, u5} and {u2, u
′
5}

dominates W , a contradiction.
Case 1.3. There exists i ∈ {4, 5} such that uiui−2 /∈ E(G). Assume by symmetry

that i = 4. Lemmas 13 and 14 imply that

γ(G) − 2 = γ(Gv,u2
) = θ(Gv,u2

) < γ(Gu2
) = θ(Gu2

) = γ(G)− 1.

Case 1.3.1. There exists a vertex u′4 ∈ U4 \ U2. Consider a vertex u′5 ∈ U5, then
the set {u′4, u

′
5} ∈ IS(Gv,u2

) dominates {u4, u5}. Thus γ(Gv,u2
) ≥ γ(Gu2

) by Lemma 8,
a contradiction.

Case 1.3.2. U4 ⊆ U2. Since |U4| ≥ 3, there exists a vertex x ∈ U4 ∩ U2 not
adjacent to U1. Moreover, since vu2 is not a separating edge, there exists a vertex
u′1 ∈ U1 ∩ int(vu1u2). Consider a family C ∈ MCP (Gx) and its clique W ∋ v.

Case 1.3.2.1. W = {v, u3, u5} or W = {v, u5}. Since |U5| ≥ 3, there exists a
vertex u′′5 ∈ U5 such that the set {u1, u

′′
5} is θ-independent in C and dominates W , a

contradiction.
Case 1.3.2.2. W = {v, u1, u5}. Again, since |U5| ≥ 3, there exists a vertex u′′′5 ∈ U5

such that the set {u3, u
′′′
5 } is θ-independent in C and dominates W , a contradiction.

Case 1.3.2.3. W = {v, u1, u3}. If there exists a vertex u′3 ∈ U3 nonadjacent
to u5, then the set {u′1, u

′
3, u5} ∈ IS(Gx) dominates W , a contradiction. Otherwise

U3 ⊆ U5. By Lemma 17 the edge vu3 is not separating, thus there exists a vertex
u′′1 ∈ U1 ∩ int(vu1u3). Consider a vertex z ∈ U3 ∩U5 nonadjacent to u′′1 (since |U3| ≥ 2,
such a vertex exists). Since |U4| ≥ 3 and U4 ⊆ ext(vu1u3), we have γ(Gu′′

1
,z) < θ(Gu′′

1
,z)

by Lemma 10(d), a contradiction.
Case 2. u4, u5 ∈ int(vu1u2). Lemmas 13 and 14 imply that

γ(G) − 2 = γ(Gv,u3
) = θ(Gv,u3

) < γ(Gu3
) = θ(Gu3

) = γ(G)− 1.

If the vertices u4 and u5 have a common neighbor in N2(v), then by Lemma 8 γ(Gu3
) ≤

γ(Gv,u3
), a contradiction. Suppose no such vertex exists. By Lemma 12, neither u1 nor
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u2 dominates {u4, u5}. Thus |U4|+ |U5| ≥ 4 and the set U4 ∪ U5 is not a clique. Hence
there exist vertices u′4 ∈ U4∩V (Gv,u3

) and u′5 ∈ U5∩V (Gv,u3
) such that the set {u′4, u

′
5}

is θ-independent in Gv,u3
, thus γ(Gv,u3

) ≥ γ(Gu3
), a contradiction.

Lemma 31. If G[N1(v)] has an induced cycle C4, then G is not critical.

Proof. We may assume that G[N1(v)] has a cycle u1u2u3u4 and u5 ∈ int(vu1u2). By
Lemma 30 we may also assume that u2u5 /∈ E(G).

Case 1. u1u5 /∈ E(G). By Lemma 17, the edges vu1 and vu2 are not separating,
thus there exist vertices u′1 ∈ U1 ∩ int(vu1u2) and u′2 ∈ U2 ∩ int(vu1u2) (these vertices
may or may not coincide). The set {u′1, u3} ∈ IS(G) dominates the set {v, u1, u2, u4},
hence by Lemma 8 the equality γ(G \ {v, u1, u2, u4}) = θ(G \ {v, u1, u2, u4}) = γ(G)− 1
is not possible. Lemmas 13 and 14 imply that γ(Gv,u1

) < γ(Gu1
). Therefore, Ui ⊆ U1

for some i ∈ {3, 5}. Likewise, γ(Gv,u2
) < γ(Gu2

) and, therefore, Uj ⊆ U2 for some
i ∈ {4, 5}. Since |Ui| ≥ 2 for all i ∈ [3; 5], we may assume by symmetry that U5 ⊆ U1

and U4 ⊆ U2 (see Fig. 9). Then there exists a vertex x ∈ U2∩U4 not adjacent to U3 \U4.
If xu1 ∈ E(G) (xu1 /∈ E(G)), then γ(Gx) < θ(Gx) by Lemma 10(b) (Lemma 10(e)), a
contradiction.

Fig. 9. Illustration for the proof of Lemma 30, Case 1.

Case 2. u1u5 ∈ E(G). By Lemma 17, there exists a vertex u′2 ∈ U2 ∩ int(vu1u2).
The set {u′2, u4} ∈ IS(G) dominates {v, u1, u2, u3}, thus γ(Gv,u2

) < γ(Gu2
) and Uj ⊆ U2

for some i ∈ {4, 5}.
Case 2.1. U4 ⊆ U2. There exist vertices u

′
4, u

′′
4 ∈ U4 such that U4∩int(u4u

′
4u2u3) =

{u′′4}. Pick a vertex u′5 ∈ U5 \ U1 (it exists by Lemma 12 and may conicide with
u′2). By Lemma 17, int(vu3u4) = int(vu2u3) = ∅, hence by Lemma 15 there exists
a vertex z ∈ int(u2u3u4u

′′
4) not adjacent to N1[v] ∪ {u′2, u

′′
4 , u

′
5}. Consider a family

C ∈ MCP (Gz) and its clique W ∋ v. If W = {v, u1, u2} or W = {v, u2, u3} then the
set {u′2, u4} ∈ IS(Gz) dominates it. If W = {v, u1, u5} then the set {u4, u

′
5} ∈ IS(Gz)

dominates it. If W = {v, u1, u4} then the set {u3, u5} ∈ IS(Gz) dominates it. Finally,
if W = {v, u3, u4} then, since u1u

′′
4 /∈ E(G), one of the sets {u1, u2} and {u2, u′′4} is

θ-independent in C and dominates W , a contradiction.
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Case 2.2. U5 ⊆ U2. Since |U5| ≥ 3, there exist vertices y1, y2, y3 ∈ U5 such that
int(u5y1u2y3) ∩ U5 = {y2}. We may assume that int(u5y1u2y2) 6= ∅. If, moreover,
int(u5y1u2y2) ∩ U2 = ∅, then Lemma 15 implies that N4(v) 6= ∅, a contradiction by
Lemma 29. Otherwise there exists a vertex z ∈ U2 ∩ int(u5y1u2y2). Note that z is
not adjacent to U3 ∪ U4. Consider a family C ∈ MCP (Gz) and its clique W ∋ v. If
W = {v, u1, u4} then the set {u3, u5} ∈ IS(Gz) dominates it. If W = {v, u1, u5} then
the set {y3, u4} ∈ IS(Gz) dominates it. If W = {v, u3, u4} then by Lemma 1 there
exists a vertex w ∈ U3 ∩ U4 and the set {w, u5} ∈ IS(Gz) dominates W or there exist
nonadjacent vertces u′3 ∈ U3, u

′
4 ∈ U4 and the set {u5, u

′
3, u

′
4} ∈ IS(Gx) dominates W ,

a contradiction.

Lemma 32. If G[N1(v)] ∼= C5, then G is not critical.

Proof. Assume that G has a cycle C = u1u2u3u4u5 and v ∈ int(C). Lemmas 30 and 31
imply that C is chordless. If N3(v) 6= ∅, consider a vertex x ∈ N3[v] and a family
C ∈ MCP (Gx) with a clique W ∋ v. Since W is maximal by inclusion, we have
|W | = 3. Assume by symmetry that W = {v, u1, u2}, then the independent set {u3, u5}
dominates W , a contradiction. We now assume that N3(v) = ∅. Consider four cases:

Case 1. There exists a vertex w ∈ N2(v), adjacent to three consecutive vertices of
C (assume by symmetry that wu1, wu2, wu3 ∈ E(G)). Since deg(u2) ≥ 5, Lemma 15
implies that there exists a vertex x ∈ N3(v) ∩ int(vu1wu3), a contradiction.

Case 2. There exists a vertex w ∈ N2(v), adjacent to exactly three vertices of C that
are not consecutive. We may assume that w is a {u1, u3, u5}-vertex. Then U2 ∩ U4 = ∅
and by Lemma 10(b) w dominates either U2 or U4 (say, U2). Corollary 2 implies that
|U2| = 2. Let U2 = {u′2, u

′′
2}, assume by symmetry that u′2 ∈ int(u1u2u

′′
2w). Since

deg(u′2) ≥ 5, Lemma 15 implies that there exists a vertex x ∈ N3(v) ∩ int(u1u2u
′′
2w), a

contradiction.
Case 3. There exists a vertex w ∈ N2(v), adjacent to a pair of nonadjacent vertices

from N1(v). Assume by symmetry that w is a {u1, u3}-vertex.
Case 3.1. w dominates U2. We use the argument from Case 2.
Case 3.2. There exists a {u2}-vertex u′2 nonadjacent to w. Consider a family

C ∈ MCP (Gu′

2
) and its clique W ∋ v. It is easy to check that one of the independent

sets {u4, w}, {u1, u3} and {u5, w} dominates W , a contradiction.
Case 3.3. For some i ∈ {1, 3} there exists a {u2, ui}-vertex x nonadjacent to w.

Assume by symmetry that i = 3. Consider a family C ∈ MCP (Gx) and its clique
W ∋ v. If W = {v, u1, u5} then the set {u4, w} ∈ IS(Gx) dominates it. Otherwise
W = {v, u4, u5}. If there exists a vertex u′4 ∈ U4 \ U1 then the set {u′4, u1} ∈ IS(Gx)
dominates W , a contradiction. Thus we assume that U4 ⊆ U1. By Lemma 9, it remains
to consider the case when for every vertex u′4 ∈ U4 the set {u′4, u1} is not θ-independent
in Gx, then |U4| = 2. Let U4 = {y1, y2}, assume that y2w /∈ E(G) (see Fig. 10). If y2 is
adjacent to U5, we rename the vertices and use the argument from Case 2. Otherwise
Lemma 10(b) implies that γ(G{y2,w}) < θ(G{y2,w}), a contradiction.
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Fig. 10. Illustration for the proof of Lemma 32, Case 3.3.

Case 4. Every vertex from N2(v) is adjacent to one vertex or two consecutive
vertices from N1(v). By Lemma 14, it is sufficient to consider the following cases:

Case 4.1. γ(G \ {u1, u2, u3, v}) = θ(G \ {u1, u2, u3, v}) = γ(G) − 1. If there exists
a {u1, u2}-vertex x, then the set {x, u4} ∈ IS(G) dominates {v, u1, u2, u3} in G, a
contradiction. Otherwise by Lemma 1 there exist nonadjacent vertices u′1 ∈ U1 and
u′2 ∈ U2. By the previous cases, u′1u4, u

′
2u4 /∈ E(G), hence the set {u′1, u

′
2, u4} ∈ IS(G)

dominates {v, u1, u2, u3} in G, again a contradiction.
Case 4.2. γ(Gv,u2

) = θ(Gv,u2
) = γ(G) − 2. Since |U4|, |U5| ≥ 2, by Lemma 1 there

exists a {u4, u5}-vertex x that dominates {u4, u5} in Gu2
, or there exist vertices u′4 ∈ U4

and u′5 ∈ U5 such that the set is {u′4, u
′
5} ∈ IS(G) dominates {u4, u5} in Gu2

. Hence
γ(Gv,u2

) ≥ γ(Gu2
), a contradiction.

Lemma 33. If G[N1(v)] is acyclic and ∆(G[N1(v)]) ≥ 3, then G is not critical.

Proof. We may assume that u1 has the maximum degree in (G[N1(v)]) and u1u2, u1u3,
u1u4 ∈ E(G). Lemma 12 implies that u1u5 /∈ E(G). By Lemma 30, G[N1(v)] is triangle-
free, thus u2u3, u3u4, u2u4 /∈ E(G). We may also assume that u2, u5 ∈ int(vu1u3)
and u4 ∈ ext(vu1u3). Lemma 17 implies that u1u4 is not a separating edge, thus
ext(vu1u4) = ∅ and int(vu3u1u4) 6= ∅. By Lemma 15, there exists a vertex x ∈
int(vu3u1u4) not adjacent to N1[v] ∪ U2 ∪ U5. Consider a family C ∈ MCP (Gx) and a
clique W ∋ v. Remind that W is maximal by inclusion, hence either u1 ∈ W or u5 ∈ W .

Case 1. W = {v, u5}. Consider a vertex u′5 ∈ U5. The set {u′5, u4} ∈ IS(Gx)
dominates W , a contradiction.

Case 2. W = {v, ui, u5}, where i ∈ {2, 3}. Let j = 5 − i. If uju5 /∈ E(G) then
|U5| ≥ 3 and there exists a vertex u′5 ∈ U5 such that the set {u1, u

′
5} is θ-independent

in C and dominates W , a contradiction. Suppose that uju5 ∈ E(G). If the vertices u1
and uj are θ-independent in C, we obtain a contradiction by Lemma 9. Otherwise, since
|U5| ≥ 2 and the set {u1, uj} ∪ U5 is not a clique, there exists a vertex u′5 ∈ U5 such
that the set {u′5, u1} is θ-independent in C and dominates W , again a contradiction.

Case 3. W = {v, u1, u2}. Consider a vertex u′2 ∈ U2. The set {u′2, u4} ∈ IS(Gx)
dominates W , a contradiction.

Case 4. W = {v, u1, u3}. By Corollary 2, there exists a vertex u′3 ∈ U3 such that
u′3x /∈ E(G). Then one of the sets {u′3, u2} and {u′3, u4} is independent in Gx and
dominates W , a contradiction.
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Case 5. W = {v, u1, u4}. By Corollary 2, there exists a vertex u′4 ∈ U4 such that
u′4x /∈ E(G). Then the set {u2, u

′
4} ∈ IS(Gx) dominates W , a contradiction.

Lemma 34. If N1(v) ∼= 5K1, then G is not critical.

Proof. Consider two cases:
Case 1. N3(v) 6= ∅. Select a vertex x ∈ N3(v). Consider a family C ∈ MCP (Gx)

and its clique W ∋ v. Assume by symmetry that W = {x, u1}. By Lemma 10(e), u1 is
pendant in Gx. Thus x dominates U1, a contradiction by Corollary 2.

Case 2. N3(v) = ∅. If every vertex from N2(v) has at least three neighbors inN1(v),
then {v, u1, u2, u3} ∈ DS(G), thus γ(G) < |N1(v)| ≤ α(G) ≤ γ∞(G), a contradiction.
Otherwise there exists a vertex x ∈ N2(v), with at most two neighbors in N1(v). By
Lemma 10(e), exactly one vertex from N1[v] is pendant in Gx. Thus for some i ∈ [1; 5]
the vertex x dominates the set Ui, again a contradiction by Corollary 2.

Lemma 35. If G[N1(v)] ∼= K2 ∪ 3K1, then G is not critical.

Proof. We may assume that u1u2 ∈ E(G) and u3 ∈ ext(vu1u2). Consider two cases:
Case 1. There exists a vertex w ∈ N2(v) that dominates N1(v). Then w, u4, u5 ∈

ext(vu1u2), we may assume that the vertices u1, u2, . . . , u5 are in clockwise order around
v. Since deg(u4) ≥ 5, by Lemma 15 the set int(vu3wu5) contains a vertex x not adjacent
to N1[v] ∪ {w}. Consider a family C ∈ MCP (Gx) with a clique W ∋ v. It is easy to
check that for some i ∈ [1; 5] the set {ui, w} is θ-independent in C and dominates W , a
contradiction.

Case 2. No vertex from N2(v) dominates N1(v). Corollary 1(b) implies that every
vertex from N2(v) has at most three neighbors in N1(v) in G. Moreover, there are no
{u3, u4, u5}-vertices.

Case 2.1. There exists a vertex w ∈ U1 ∪U2 with at most two neighbors in N1(v).
By Lemma 10(e), the equality γ(Gw) = θ(Gw) implies that for some i ∈ [1; 5] the vertex
w dominates the set Ui, a contradiction by Corollary 2.

Case 2.2. Every vertex from U1 ∪ U2 has exactly three neighbors in N1(v). More-
over, u4, u5 ∈ ext(vu1u2). Since |U1|, |U2| ≥ 3 and every vertex from U1 ∩ U2 has a
neighbor in {u3, u4, u5}, it is easy to see that |U1 ∩ U2| ≤ 1 and thus |U1 ∪ U2| ≥ 5.
Hence there exist two vertices from U1∪U2 with two common neighbors in {u3, u4, u5}.
Clearly, the subgraph G[N1[v] ∪ U1 ∪ U2] is nonplanar, a contradiction.

Case 2.3. Every vertex from U1 ∪ U2 has exactly three neighbors in N1(v). More-
over, {u4, u5} ∩ int(vu1u2) 6= ∅. Assume by symmetry that u4 ∈ ext(vu1u2) and
u5 ∈ int(vu1u2). If there exists a {u1, u2, u5}-vertex x, then γ(Gx) < θ(Gx) by
Lemma 10(d), a contradiction. Otherwise U1 ∪U2 ∈ ext(vu1u2), thus |U1 ∩U2| ≤ 1 and
|U1 ∪ U2| ≥ 5. Since no vertex from U1 ∪ U2 is adjacent to u5, there exist two vertices
from U1 ∪ U2 with three common neighbors in {u1, u2, u3, u4}. Again, the subgraph
G[N1[v] ∪ U1 ∪ U2] is nonplanar, a contradiction.

Lemma 36. If G[N1(v)] ∼= P3 ∪ 2K1, then G is not critical.
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Proof. Assume by symmetry that E(N1(v)) = {u1u2, u2u3} and u3 ∈ ext(vu1u2). Con-
sider some vertices x1, x2 ∈ U2. It follows from Lemma 10, Corollary 1(b) and Corol-
lary 2 that both of them have either three or five neighbors in N1(v). Consider two
cases:

Case 1. At least one of the vertices u4, u5 belongs to int(vu1u2u3). Assume by
symmetry that u4 ∈ int(vu1u2).

Case 1.1. u5 ∈ int(vu1u2). If for some i ∈ {1, 2} the vertex xi is a {u1, u2, u3}-
vertex, then γ(Gxi

) < θ(Gxi
) by Lemma 10(d), a contradiction. Otherwise x1, x2 ∈

int(vu1u2). There exist i, j ∈ [1; 2] such that xiuj+3 /∈ E(G). Assume by symmetry
that i = j = 1. By Corollary 2, u4 is not pendant in Gx1

, thus γ(Gx1
) < θ(Gx1

) by
Lemma 10(b), a contradiction.

Case 1.2. u5 ∈ int(vu2u3). Then u4 and u5 have no common neighbors in
N2(v), hence G has no {u1, u2, u3}-vertices by Lemma 10(b). Then either x1 or x2
is a {u1, u2, u4}-vertex (say, x1). Lemma 10(d) implies that γ(Gx1

) < θ(Gx1
), a contra-

diction.
Case 1.3. u4 ∈ int(vu1u2), u5 ∈ ext(vu1u2u3). Assume that the vertices u1, u2, u3,

u5 are located clockwise around v. It is not hard to check, using Lemma 10(b,d) and
Corollary 2, that x1u5, x2u5 ∈ E(G). We may assume that x1 is a {u1, u2, u5}-vertex and
x2 is a {u2, u3, u5}-vertex. Then x1 is not adjacent to U3 \{x2}, hence γ(Gx1

) < θ(Gx1
)

by Lemma 10(b), a contradiction.
Case 2. u4, u5 ∈ ext(vu1u2u3). Then x1, x2 ∈ ext(vu1u2u3) and G has no

{u1, u2, u3}-vertices. We may assume that the vertices u1, u2, . . . , u5 are in clockwise or-
der around v and the vertices x1 and x2 are in clockwise order around u2. If x1u3 ∈ E(G)
(x2u1 ∈ E(G)) then x2 (x1) has at most two neighbors in N1(v), a contradiction. Thus
both x1 and x2 have exactly three neighbors in N1(v).

Case 2.1. There exists i ∈ {1, 2} such that xi is a {u2, u4, u5}-vertex. Assume by
symmetry that i = 1. Then u1 ∈ ext(vu2x1u4) and u3 ∈ int(vu2x1u4). Lemma 10(b)
and Corollary 2 imply that γ(Gx1

) < θ(Gx1
), a contradiction.

Case 2.2. Neither x1 nor x2 is a {u2, u4, u5}-vertex. Then x1u1, x2u3 ∈ E(G).
If x2u5 ∈ E(G), then Lemma 10(b) and Corollary 2 imply that γ(Gx2

) < θ(Gx2
), a

contradiction. Hence x2u4 ∈ E(G). If x1u4 ∈ E(G) then Lemma 10(b) and Corollary 2
imply that γ(Gx1

) < θ(Gx1
), hence x1u5 ∈ E(G). If there exists a vertex u′1 ∈ U1 \ U5,

then {u′1, x2} ∈ IS(Gv,u5
) dominates {u1, u2, u3, u4}, a contradiction by Corollary 1(a).

Therefore, U1 ⊆ U5. By Case 2.1 G has no {x2, x4, x5}-vertices, thus deg(u2) = 5.
Lemma 32 implies that x1x2 /∈ E(G). Since x2 ∈ int(vu2x1u5), we have N1[x2]∩U1 = ∅.
Since |U1| ≥ 3, we have γ(Gx2

) < θ(Gx2
) by Lemma 10(d), a contradiction.

Lemma 37. If N1(v) ∼= 2K2 ∪K1, then G is not critical.

Proof. Assume by symmetry that E(N1(v)) = {u1u2, u3u4} and u3, u4 ∈ ext(vu1u2).
Consider three cases:

Case 1. There exists a vertex w ∈ N2(v) with at least four neighbors in N1(v).
Corollary 1(b) implies that w dominates N1(v). Then u5 ∈ ext(vu1u2) ∩ ext(vu3u4)
and we may assume that the vertices u1, . . . , u5 are in clockwise order around v. Since
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deg(u2) ≥ 5, the set int(vu1wu3) contains a vertex is not adjacent to N1[v] ∪ {w}.
Consider a family C ∈ MCP (Gx) and its clique W ∋ v. It is easy to check that for
some i ∈ [1; 5] the set {ui, w} is θ-independent in C and dominates W , a contradiction.

Case 2. There exists a vertex w ∈ N2(v) with exactly three neighbors in N1(v).
Corollary 1(b) implies that w is neither a {u1, u2, u5}-vertex, nor a {u3, u4, u5}-vertex.

Case 2.1. wu5 /∈ E(G). Assume by symmetry that w is a {u1, u2, u3}-vertex. It is
easy to check, using Corollary 1(a), that U4\N1[w] = U5 \N1[w]. Since γ(Gw) = θ(Gw),
Lemma 10(a,d) implies that there exists a vertex x ∈ U4 ∩ U5 ∩ N1[w] or vertices
u′4 ∈ U4 ∩N1[w] and u′5 ∈ U5 ∩N1[w]. Moreover, Lemma 10(b) implies that there exists
a vertex y ∈ (U4 ∩ U5) \ N1[w]. Consider a vertex u′3 ∈ U3. It is easy to check that
u′3y /∈ E(G). The set {u′3, y} dominates {u3, u4, u5} in one of the subgraphs Gu1

and
Gu2

, a contradiction by Corollary 1(a).
Case 2.2. wu5 ∈ E(G). By Corollary 1(b), w is a {ui, uj , u5}-vertex, for some

i ∈ [1; 2] and j ∈ [3; 4]. Then u5 ∈ ext(vu1u2) ∩ ext(vu3u4) and we may assume
that the vertices u1, . . . , u5 are in clockwise order around v. If (i, j) 6= (1, 4), then
Lemma 10(b) and Corollary 2 imply that γ(Gw) < θ(Gw). Suppose that (i, j) = (1, 4).
By Lemma 10(b) and Corollary 2 there exists a vertex x ∈ U2 ∩ U3 nonadjacent to w.
Case 2.1 implies that x is a {u2, u3}-vertex, then γ(Gx) < θ(Gx) by Lemma 10(e), a
contradiction.

Case 3. Every vertex of N2(v) has at most two neighbors in N1(v).
Case 3.1. For some i ∈ {1, 3} there exists {ui, ui+1}-vertex w. Assume by

symmetry that i = 1. By Corollary 2, there exists a vertex u′5 ∈ U5 such that
wu′5 /∈ E(G). By Corollary 1(b), for some j ∈ {3, 4} we have uju

′
5 /∈ E(G). Hence

the set {w, u′5} ∈ IS(Gv,uj
) dominates {u1, u2, u5}, a contradiction by Corollary 1(a).

Case 3.2. For some i, j ∈ {1, 2} there exists {ui, uj+2}-vertex w. Then γ(Gw) <
θ(Gw) by Lemma 10(e) and Corollary 2, a contradiction.

Case 3.3. For some i ∈ [1; 4] there exists {ui, u5}-vertex w (assume that i = 4).
Corollary 2 implies that there exists a vertex u′3 ∈ U3 nonadjacent to w. Case 3.2 implies
that u1u

′
3 /∈ E(G). Then {u′3, w} ∈ IS(Gv,u1

) dominates {u3, u4, u5}, a contradiction
by Corollary 1(a).

Case 3.4. Every vertex from N2(v) has a unique neighbor in N1(v). By Lemma 1,
for i ∈ [1; 4] there exist vertices u′i ∈ Ui such that u′1u

′
2, u

′
3u

′
4 /∈ E(G). Suppose there

exists a vertex u′5 ∈ U5 such that one of the sets {u′1, u
′
2, u

′
5} and {u′3, u

′
4, u

′
5} is in-

dependent (say, {u′1, u
′
2, u

′
5}). This set dominates {u1, u2, u5} in a subgraph Gv,u3

, a
contradiction by Corollary 1(a). Otherwise every vertex from U5 has a neighbor in
{u′1, u

′
2} and a neighbor in {u′3, u

′
4}. Since |U5| ≥ 4, the subgraph G[N2[v]] is nonplanar,

a contradiction.

Lemma 38. If G[N1(v)] ∼= P3 ∪K2, then G is not critical.

Proof. Assume by symmetry that E(N1(v)) = {u1u2, u2u3, u4u5} and u3 ∈ ext(vu1u2).
By Corollary 1(b), if a vertex from N2(v) is adjacent to exactly four vertices from
N1(v), then it is a {u1, u3, u4, u5}-vertex. Moreover, G has neither {u1, u4, u5}-vertices
nor {u3, u4, u5}-vertices. Consider three cases:
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Case 1. There exists a vertex w ∈ N2(v) with at least four neighbors inN1(v). Then
u4, u5 ∈ ext(vu1u2u3), hence we may assume that the vertices u1, . . . , u5 are in clockwise
order around v. Since U4 \{w} 6= ∅, by Lemma 15 there exists a vertex x ∈ int(vu3wu5)
not adjacent to the set N1[v] ∪ U2 ∪ {w}. Consider a family C ∈ MCP (Gx) and its
clique W ∋ v. Clearly, |W | = 3. If u2w ∈ E(G), then it is easy to check that for some
i ∈ [1; 5] the set {w, ui} is θ-independent and dominates W , a contradiction.

Suppose that u2w /∈ E(G). If W = {v, u4, u5}, then one of the sets {u1, w} and
{u3, w} is θ-independent in C and dominates W , a contradiction. Otherwise assume by
symmetry that W = {v, u1, u2}. If the set {u3, w} is θ-independent in C, we obtain a
contradiction by Lemma 9. Otherwise there exists a cliqueW ′ ∈ C such that u3, w ∈ W ′.
Clearly, u5 /∈ W ′. Since |U2| ≥ 2, there exists a vertex u′2 ∈ U2 \ W ′. Note that
u′2 ∈ int(vu1wu3), hence u′2u5 /∈ E(G). Then the set {u′2, w, u5} is θ-independent in C
and dominates W , a contradiction.

Case 2. Every vertex from N2(v) has at most three neighbors in N1(v). Moreover,
there exists a vertex w ∈ U2 that is not a {u2}-vertex.

Case 2.1. w is a {u2, ui}-vertex for some i ∈ {4, 5}. Lemma 10(e) and Corollary 2
imply that γ(Gw) < θ(Gw), a contradiction.

Case 2.2. w is a {u2, u4, u5}-vertex. If w ∈ ext(vu1u2u3), then γ(Gw) < θ(Gw)
by Lemma 10(b) and Corollary 2, a contradiction. Hence w ∈ int(vu1u2u3), we may
assume that w ∈ int(vu2u3). If there exists a vertex u′1 ∈ U1\U3, then {u′1, w} dominates
{u1, u2, u4, u5} in Gu3

, a contradiction by Corollary 1(a). Otherwise U1 ⊆ U3. Since w
is not adjacent to U1, we have γ(Gw) < θ(Gw) by Lemma 10(d), a contradiction.

Case 2.3. w is a {ui, u2, uj}-vertex, where i ∈ {1, 3} and j ∈ {4, 5}.
Case 2.3.1. w ∈ int(vu1u2u3). Assume that w ∈ int(vu2u3), then u4, u5 ∈

int(vu2u3) and i = 3. The vertices u1 and u9−j have no common neighbors in N2(v),
thus Lemma 10(b) and Corollary 2 imply that γ(Gw) < θ(Gw), a contradiction.

Case 2.3.2. w ∈ ext(vu1u2u3). Then u4, u5 ∈ ext(vu1u2u3), we may assume that
the vertices u1, . . . , u5 are in clockwise order around v. Lemma 10(b) and Corollary 2
imply that either (i, j) = (1, 5) or (i, j) = (3, 4). Assume by symmetry that (i, j) =
(1, 5). Lemma 10(b) implies that there exists a vertex x ∈ U3 ∩ U4 nonadjacent to w.

Case 2.3.2.1. There exists a vertex u′5 ∈ U5 \ U1. By Corollary 1(a), u′5x ∈
E(G). If there exists a vertex u′4 ∈ U4 \ U3, then {u′4, w} dominates {u1, u4, u5} in
Gu3

, a contradiction by Corollary 1(a). Otherwise U4 ⊆ U3 and there exists a vertex
x′ ∈ (U3 ∩ U4) \ {x}. Therefore, {x′, u′5} ∈ IS(Gv,u1

) dominates {u3, u4, u5}, again a
contradiction by Corollary 1(a).

Case 2.3.2.2. U5 ⊆ U1. Then xu2 /∈ E(G) (if xu2 ∈ E(G), then γ(Gx) < θ(Gx) by
Lemma 10(d), a contradiction). Since |U5| ≥ 3, there exist vertices y1, y2 ∈ U5\{w} such
that U5 ∩ ext(vu1y1u5) = {y2}. By Lemma 17, ext(vu1y2u5) = ∅, thus by Lemma 15
there exists a vertex z ∈ int(u1y1u5y2) not adjacent to N1[v] ∪ {x,w, y1}. Consider a
family C ∈ MCP (Gz) and its clique W ∋ v. It is easy to check that one of the sets
{u3, w}, {u1, x}, {u2, x, y1} ∈ IS(Gz) dominates W , a contradiction.

Case 2.4. w is a {ui, u2}-vertex, i ∈ {1, 3}. Assume that i = 1. By Corollary 2,
there exists a vertex u′3 ∈ U3 nonadjacent to w. Corollary 1(b) implies that u′3uj /∈ E(G)
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for some j ∈ {4, 5}. Then {w, u′3} ∈ IS(Gv,uj
) dominates {u1, u2, u3}, a contradiction

by Corollary 1(a).
Case 3. Every vertex from N2(v) has at most three neighbors in N1(v). Moreover,

every vertex from U2 is {u2}-vertex.
Case 3.1. There exists a vertex w ∈ U1 ∩ U3. Since U2 ∩ (U4 ∪ U5) = ∅, the

set {w} ∪ U2 is a clique by Corollary 1(a). Let U2 = {u′2, u
′′
2}, assume by symmetry

that u′2 ∈ int(u1u2u
′′
2w). By Lemma 17, int(u2u

′
2u

′′
2) = ∅. By Lemmas 15 and 29,

int(u′2u
′′
2w) = ∅. Hence int(u1u2u

′
2w), int(u2u3wu

′′
2) 6= ∅. By Lemma 17, there exist

vertices u′1 ∈ U1 ∩ int(u1u2u
′
2w) and u′3 ∈ U3 ∩ int(u2u3wu

′′
2). Since the set {u′2, u

′′
2}

is not θ-independent in Gv,u5
and u′1u

′
3, u

′
2u

′
3, u

′′
2u

′
1 /∈ E(G), the set {u′1, u

′
2, u

′
3} is θ-

independent in Gv,u5
, a contradiction by Corollary 1(a).

Case 3.2. There exists a vertex w ∈ U4 ∩ U5. Note that wu1 /∈ E(G) by Corol-
lary 1(b). Corollary 2 implies that there exists a vertex u′3 ∈ U3 nonadjacent to w.
Then {u′3, w} ∈ IS(Gv,u1

) dominates {u3, u4, u5}, a contradiction.
Case 3.3. There exists {ui, uj} vertex x for some i ∈ {1, 3} and j ∈ {4, 5}.
Case 3.3.1. u4 ∈ int(vu1u2u3). Assume by symmetry that u4 ∈ int(vu2u3) and

(i, j) = (3, 4). By Corollary 2, there exists a vertex u′5 ∈ U5 nonadjacent to x. Then
the set {u′5, x} ∈ IS(Gu1

) dominates {u3, u4, u5}, a contradiction.
In subcases 3.3.2 and 3.3.3 we may assume that u4, u5 ∈ ext(vu1u2u3) and the

vertices u1, u2, . . . , u5 are in clockwise order around v.
Case 3.3.2. (i, j) = (1, 4) or (i, j) = (3, 5). Assume that (i, j) = (3, 5). By

Corollary 2, there exists a vertex u′4 ∈ U4 \U1 nonadjacent to x. Hence the set {u′4, x} ∈
IS(Gv,u1

) dominates {u3, u4, u5}, a contradiction.
Case 3.3.3. (i, j) = (3, 4) or (i, j) = (1, 5). Assume that (i, j) = (3, 4) and the

number of {u3, u4}-vertices in G is greater or equal than the number of {u1, u5}-vertices.
Corollary 2 implies that there exists a vertex y ∈ U5 nonadjacent to x. Corollary 1(a)
implies that y is a {u1, u5}-vertex.

Case 3.3.3.1. x is the only {u3, u4}-vertex in G. Then there exist vertices u′4 ∈
U4 \ U3 and u′5 ∈ U5 \ U1. Corollary 1(a) imply that u′4y, u

′
5x ∈ E(G), this contradicts

the planarity of G.
Case 3.3.3.2. There exists a {u3, u4}-vertex x′ 6= x. Assume that x′ ∈ int(vu3xu4).

By Lemma 15, there exists a vertex z ∈ int(vu3xu4) nonadjacent to N1[v] ∪ {x, y}.
Consider the family C ∈ MCP (Gz) and its clique W ∋ v. It is easy to check that one
of the sets {u3, y}, {u1, x}, {u2, x, y} ∈ IS(Gz) dominates W , a contradiction.

Case 3.4. All vertices inN2(v) have a unique neighbor inN1(v). By Lemma 1, there
exist nonadjacent vertices u′4 ∈ U4 and u′5 ∈ U5. Corollary 1(a) implies that every vertex
from U1 ∪ U3 is adjacent to u′4 or u′5. Then it is easy to see that u4, u5 ∈ ext(vu1u2u3),
we may assume that the vertices u1, . . . , u5 are in clockwise order around v. Corollary 2
implies that u′4 does not dominate U3, then there exists a vertex u′3 ∈ U3 such that
u′3u

′
5 ∈ E(G) and u′4 ∈ int(vu3u

′
3u

′
5u5). Hence u

′
4 is not adjacent to U1. By Corollary 2,

u′5 does not dominate U1, thus there exists a vertex u′1 ∈ U1 such that u′1u
′
5 /∈ E(G).

Therefore, the set {u′1, u
′
4, u

′
5} ∈ IS(Gv,u3

) dominates {u1, u4, u5}, a contradiction by
Corollary 1(a).

39



Lemma 39. If N1(v) ∼= P5, then G is not critical.

Proof. We may assume that E(N1(v)) = {u1u2, u2u3, u3u4, u4u5} and u1 ∈ ext(vu2u3).
Consider three cases:

Case 1. There exists a vertex w ∈ N2(v) with at least four neighbors in N1(v).
Corollary 1(b) implies that u1w, u5w ∈ E(G). We may assume that u4w ∈ E(G) and
the vertices u1, . . . , u5 are located clockwise around v.

Case 1.1. u3w ∈ E(G). By Lemma 15, there exists a vertex x ∈ int(vu3wu5)
not adjacent to N1[v] ∪ U2 ∪ {w}. Consider a family C ∈ MCP (Gx) and its clique
W ∋ v. Suppose that none of the sets {ui, w}, i ∈ {1, 3, 4, 5} is both θ-independent in
C and dominates W . Then it is easy to check that u2w /∈ E(G) and W = {v, u1, u2}.
Moreover, the set {u3, w} is not θ-independent in C. Note that |U2| ≥ 2 and the set
U2∪{u3, w} is not a clique. Then there exists a vertex u′2 ∈ U2 such that the set {u′2, w}
is θ-independent in C. Since u3u5 /∈ E(G), the set {u′2, w, u5} is also θ-independent in
C and dominates W , a contradiction by Lemma 9.

Case 1.2. u3w /∈ E(G). Note that w dominates {u1, u5}, hence γ(Gv,u3
) ≥ γ(Gu3

)
and γ(G\{v, u2 , u3, u4}) < γ(G) by Lemma 14. Since u3 ∈ int(vu2wu4), neither u1 nor
u5 is adjacent to U3. Consider a vertex u′3 ∈ U3. The set {u1, u

′
3, u5} ∈ IS(G) dominates

{v, u2, u3, u4}, thus γ(G \ {v, u2, u3, u4}) ≥ γ(G) by Lemma 8, a contradiction.
Case 2. There exists a vertex w ∈ N2(v) with exactly three neighbors in N1(v). As-

sume that either wui, wu6−i ∈ E(G) or wu6−i /∈ E(G), where i ∈ {1, 2}. If u1w, u5w ∈
E(G), then we also assume that the vertices u1, u2, . . . , u5 are located clockwise around v.

Case 2.1. w is a {u2, u3, u4}-vertex. By Corollary 2 and Lemma 10(b), there exists a
vertex x ∈ U1∩U5 nonadjacent to w. Thus u4 ∈ ext(vu1u2u3) and u5 ∈ ext(vu1u2u3u4).
By Lemma 15 there exists a vertex y ∈ int(vu2wu4) not adjacent to N1[v] ∪ {x}.
Consider a family C ∈ MCP (Gy) and its clique W ∋ v. It is easy to see that one of the
sets {u3, x}, {u1, u4}, {u2, u5} ∈ IS(Gy) dominates W , a contradiction.

Case 2.2. w is a {u1, u3, u4}-vertex. Then u4 ∈ ext(vu1u2u3) and u5 is not adjacent
to U2. Lemma 10(b) implies that w dominates U2, then |U2| = 2 by Corollary 2. Let
U2 = {u′2, u

′′
2}, assume that u′2 ∈ int(u1u2u

′′
2w). Corollary 1(a) implies that U2 ∪ {w}

is a clique, thus u′2u
′′
2 ∈ E(G). By Lemmas 15 and 29, int(u2u

′
2wu

′′
2) = ∅, thus by

Lemma 17 there exist vertices u′1 ∈ U1 ∩ int(u1u2u
′
2w) and u′3 ∈ U3 ∩ int(u2u3wu

′′
2).

Lemmas 30–38 imply that either u3u
′′
2 ∈ E(G) or u1u

′
2 ∈ E(G). If u3u

′′
2 ∈ E(G)

(u1u
′
2 ∈ E(G)), then the set {u′1, u

′′
2} ∈ IS(Gv,u5

) ({u′2, u
′
3} ∈ IS(Gv,u5

)) dominates
{u1, u2, u3}, a contradiction by Corollary 1(a).

Case 2.3. w is a {u1, u2, u4}-vertex. Again, u4 ∈ ext(vu1u2u3).
Case 2.3.1. u5 ∈ ext(vu1u2u3u4). Consider a vertex u′3 ∈ U3, it is easy to see

that u′3u1, u
′
3u5 /∈ E(G). The set {u1, u

′
3, u5} ∈ IS(G) dominates {v, u2, u3, u4}, hence

γ(Gv,u3
) < γ(Gu3

) by Lemmas 13 and 14. Note that |U5| ≥ 3. By Corollary 2, there
exists a vertex u′5 ∈ U5 such that {w, u′5} ∈ IS(Gv,u3

), thus γ(Gv,u3
) ≥ γ(Gu3

) by
Lemma 8, a contradiction.

Case 2.3.2. u5 ∈ int(vu1u2u3u4). Then u5 ∈ int(vu3u4). Lemma 17 implies that
there exists a vertex x ∈ U3 ∩ int(vu3u4). Corollary 1(a) implies that xu5 ∈ E(G),
hence xu4 /∈ E(G) by Corollary 1(b). It is easy to check, using Corollary 1(a), that U4∩
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int(u1u2u3u4w) = ∅. By Lemma 17, int(vu1u2) = int(vu2u3) = ∅. Hence Lemma 15
implies that there exists a vertex z ∈ int(u1u2u3u4w) not adjacent to N1[v] ∪ {w, x}.
Consider a family C ∈ MCP (Gz) and its clique W ∋ v. Since |U5| ≥ 4, there exists
a vertex u′5 ∈ U5 such that the set {u3, u

′
5} is θ-independent in C. Therefore, one of

the sets {w, u5}, {u1, u4}, {u2, u5}, {u3, u
′
5} is θ-independent in C and dominates W , a

contradiction.
Case 2.4. w is a {u1, u2, u5}-vertex. Clearly, w dominates {u1, u5} in Gu3

, thus
γ(G \ {v, u2, u3, u4}) = γ(G)− 1 by Lemmas 8 and 14. Note that U3 ∩ U1 = ∅. If there
exists a vertex u′3 ∈ U3 \U5, then the set {u1, u

′
3, u5} ∈ IS(G) dominates {v, u2, u3, u4},

a contradiction. Otherwise U3 ⊆ U5 and there exist vertices x1, x2 ∈ U3 such that
x2 ∈ ext(vu3x1u5). Consider a vertex u′4 ∈ U4 (note that u′4 6= x1 by Corollary 1(b)).
The set {u′4, x2} ∈ IS(Gv,u1

) dominates {u3, u4, u5}, a contradiction by Corollary 1(a).
Case 2.5. w is a {u1, u3, u5}-vertex. Since G is K3,3-free, such a vertex is unique.

Thus all vertices from N2(v) \ {w} have at most two neighbors in N1(v).
Case 2.5.1. There exists a vertex u′3 ∈ U3 \ (U1∪U5). The set {u1, u

′
3, u5} ∈ IS(G)

dominates {v, u2, u3, u4}, hence γ(Gv,u3
) < γ(Gu3

) by Lemma 14. Thus G has no
{u1, u5}-vertices. We may assume that u′3 ∈ int(vu1wu3). If there exists {u4, u5}-vertex
x, the set {u′3, x} ∈ IS(Gv,u1

) dominates {u3, u4, u5}, a contradiction by Corollary 1(a).
Otherwise by Lemma 1 there exist nonadjacent vertices u′4 ∈ U4 \ U1 and u′5 ∈ U5 \
U1. The set {u′3, u

′
4, u

′
5} ∈ IS(Gv,u1

) dominates {u3, u4, u5}, again a contradiction by
Corollary 1(a).

In subcases 2.5.2 and 2.5.3 we assume that U3 ⊆ U1 ∪ U5.
Case 2.5.2. For some i ∈ {1, 5} there exist two {u3, ui}-vertices x1 and x2. Assume

that i = 1 and x2 ∈ ext(vu1x1u3). Consider a vertex u′2 ∈ U2. The set {u′2, x2} ∈
IS(Gv,u5

) dominates {u1, u2, u3}, a contradiction.
Case 2.5.3. |(U1 ∩ U3) \ {w}|, |(U3 ∩ U5) \ {w}| ∈ {0, 1}. We may assume that

there exists a {u1, u3}-vertex x. If deg(u3) = 5, then xu2 ∈ E(G) by Lemmas 30–38, a
contradiction by Corollary 1(b). If deg(u3) ≥ 6, then there exists a {u3, u5}-vertex y.
Corollary 1(a) implies that x dominates U2 and y dominates U4. Thus the vertices u2
and u4 are pendant in Gx,y, a contradiction by Lemma 10(a).

Case 3. Every vertex from N2(v) has at most two neighbors in N1(v).
Case 3.1. γ(G\{v, u2, u3, u4}) = γ(G)−1. If there exists a vertex u′3 ∈ U3\(U1∪U5),

then the set {u1, u
′
3, u5} ∈ IS(G) dominates {v, u2, u3, u4}, a contradiction. Therefore,

U3 ⊆ U1 ∪ U5.
Case 3.1.1. max(|U1 ∩ U3|, |U3 ∩ U5|) ≤ 1. Clearly, deg(u3) = 5. There exist

vertices x1 ∈ U1 ∩ U3 and x2 ∈ U3 ∩ U5. Lemmas 30–38 imply that u2x1 ∈ E(G) or
u4x2 ∈ E(G), a contradiction by Corollary 1(b).

Case 3.1.2. For some i ∈ {1, 5} there exist two {u3, ui}-vertices x1 and x2. As-
sume that i = 1 and x2 ∈ ext(vu1x1u3). If there exists a vertex u′2 ∈ U2 \ U5, then
the set {u′2, x2} ∈ IS(Gv,u5

) dominates {u1, u2, u3}, a contradiction by Corollary 1(a).
Otherwise U2 ⊆ U5, thus u4 ∈ int(vu2u3) and u5 ∈ int(vu2u3u4). Consider a vertex
u′2 ∈ U2, note that u′2u4, u

′
2u3 /∈ E(G). Since U2 ∩ int(u1u2u3x2) = ∅, by Lemma 15

there exists a vertex z ∈ int(u1u2u3x2) not adjacent to N1[v] ∪ {x1, x2}. Consider a
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family C ∈ MCP (Gz) and its clique W ∋ v. It is easy to see that one of the sets
{x1, u

′
2, u4}, {u1, u4}, {u2, u5}, {u3, u

′
2} ∈ IS(Gz) dominates W , a contradiction.

Case 3.2. γ(Gv,u3
) < γ(Gu3

). Clearly, G has no {u1, u5}-vertices.
Case 3.2.1. There exist vertices u′1 ∈ U1 \U3 and u′5 ∈ U5 \U3. Then u′1u

′
5 ∈ E(G)

(otherwise the set {u′1, u
′
5} ∈ IS(Gv,u3

) dominates {u1, u5}, a contradiction). Hence
u5 ∈ ext(vu1u2u3u4), we may assume that the vertices u1, . . . , u5 are located clockwise
around v. The set (U1∪U5)\U3 is a clique, thus |(U1∪U5)\U3| ≤ 3 and |(U1∪U5)∩U3| ≥
3. Hence there exist vertices x1, x2 ∈ Ui ∩ U3 for some i ∈ {1, 5} (say, i = 1). Assume
that x2 ∈ ext(vu1x1u3). Consider a vertex u′2 ∈ U2, then the set {u′2, x2} ∈ IS(Gv,u5

)
dominates {u1, u2, u3}, a contradiction by Corollary 1(a).

Case 3.2.2. U1 ⊆ U3 or U5 ⊆ U3 (assume that U1 ⊆ U3). There exist vertices
x1, x2, x3 ∈ U1 ∩ U3 such that {x2} = int(u1x1u3x3) ∩ U1. Then it is easy to check,
using Corollary 1(a), that U2 ⊆ U5. Hence u4 ∈ int(vu2u3) and u5 ∈ int(vu2u3u4).
Consider a vertex u′2 ∈ U2, note that u

′
2u4 /∈ E(G). By Lemma 15, there exists a vertex

z ∈ int(u1x1u3x2) ∪ int(u1x2u3x3) not adjacent to N1[v] ∪ {x1, x2, x3, u
′
2}. Consider

a family C ∈ MCP (G) and its clique W ∋ v. Clearly, {u3, x1, x2, x3} is not a clique,
then there exists j ∈ [1; 3] such that the set {u3, xj} is θ-independent in C. Hence
one of the θ-independent sets {u3, xj}, {u1, u4}, {u2, u5}, {u3, u

′
2} dominates W , a

contradiction.

Lemma 40. If N1(v) ∼= P4 ∪K1, then G is not critical.

Proof. Assume that E(N1(v)) = {u1u2, u2u3, u3u4} and u1 ∈ ext(vu2u3). Consider
three cases:

Case 1. There exists a vertex w ∈ N2(v) with at least four neighbors in N1(v).
Corollary 1(b) implies that u1w, u4w, u5w ∈ E(G). Then u4 ∈ ext(vu1u2u3) and u5, w ∈
ext(vu1u2u3u4). We may assume that u3w ∈ E(G) and the vertices u1, . . . , u5 are in
clockwise order around v. By Lemma 15, there exists a vertex x ∈ int(vu3wu5) not
adjacent to N1[v]∪U2∪{w}. We use the argument from Case 1.1 of the previous lemma
to obtain a contradiction.

Case 2. There exists a vertex w ∈ N2(v) such that wui, wui+2 ∈ E(G) for some
i ∈ {1, 2}. Assume by symmetry that i = 2.

Case 2.1. wu3 ∈ E(G). The set {u1, w} ∈ IS(G) dominates {v, u2, u3, u4}, thus
γ(Gv,u3

) < γ(Gu3
) by Lemmas 13 and 14. Lemma 10(b) and Corollary 2 imply that

there exists a vertex x ∈ U1∩U5 such that wx /∈ E(G). Since γ(Gv,u3
) < γ(Gu3

), we have
xu3 ∈ E(G), then it is easy to see that u4, w ∈ int(vu2u3) and x, u5 ∈ ext(vu1u2u3).
Therefore, w is not adjacent to U1 ∪ U5 and γ(Gw) < θ(Gw) by Lemma 10(d), a con-
tradiction.

Case 2.2. wu3 /∈ E(G).
Case 2.2.1. w does not dominate U3. Lemma 10(b,e) implies that wu1 ∈ E(G)

and wu5 /∈ E(G). Moreover, there exists a vertex x ∈ U3 ∩ U5 (Corollary 1(b) implies
that xu4 /∈ E(G). Clearly, u5 ∈ int(vu2u3u4). Two configurations are possible:

Case 2.2.1.1. u5 ∈ int(vu2u3). Then U4 ⊆ U1 by Corollary 1(a) and there exists
vertices y1, y2 ∈ U1 ∩ U4 such that ext(vu1y2u4) ∩ U4 = {y1}. Then ext(vu1y1u4) = ∅
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and by lemma 15 there exists a vertex z ∈ int(u1y1u4y2) not adjacent to N1[v]∪{x, y1}.
Consider a family C ∈ MCP (Gz) and its clique W ∋ v. It is easy to check that one of
the independent sets {u1, u4}, {u1, x}, {u3, y1}, {u2, y1} dominates W ; a contradiction.

Case 2.2.1.2. u5 ∈ int(vu3u4). Corollary 1 implies that U4 ∩ int(u2u3u4w) = ∅.
Moreover, for every vertex u′4 ∈ U4 either u′4 ∈ U1 or u′4x ∈ E(G).

If U4 ⊆ N1[x], then deg(u4) = 5 by Corollary 2. Moreover, G[N1(u4)] ∼= P4 ∪K1,
hence there exists a vertex u′4 ∈ U3 ∩ U4. Since |U5| ≥ 4, there exists a vertex u′5 ∈ U5

such that the set {u′4, u
′
5} is θ-independent in G, a contradiction by Corollary 1(a).

Therefore, there exists a vertex y ∈ U1∩U4. Clearly, y ∈ ext(vu1wu4). By lemma 17,
int(vu1u2) = int(vu2u3) = ∅. Hence by lemma 15 there exists a vertex z ∈ int(u1u2w)∪
int(u2u3u4w) not adjacent to N1[v] ∪ {x, y}. Consider a family C ∈ MCP (Gz) and its
clique W ∋ v. It is easy to check that one of the independent sets {u1, u4}, {u1, x},
{u3, y}, {u2, y} dominates W ; a contradiction.

Case 2.2.2. w dominates U3. Corollary 2 imply that |U3| = 2. Let U3 = {u′3, u
′′
3},

assume by symmetry that u′3 ∈ int(u2u3u
′′
3w). Lemmas 30–39 imply that N1[u3] ∼=

P4 ∪K1, thus u
′
3u

′′
3 /∈ E(G) and either u2u

′
3 ∈ E(G) or u4u

′′
3 ∈ E(G).

Case 2.2.2.1. u2u
′
3 ∈ E(G). Corollary 2 implies that the vertices u1, u4, u5 are not

pendant in Gu′

3
, hence γ(Gu′

3
) < θ(Gu′

3
) by Lemma 10(e), a contradiction.

Case 2.2.2.2. u4u
′′
3 ∈ E(G). If int(u3u

′
3wu

′′
3) 6= ∅, then N4[v] 6= ∅ by Lemma 15,

a contradiction by Lemma 29. Thus int(u2u3u
′
3w) 6= ∅, and by Lemma 17 there exists

a vertex u′2 ∈ int(u2u3u
′
3w) ∩ U2. If U1 ∩ U5 = ∅, then γ(Gu′

2
,u′′

3
) < θ(Gu′

2
,u′′

3
) by

Lemma 10(b), a contradiction. Otherwise there exists a vertex x ∈ U1 ∩ U5. Clearly,
u5 ∈ ext(vu1u2u3u4). If there exists a vertex y ∈ U5 \ U1, then {u′′3 , y} ∈ IS(Gv,u1

)
dominates {u3, u4, u5}, a contradiction. Hence U5 ⊆ U1 and γ(Gu′

2
,u′′

3
) < θ(Gu′

2
,u′′

3
) by

Lemma 10(d), a contradiction.
Case 3. For both i ∈ {1, 2} no vertex from N2(v) dominates {ui, ui+2}. By

Lemma 14, it suffices to consider the following subcases:
Case 3.1. There exists i ∈ {1; 2} such that

γ(G \ {v, ui, ui+1, ui+2}) = θ(G \ {v, ui, ui+1, ui+2}) = γ(G) − 1.

Assume by symmetry that i = 2.
Case 3.1.1. There exists a vertex x ∈ U2∩U3. Case 2 implies that xu1, xu4 /∈ E(G).

Then Lemma 10(e) and Corollary 2 imply that γ(Gx) < θ(Gx), a contradiction.
Case 3.1.2. U2 ∩ U3 = ∅. Moreover, |U1 ∩ U4| ≥ 2. Then there exist vertices

w1, w2 ∈ U1 ∩ U4 such that U1 ∩ ext(vu1w1u4) = {w2}.
Case 3.1.2.1. u5 ∈ int(vu1u2u3u4). Assume by symmetry that u5 /∈ int(vu1u2).

Select a vertex u′5 ∈ U5.
If there exists a vertex z ∈ ext(vu1w1u4) not adjacent to N1[v]∪U5∪{w1}, consider

a family C ∈ MCP (Gz) and its clique W ∋ v. It is easy to check that one of the
sets {u3, w1}, {u2, w1}, {u1, u4}, {u1, u

′
5} ∈ IS(Gz) dominates W , a contradiction by

Lemma 9.
Suppose that all vertices from ext(vu1w1u4) are adjacent to N1[v] ∪ U5 ∪ {w1}. By

Lemma 17, ext(vu1w2u4) = ∅, then int(u1w1u4w2) 6= ∅. By Lemma 15 there exists a
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vertex u′4 ∈ U4 ∩ int(u1w1u4w2). Consider a vertex u′3 ∈ U3, remind that u′3u1 /∈ E(G).
The set {u1, u

′
3, u

′
4} ∈ IS(G) dominates {v, u2, u3, u4}, hence γ(G \ {v, u2, u3, u4}) ≥

γ(G), a contradiction.
Case 3.1.2.2. u5 ∈ ext(vu1u2u3u4). Since U2 ∩ U3 = ∅, by Lemma 1 there exist

nonadjacent vertices u′2 ∈ U2\U5 and u′3 ∈ U3\U5. If w2u5 /∈ E(G), the set {u′2, u
′
3, w2} ∈

IS(Gv,u5
) dominates {u1, u2, u3, u4}, a contradiction. Otherwise Lemma 10(e) implies

that γ(Gu′

2
,u′

3
) < θ(Gu′

2
,u′

3
), a contradiction.

Case 3.1.3. U2 ∩ U3 = ∅. Moreover, |U1 ∩ U4| ≤ 1. Then |Ui \ U1| ≥ 2 for
both i ∈ {3, 4}. If there exists a vertex x ∈ U3 ∩ U4, then {x, u1} ∈ IS(G) dominates
{v, u2, u3, u4} and γ(G) ≤ γ(G\{v, u2, u3, u4}) by Lemma 8, a contradiction. Otherwise
by Lemma 1 there exist nonadjacent vertices u′3 ∈ U3 \ U1 and u′4 ∈ U4 \ U1. The set
{u1, u

′
3, u

′
4} ∈ IS(G) dominates {v, u2, u3, u4}, again a contradiction by Lemma 8.

Case 3.2. γ(Gu2,v) = γ(Gu3,v) = γ(G) − 2. Since G is K3,3-free and |U5| ≥ 4,
there exists a vertex u′5 ∈ U5 such that u′5ui /∈ E(G) for some i ∈ {2, 3}. Assume
by symmetry that i = 3. Remind that U1 ∩ U3 = ∅. By Corollary 2 there exists a
vertex u′1 ∈ U1 nonadjacent to u′5, then the set {u′1, u

′
5} ∈ IS(Gu3

) dominates {u1, u5}.
Therefore, γ(Gv,u3

) ≥ γ(Gu3
) by Lemma 8, a contradiction.
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