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INTRODUCTION

A modern Internet user rather frequently faces 
recommender systems. Recommender systems 
are defined by the ACM Recommender Systems 
conference as “software applications that aim 
to support users in their decision-making while 
interacting with large information spaces. They 
recommend items of interest to users based on 

preferences they have expressed, either explicitly 
or implicitly” RecSys (2011). The paper by Ado-
mavicius et al. (2005) presented a survey on the 
state of the art of recommendation algorithms and 
grouped them in three main categories: content-
based (also referred to as item-based), collabora-
tive (also referred to as user-based), and hybrid 
recommendation approaches. An example of a web 
site where recommender systems are frequently 
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ABSTRACT

Recommender systems are becoming an inseparable part of many modern Internet web sites and web 
shops. The quality of recommendations made may significantly influence the browsing experience of the 
user and revenues made by web site owners. Developers can choose between a variety of recommender 
algorithms; unfortunately no general scheme exists for evaluation of their recall and precision. In this 
chapter, the authors propose a method based on cross-validation for diagnosing the strengths and weak-
nesses of recommender algorithms. The method not only splits initial data into a training and test subsets, 
but also splits the attribute set into a hidden and visible part. Experiments were performed on a user-
based and item-based recommender algorithm. These algorithms were applied to the MovieLens dataset, 
and the authors found classical user-based methods perform better in terms of recall and precision.
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used is an online bookshop. If a user buys book X 
in an online book shop she also gets recommenda-
tions in the form ‘’other customers who bought 
book X also bought books Y and Z’’. There are 
also a lot of web systems which can recommend 
potentially interesting web sites to a particular user; 
they are called social bookmarking systems (e.g. 
http://del.ici.ou.us). Other examples include the 
websites http://facebook.com/ and http://twitter.
com/ and for Russian companies, the websites 
http://imhonet.ru/ and http://www.ozon.ru/.

Besides the Internet the most popular and 
non-technological way to get recommendation 
is still friends’ suggestions. However, if a user 
wants more items to buy (to watch, to read etc.) 
the task is getting harder, because there may be a 
lot of different options of the choice, her friends 
may not be informed about latest items in the field 
or just have different tastes. To cope with these 
difficulties she can use so-called collaborative 
filtering Goldberg et al. (1992). Recommender 
algorithms based on collaborative filtering tech-
niques utilize a fairly simple scheme. They find 
users of the system who have similar to her tastes 
or preferences, then compose the list of items the 
users selected and rank these items, and as a result 
she gets Top-N items of the list. Herlocker et al. 
(2004) presented in depth research on evaluating 
the quality of collaborative filtering approaches. 
Another less evident but interesting application 
is recommending key phrases in web advertising 
systems, where firms buy advertising phrases from 
web search engines to show advertisement by a 
user’s request Ignatov et al. (2008), Ignatov et al. 
(2008). This approach made use of Galois opera-
tors to obtain morphological association rules.

RECOMMENDER ALGORITHMS

In this paper without loss of generality we consider 
only two groups of recommender techniques, 
which can be called the classical ones, mainly 
user-based and item-based approaches Badrul et 

al. (2000), Deshpande et al. (2004). A key notion 
for these techniques is similarity, which can be 
expressed as Jacquard measure, Pearson correla-
tion coefficient, cosine similarity etc. Initial data 
are usually represented by an object-attribute 
matrix, where the rows describe objects (users) 
and the columns represent attributes (items). A 
particular cell of the matrix can be either 1 or 0, 
which stands for the fact that the item was pur-
chased or not respectively. Also the values can be 
rates or marks of items, for example, film’s rates 
given by users.

User-Based Recommendations

User-based methods find similarity between a 
target user u0 and other users of the recommender 
system. As a result the target user has n most 
frequently bought items by k most similar to u0 
users (customers). Let u0 be a target user, u0

I be 
items that she evaluated, sim(u0, u) be a similarity 
between the target user u0 and another user u. In 
this research we use Pearson correlation coef-
ficient as a similarity measure. Define the set of 
nearest neighbors (neighborhood) for the target 
user by the formula:

N u u sim u u( ) | ( , ) .0 0= ≤{ }Θ 	

However, it is appropriate to obtain Top-k near-
est neighbors, that is Top-k defines the threshold 
Θ. Hence the set of nearest neighbors includes k 
users which have similarity with u0 higher than 
a certain threshold. After ordering the users by 
decreasing similarity, one should select not only 
Top-k of them, but also check the similarity value 
of (k+1)-th user in the list. If this similarity value 
is equal to the preceding one than one should add 
(k+1)-th user to the neighborhood N(u0). One 
should repeat the procedure until the next similar-
ity value changes. Since we predict the rate of an 
item i by a specific target user u0 we are interest-
ing only those users from the neighborhood who 
have evaluated i:
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N u i u i u u N uI( | ) | & ( ) .0 0= ∈ ∈{ } 	

Denote by rui the rate (mark) of an item i by a 
user u we obtain the formula for the predicting rate
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Item-Based Recommendations

The idea of the item-based algorithm is similar 
to the described user-based method, but similar-
ity is calculated between items. Denote by u0 again 
the target user, by u0

I the items she evaluated, by 
sim(i,j) the similarity between items i and j. Define 
the neighborhood for an item i analogously as the 
ne ighborhood  for  a  t a rge t  use r  by 
N i j sim i j( ) { | ( , ) }.= ≥Θ  By doing so we have 
top-k nearest items to i, that is top-k defines Θ. 
To predict the rate for a target user u0 one has to 
compare the items which u0 evaluated with those 
that she didn’t rate. Therefore we refine the for-
mula for item neighborhood taking into account 
the target user as follows

N i u j j u i u j N iI I( | ) { | , , ( )}0 0 0= /∈ ∈ ∈ .

Denote by rui the rate of an item i by a user u 
and by doing so we get

ˆ
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Then we rank marks in decreasing order and 
return the first n of them as a recommendation.

The main computational advantage of this 
method is based on the following fact: the number 
of e-commerce web-site users is usually increas-

ing over time, but new items are added not so 
frequently. That is why pairwise users’ similarity 
computation while forming a new recommenda-
tion may take much time, but items’ similarity can 
be calculated offline in advance and the obtained 
similarity matrix can be reused many times later.

Item-based recommendation algorithms have 
some shortcomings, for instance, in case of the 
so-called cold start problem we don’t know user’s 
history and it’s impossible to make recommenda-
tions. But in case there is users’ history available 
the performance is typically better than that of 
some more sophisticated algorithms.

SIMILARITY MEASURES

To define similarity between two objects or at-
tributes different similarity measures (or even 
metrics) are used. Usually, such a measure has the 
value between 0 and 1 (for absolute similarity). 
Let us consider some of these measures.

Distance-Based Similarity

To calculate similarity we should find the 
distance between compared objects or attri-
butes. There are some frequently used methods 
to calculate the distance. Each initial object is 
represented by a vector in the attribute space 
(dually a vector of objects is used for distance 
calculation between two attributes). Then 
Euclidean distance between two objects x and 
y is defined as d x y x yi i

i

( , ) ( ) .= −∑ 2  

Hamming distance is usually used for binary 
data and is defined by the formula
d x y

x yi i

( , ) .=
≠
∑ 1  Then, the simplest way to 

calculate similarity is to apply the following 

formula s x y
d x y

( , )
( , )

=
+
1

1
 (see, e.g. Sega-

ran, 2007).
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Let us explain this similarity calculation pro-
cedure in detail for the Hamming distance metric. 
In this case d may only equal natural numbers and 
0, and the maximal value of s is equal to 1 for 
d=0. And for the next value d=1 the similarity s is 
equal to 1/2; it’s a clear drawback of the similar-
ity calculation formula. For example, let x and y 
be two binary vectors, which differ only in one 
component, according to the previous formula they 
are only one half similar. This rough character of 
s values can be easily seen in Figure 1.

Correlation as Similarity

In the formula below similarity between two vec-
tors is calculated using the well-known Pearson 
correlation coefficient:

Pearson x y
x x y y

x x y y

i
i

i

i
i

i
i

( , )
( )( )

( ) · ( )
,=

− −

− −

∑
∑ ∑2 2

	

where 1 ≤Pearson ≤1.
The main drawback of Pearson correlation 

as a similarity measure is its undefined value for 
vectors with constant components. Moreover, we 
have a denominator equal to zero for the vector 
x=(4, 4, \cdots, 4). This is why we may lose some 

potentially relevant items for recommendation. For 
example, let us consider two vectors a=(0,5,5,4) 
and b=(0,4,5,0). If one would consider them as 
tuples of two users’ rates then it is intuitively clear 
that these users are quite similar to each other. 
However, the correlation will not be calculated 
because of the following constraint: the initial 
vectors are trimmed to their non-zero components 
Symeonidis et al. (2007). In our case one should 
calculate the correlation between (5, 5) and (4, 
5). However, as it was shown above the Pearson 
correlation coefficient is undefined. Some authors 
proposed to set the correlation value equal to 0 
Segaran (2008), but in our opinion it is not correct 
due to possible loss of relevant items.

Other Similarity Measures

There are dozens of different measures to find 
the similarity, for example cosine similarity 
(very close to Pearson), Jacquard and Tanimoto 
coefficients, etc. The reader is kindly referred to 
Cha (2007) and Choi et al. (2010) for a complete 
overview.

Figure 1. Similarity versus Hamming distance
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QUALITY RECOMMENDATIONS 
EVALUATION

In this section we propose the scheme for quality 
evaluation of arbitrary recommender systems. Let 
the initial data be represented as an object-attribute 
table (binary relation) T ⊆U×I, which shows that 
a user u∈U purchased i∈I, i.e. uTi. To evaluate 
the quality of recommendations in terms of preci-
sion and recall we can split the initial user set U 
into training Utraining and Utest test subsets. The size 
of the test set, as a rule of thumb, should less than 
the size of the training set, e.g. 20% and 80% 
respectively. Recommendation precision and 
recall is evaluated on the test set. This part of the 
algorithm looks like one of the steps in conven-
tional cross-validation. Then each user vector u 
from Utest is divided into two parts which consist 
of evaluated items Ivisible and non-evaluated items 
Ihidden. Ihidden are the items that we intentionally hid. 
Note that in the existing literature the proportion 
between size of Ivisible and Ihidden is not discussed 
even for similar schemes Symeonidis et al. (2007). 
Then, for example, a user-based algorithm can 
make recommendations according to similarity 
between users from the test and training sets. Each 
user from Utest gets the recommendations as a set 
of fixed sizer u i i in n( ) { , , , }.= 1 2   Precision and 
recall are defined by

recall
r u u I

u I
n

I
hidden

I
hidden

=
∩ ∩
∩

| ( ) |

| |
, 	

precision
r u u I

r u I
n

I
hidden

n hidden

=
∩ ∩
∩

| ( ) |

| ( ) |
, 	

where uI is the set of all items from I bought by 
the user u.

The values of these measures are calculated 
for each user and then averaged. The experiment 
is performed several times, e.g. 100, for different 
test and training set splits. Then the values are 

averaged again. In addition there is a possibility 
to select the Ihidden set, what can be done at random, 
but we have to specify the proportion, e.g. 20%. 
The idea of the method comes from machine 
learning where it is called cross-validation, but 
in case of recommender systems some modifica-
tions are necessary. Original m-fold cross valida-
tion splits the initial dataset into m disjoint subsets, 
where each of these subsets is used as a test set 
and the other subsets are considered as training 
ones. We modified m-fold cross-validation as 
described before and in addition the precision and 
recall computation formulas in case of division 
by zero. In particular, if | |u II

hidden∩ = 0  then 
recall=1. If | ( ) |r u In hidden∩ = 0 and uI=0, then 
precision=1, otherwise precision=0. This approach 
was presented at the PerMIn 2012 and NCAI 2010 
conferences (see Ignatov et al. (2010), Ignatov et 
al. (2012)).

Experiments have been done on the MovieLens 
datasets about films’ rates and synthetical datasets 
which were generated by us.

EXPERIMENT RESULTS

We have carried out a series of experiments on the 
movie dataset which contains 1682 movies rated 
by 943 users and each of the users has evaluated 
at least 20 movies. All experiments were done on a 
laptop with Intel Core 2 Duo 2 GHz processor and 
3Gb RAM with Windows Vista operating system. 
All algorithms were implemented in Python 2.6. 
We now present results of the experiment which 
concerns precision and recall behavior for different 
numbers of hidden items (10-fold cross-validation 
with neighborhood size 10).

As we can see from Figure 2 and Figure 3, 
these methods have almost identical behavior, 
but the recall of the user-based method is a bit 
higher in the range from 1 to 10 hidden attributes. 
In the same way, we conducted experiments on 
movie rates data where the percentage of hidden 
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attributes ranged from 1% to 20%. Our diagrams 
show that the item-based method works better 
with a rather small number of hidden attributes 
(≈1%). For higher values of |Ihidden| the output of 
the item-based method drastically decreases in 
quality, while the user-based method still gives 
quite stable results. Moreover in our experiments 
we observed that at 6-7% for |Ihidden| the recall 
slightly increases.

We show how the quality of the results is in-
fluenced by the number of neighbors and the test 
set size for our synthetic data set of size 20 users 
× 20 items with four rectangles 5×5 full of ones 
(see Figure 4 and Figure 5).

We can conclude that precision and recall 
increase while the number of neighbors grows 
and the user-based method needs fewer neighbors 
than the item-based algorithm for achieving the 
same quality.

Varying the test set’s size shows similar results: 
increasing the test set size improves the quality of 
prediction, and the user-based method outperforms 
the item-based method with respect to quality.

EXAMPLE OF REAL 
RECOMMENDER APPLICATIONS

Since the introduction of the so called Common 
State Exam in high schools of the Russian Fed-
eration, graduates received permission to apply 
to enter multiple universities or faculties of the 
same university whereas in the past they were only 
allowed to apply to one institution. Students are 
confronted with an ever increasing complexity of 
the educational landscape and for this purpose we 
developed a recommender system to guide them 
in their search. Students can indicate one or more 
faculties where they would like to study and our 
recommender system will make suggestions on 
alternative institutions in which they might also 
be interested. The recommender system will also 
use the browsing and searching history of the 
candidate student to efficiently suggest relevant 
universities, faculties, and educational directions.

A lot of techniques have been developed for 
recommender systems and the main principles 
of these algorithms are described in the previous 
sections. One of the most recent innovations in 
recommender system research is applying methods 
based on biclustering. In Ignatov et al. (2010a) 
and Ignatov et al. (2010b) a wide range of biclus-

Figure 2. Recall versus number of hidden items
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tering applications has been described including 
market research, near-duplicate web-document 
detection, bioinformatics etc. Biclustering is an 
unsupervised learning method similar to Formal 
Concept Analysis (FCA) Poelmans et al. (2009) 
and Ignatov et al. (2011). Comparing to traditional 
clustering methods biclustering is not a blackbox 
technique. Comprehensibility is one of its main 
advantages, i.e. it is possible to understand why 

objects ended up in the same cluster. For example 
you might ask why a cucumber and a pair of boots 
are assigned to the same cluster. With bicluster-
ing it can easily be revealed that they are similar 
because they have the same color and skin surface.

This lack of comprehensibility of traditional 
clustering techniques may cause serious problems 
in large data mining projects. To cope with these 
issues researchers are increasingly focusing on 

Figure 3. Recall versus number of hidden items

Figure 4. Precision versus number of nearest neighbors
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human-centered techniques including direct clus-
tering (John Hartigan (1972)) and Wille (1982). 
We chose to use biclustering instead of the more 
famous technique FCA because of the scalability 
issues encountered with FCA. The reader can 
find the full algorithmic description in Ignatov 
et al. (2011).

FUTURE RESEARCH DIRECTIONS

In the near future we plan to compare several 
non-traditional recently introduced recommender 
algorithms. More in particular these algorithms 
are based on biclustering, formal concept analysis 
and morphological association rules. Another 
interesting avenue is the estimation of optimal 
parameters for performing the bimodal cross 
validation approach presented in this paper. It 
may also be useful to investigate statistical and 
combinatorial properties of our approach, taking 
into account the execution time.

We have applications in mind for several 
real-life case studies. The first application will 
be matching of curriculum vitaes of unemployed 
Flemish citizens with job vacancies. In the second 
stage we will develop an FCA-based recommender 

system in cooperation with Amsterdam-Amstel-
land police for identifying similar incidents to a 
selected case (see for example Poelmans et al. 
(2011), Poelmans et al. (2010).

CONCLUSION

Our proposed method for evaluation of recom-
mender algorithms makes it possible to compare 
the quality of the output and tune the parameter 
settings. We applied a user-based and item-based 
recommendation algorithm on the MovieLens 
dataset. In the experimentation on this real world 
data set we have found that classical user-based 
methods are better than item-based methods in 
terms of recall and precision for 10 hidden items 
(Top-10 is one of the most typical sizes of a rec-
ommender list). Our approach can be used for the 
comparison of any other recommender algorithms, 
e.g. biclustering based algorithms Ignatov (2008), 
Ignatov (2008rus).

Figure 5. Precision versus number of nearest neighbors
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KEY TERMS AND DEFINITIONS

Cross-Validation: Well-known procedure in 
Machine Learning for evaluation of the quality 
of classification algorithms.

F-Measure: The harmonic mean of precision 
and recall, which is a balanced value of precision 
and recall.

Precision: The fraction of retrieved items 
which are relevant.

Recall: The fraction of relevant items which 
are retrieved.

Recommender Algorithm: Recommender 
Systems are typically based on a user-based or 
item-based algorithm (or a more complex variant), 
which performs the main recommender procedure.

Recommender Systems: Software system that 
takes into account user preferences and other fea-
tures to recommend potentially interesting items.

Similarity Measure: Mathematical function 
which calculates the similarity of users or items 
and takes values in the interval from 0 to 1.


