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Abstract. The paper considers a data analysis system of the Witology
company collaborative platform and mainly describes a methodology and
results of the �rst experiments. The developed system is based on several
models and methods of modern analysis of object-attribute and unstruc-
tured data (texts) such as Formal Concept Analysis, multimodal cluster-
ing, association rules mining and keywords and collocations extraction
from texts.
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1 Introduction and related work

The success of modern collaborative technologies is marked by the appearance
of many novel platforms for holding distributed brainstorming or carrying out
so called �public examination�. There are a lot of such crowdsourcing companies
in USA (Spigit [1], BrightIdea [2], InnoCentive [3] etc.) and Europe (Imaginatik
[4]). A couple of years ago Russian companies launched business in that area
as well. Two most vivid examples of such Russian companies are Witology [5]
and Wikivote [6]. The reality as yet is far away from technological breakthrough,
though some all-Russian projects have already been �nished successfully (for ex-
ample, Sberbank-21, National Entrepreneurial Initiative-2012 [7] etc.). The core
of such crowdsourcing systems is a socio-semantic network [8,9,10,11], which data
requires new approaches to analyze. This paper is devoted to the new method-
ological base for the collaborative systems data analysis, which uses modern
data mining and arti�cial intelligence models and methods. As a rule, while par-
ticipating in a project, users of such crowdsourcing platforms [12] discuss and
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solve one common problem, propose their ideas, evaluate ideas of each other
as experts. Finally, as a result of the discussion and ranking of users and their
ideas we get the best ideas and users (their generators). For deeper understand-
ing of users's behavior, developing the su�cient ranking criteria, dynamics and
statistics analysis the special means are needed. Traditional methods of clus-
tering, community detection and text mining need to be adapted or even fully
redesigned. Moreover, these methods require ingenuity for their e�ective and ef-
�cient use (�nding non-trivial results). We brie�y describe models of data used
in crowdsourcing projects in terms of Formal Concept Analysis (FCA) [13]. Fur-
thermore, we present the collaborative platform data analysis system CrowDM
(Crowd Data Mining), its architecture and methods underlying the key steps of
data analysis.

The remainder of the paper is organized as follows. In section 2 we describe
some key notions from FCA, our data and methods. In section 3 we discuss the
analysis scheme of the developed system. In section 4 we present the results of
our �rst experiments with the Sberbank-21 data. Section 5 concludes our paper
and describes some possible directions for future research.

2 Mathematical models and methods

At the initial stage of collaborative platform data analysis two data types were
identi�ed: data without using keywords (links, evaluations, user actions) and
data with keywords (all user-generated content). These two data types totally
correspond with two components of a socio-semantic network. For the analysis
of the 1st type of data (with keywords) we suggest to apply Social Network
Analysis (SNA) methods, clustering (biclustering and triclustering [14,15,16],
spectral clustering), FCA (concept lattices, implications, association rules) and
its extensions for multimodal data, triadic, for instance [17]; recommender sys-
tems [18,19,20] and statistical methods of data analysis [21] (the analysis of
distributions and average values).

Methods described in this paper are colored blue at the analysis scheme (see
�g. 2). The protagonists of crowdsourcing projects (and corresponding collab-
orative platforms) are platform users (project participants). We consider them
as objects for analysis. More than that, each object can (or cannot) possess a
certain set of attributes. The user's attributes can be: topics which the user dis-
cussed, ideas which he generated or voted for, or even other users. The main
instrument for analysis of such object-attribute data is FCA. Let us give formal
de�nitions. The formal context in FCA is a triple K = (G,M, I), where G is a
set of objects, M is aset of attributes, and the relation I ⊆ G×M shows which
object which attribute possesses. For any A ⊆ G and B ⊆ M one can de�ne
Galois operators:

A′ = {m ∈M | gIm for all g ∈ A}, (1)

B′ = {g ∈ G | gIm for all m ∈ B}.
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The operator ′′ (applying the operator ′ twice) is a closure operator : it is
idempotent (A′′′′ = A′′), monotonous (A ⊆ B implies A′′ ⊆ B′′) and extensive
(A ⊆ A′′). The set of objects A ⊆ G such that A′′ = A is called closed. The same
is for closed attributes sets, subsets of a setM . A couple (A,B) such that A ⊂ G,
B ⊂ M , A′ = B and B′ = A, is called formal concept of a context K. The sets
A and B are closed and called extent and intent of a formal concept (A,B)
correspondingly. For the set of objects A the set of their common attributes A′

describes the similarity of objects of the set A, and the closed set A′′ is a cluster
of similar objects (with the set of common attributes A'). The relation �to be
more general concept� is de�ned as follows: (A,B) ≥ (C,D) i� A ⊆ C. The
concepts of a formal context K = (G,M, I) ordered by extensions inclusion form
a lattice, which is called concept lattice. For its visualization the line diagrams
(Hasse diagrams) can be used, i.e. cover graph of the relation �to be more general
concept�. In the worst case (Boolean lattice) the number of concepts is equal
to 2{min |G|,|M |}, thus, for large contexts, FCA can be used only if the data is
sparse. Moreover, one can use di�erent ways of reducing the number of formal
concepts (choosing concepts by stability index or extent size). The alternative
approach is a relaxation of the de�nition of formal concept as maximal rectangle
in object-attribute matrix which elements belong to the incidence relation. One
of such relaxations is a notion of object-attribute bicluster [15]. If (g,m) ∈ I,
then (m′, g′) is called object-attribute bicluster with the density ρ(m′, g′) =
|I ∩ (m′ × g′)|/(|m′| · |g′|).
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Fig. 1. OA-bicluster.

The main features of OA-biclusters are listed below:
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1. For any bicluster (A,B) ⊆ 2G × 2M it is true that 0 ≤ ρ(A,B) ≤ 1.
2. OA-bicluster (m′, g′) is a formal concept i� ρ = 1.
3. If (m′, g′) is a bicluster, then (g′′, g′) ≤ (m′,m′′).

Let (A,B) ⊆ 2G×2M be a bicluster and ρmin be a non-negative real number
such that 0 ≤ ρmin ≤ 1, then (A,B) is called dense, if it �ts the constraint
ρ(A,B) ≥ ρmin. The above mentioned properties show that OA-biclusters di�er
from formal concepts since unit density is not required. Graphically it means
that not all the cells of a bicluster must be �lled by a cross (see �g. 1). Besides
formal lattice construction and visualization by means of Hasse diagrams one
can use implications and association rules for detecting attribute dependencies
in data. Then, using the obtained results, it is easy to form recommendations (for
example, o�ering users the most interesting discussions for them). Furthermore,
structural analysis can be performed and then used for �nding communities.
Statistical methods are helpful for frequency analysis of the di�erent users' ac-
tivities. Almost all of the above mentioned methods can be applied to data
containing users' keywords (in this case they become attributes of a user).

2.1 Keywords and keyphrases extraction

We considerKeywords (keyphrases) as a set of the most signi�cant words (phrases)
in a text document that can provide a compact description for the content and
style of this document. In the remainder of this paper we do not always di�er-
entiate between keywords and keyphrases, assuming that a keyword is a partic-
ular case of a keyphrase. In our project two similar problems of keywords and
keyphrases extraction arise:

1. Keywords and keyphrases of the whole Witology forum;
2. Keywords and keyphrases of one user, topic etc.

In the �rst case we concentrate on �nding syntactically well associated key-
words (keyphrases). In the second case speci�c words and phrases of a certain
user or topic are the subject of interest. Hence, we have to use two di�erent meth-
ods for each keywords (keyphrases) extraction problem. The �rst one is solved by
using any statistical measure of association, such as Pointwise Mutual Informa-
tion (PMI), T-Score or Chi-Square [22]. To solve the second problem we may use
TF-IDF or Mutual Information (MI) measures that re�ect how important the
word or phrase is for the given subset of texts. All the above mentioned measures
de�ne the weight of a speci�c word or phrase in the text. The words and phrases
of the highest weight then can be considered as keywords and keyphrases. We
are more interested in the quality of extracted keywords and keyphrases than
in the way we obtain them. To tokenize texts we use a basic principle of word
separation: there should be either a spacee or a punctuation mark between two
words. A hyphen between two sequences of symbols makes them one word. To
lemmatize words we use Russian AOT lemmatizer [23], which is far from being
ideal, but it is the only freely available one (even for commercial usage) for pro-
cessing Russian texts. To normalize bi- and tri-grams we use one of our Python
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scripts that normalizes phrases according to their formal grammatical patterns.
We are going to use formal contexts based on sets of extracted keyphrases and
people who use them, the occurence of keyphrases in texts and so on. By analogy,
keyphrases, texts and users all together form a tricontext for further analysis.
Moreover, keyphrases are an essential part of a socio-semantic network model,
where they are used for semantic representation of the network's nodes.

3 Analysis scheme

The data analysis scheme of CrowDM, which is developed now by the project
and educational team of Witology and NRU HSE is presented in �gure 2. As
it was mentioned before, after downloading data from a platform database, we
obtain formal contexts and text collections. In turn, the latter become formal
contexts as well after keyword extraction. After that, the resulting contexts are
analyzed.

4 First experiments results

For carrying out experiments we constructed formal concepts where objects are
users of the platform and attributes are ideas which users proposed within one of
5 project topics (�Ñáåðáàíê è ÷àñòíûé êëèåíò� (�Sberbank and private client�)).
We selected only the ideas that reached the end or almost the end of the project.
An object�user� has an attribute �idea� if this user somehow contributed to the
discussion of this idea, i.e. he is an author of the idea, commented on the idea
and evaluated the idea or comments which were added to the idea. Thus, the
extracted formal concepts (U, I), where U is a set of users, I is a set of ideas,
correspond to so called epistemic communities (communities of interests), i.e.
the set of users U who are interested in the ideas of I. Figure 3 displays the
diagram of the obtained concept lattice.

Each node of the diagram coincides with one formal concept (in total the
lattice contains 198 concepts). A node is marked by the label of an object or
an attribute if this object (moving bottom-up by diagram) or attribute (moving
top-down) �rst appeared in this node. It is obvious that the obtained diagram
is too awkward to be analyzed as a static image. Usually in such cases one can
use order �lters or diagrams of the sets of stable concepts or iceberg-lattices
for visualization. We will showcase how to read a concept lattice using the lat-
tice fragment in �gure 4. The experiments were carried out using the program
Concept Explorer (ConExp) which was developed for applying FCA algorithms
to object-attribute data [24]. Clicking on a lattice node, one can see the ob-
jects and attributes corresponding to the concept which this node represents.
Objects are accumulated from below (in the given example the set of objects
contains User45 and User22), attributes come from above (we have only one at-
tribute, �Ìèêðîêðåäèòû îò 1000 äî 5000�(�Microcredits from 1000 to 5000�)).
This means that User45 and User22 together took part in the discussion of the
given idea and nobody else discussed it.
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Fig. 2. The data analysis scheme of CrowDM.
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Fig. 3. Concept lattice diagram for users-ideas context.

Fig. 4. Fragment of concept lattice diagram
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We demonstrate the results of applying biclustering algorithms on the same
data below.

Fig. 5. Results of biclustering algorithm BiMax

Let us explain the �gure 5. During experiments we used the system for gene
expression data analysis BicAT [14]. Rows correspond to users, columns are ideas
of a given topic (�Ñáåðáàíê è ÷àñòíûé êëèåíò� (�Sberbank and private client�)),
in the discussion of which users participated. The color of the cell of the cor-
responding row and column intersection depicts the contribution intensity of a
given user to a given idea. The contribution is a weighted sum of the number of
comments and evaluations to that idea and takes into account the fact whether
this user is an author of this idea. The lightest cells coincide with zero contri-
bution, the brightest ones (�g. 6, top left cell) show the maximum contribution.
After data discretization (0 � zero contribution, 1 � otherwise) we applied the
BiMax algorithm which found some biclusters (see �g. 6 for example). Since one
of the important crowdsourcing project problems is the search of people with
similar ideas, the presented bicluster with 11 users is most interesting while other
found biclusters contained 4-5 users on average (we constrained the number of
ideas in a bicluster to be strictly greater than 2).

Then, to gain a better understanding of the evaluation process in the project,
evaluation distribution was plotted in several ways. One of them is presented in
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Fig. 6. Biclsuter with a large number of users

�g. 7; it shows the cumulative number of users, who made more than a certain
amount of evaluations during the entire project.

The horizontal axis displays the amount of submitted evaluations. The ver-
tical axis represents the number of users, who made more than a �xed amount
of evaluations. For instance, there is only one participant, who produced more
than 5000 evaluations, and one more person, who made more than 3000 but less
than 5000 evaluations. Thus, the rightmost dot on the X-axis shows the �rst
participant (the y-coordinate is 1), and the next dot shows both of them (the y-
coordinate is 2). The total number of users, who have once evaluated something,
is 167. The set of graph points is explicitly split into two parts: the long gentle
line (from x = 0 to 544 inclusive) and the steep tail. The fact, that both lines
seem almost straight in logarithmic scales, indicates that the evaluation activity
on the project might follow a Pareto distribution. It is reasonable to seek the
individual distribution functions for the main and the tail parts of the sample,
as testing the whole sample for goodness of �t to a Pareto distribution results
in strong rejection of the null hypothesis (H0: �The sample follows a Pareto
distribution�).

5 Conclusion

The results of our �rst experiments suggest that the developed methodology will
be useful for analysis of collaborative systems data and resource-sharing systems.
The most important directions for future work include the analysis of textual
information generated by users, applying multimodal clustering methods and
using them for developing recommender systems.
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Fig. 7. Evaluation distribution
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