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Preface

Doctoral students were invited to the Doctoral Consortium held in conjunction with the main conference of ECIR 2013. The Doctoral Consortium aimed to provide a constructive setting for presentations and discussions of doctoral students research projects with senior researchers and other participating students. The two main goals of the Doctoral Consortium were: 1) to advise students regarding current critical issues in their research; and 2) to make students aware of the strengths and weakness of their research as viewed from different perspectives.

The Doctoral Consortium was aimed for students in the middle of their thesis projects; at minimum, students ought to have formulated their research problem, theoretical framework and suggested methods, and at maximum, students ought to have just initiated data analysis.

The Doctoral Consortium took place on Sunday, March 24, 2013, at the ECIR 2013 venue, and participation is by invitation only. The format was designed as follows: The doctoral students presents summaries of their work to other participating doctoral students and the senior researchers. Each presentation was followed by a plenary discussion, and individual discussion with one senior advising researcher. The discussions in the group and with the advisors were intended to help the doctoral student to reflect on and carry on with their thesis work.
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Abstract. The paper describes the main problems of creating and conducting advertising campaigns in systems like Yandex Direct and Google Adwords. Various their solutions are proposed. Four main steps are investigated: key phrases generation, budget forecast, banners creation and dynamic bids control. Each step is essential in such systems and requires a lot of human resources at creation or support stages. At the same time some optimisations couldn’t be done manually because of huge data arrays. Here attention is focused at big online shops where automation of advertisement is particularly in demand. Proposed heuristics allow to save time and increase profit using balanced combination of automation tools, statistics collection, context agent experience and shop owner preferences.
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1 Motivation

The process of creating and placing advertisements in systems such as Yandex is composed of the following stages. For each product one should create a list of key phrases - phrases that would be attached to ads matched the product. Then every such phrase is added with a bid. At a time when a potential buyer enters a request into the system the ads are displayed on the following principle: each ad must contain a key phrase to be included in the search query phrase, selection for displaying and ranking of ads depends on product of bid and CTR \(^1\) of the attached phrase. When one click on an ad the advertiser pays the price within the rules of generalized second price (GSP) auction \([4]\).

\(^{1}\) CTR is a ratio between amount clicks and amount of shows during 28 days.
In manual operation via Yandex Direct or other systems to automate Yandex Direct and bids (R-broker, Elama, Seopult, yadis etc.) occur in the first place a lot of routine actions repeating from product to product during the ads creation stage. Secondly there is a need to assess the total expenditures for a given time period. Thirdly one have to dynamically update attached key phrases and their bids based on the accumulated statistical information (own and provided by an ad platform).

Most online stores use the services of systems like Yandex Market. So they can provide information about the products in the following form (YML document) which is a rather convenient format for automated generation of key phrases:

One offer per each product

```xml
<offer id="111" type="vendor.model" available="true">
  <url> http://www.magazin.ua/price.php?id=88521 </url>
  <price>115.85</price>
  <category>Mobile</category>
  <vendor>Samson</vendor>
  <model>galaxa s</model>
  <description>...</description>
  <characteristics>...</characteristics>
</offer>
```

Using information from each offer one could form key phrases from various combinations of "category", "vendor", "model" fields and their synonyms. In the following section the problem of key phrases formation with Yandex Direct service will be considered more formally.

## 2 Research questions

Research tasks are divided into four parts corresponded to key phrases generation, budget forecast, banners creation and dynamic bids control.

At the key phrases generation stage one have to discover possible synonyms of category, vendor and model for each product (offer) and then form their concatenations which could be appear in search query. Additionally obtained phrases may be extended with some specific product parameters or sale words. After that weak (non popular) phrases have to be removed. For this purpose Yandex Direct provides following helpful methods: Wordstat and GetKeywordsSuggestion which will be described in Methodology section.

To make budget forecast one need select optimal key phrases according to their CTR, pay per click, conversion, profit from corresponded product and make an assumption about the month budget required for all ads and obtained income. Here BudgetForecast method could be used to get suggestions about required phrase parameters.

Banners creation part means massive ads generation from a few amount of banner templates which contains special markers that would be replaced with
an individual product information. Also here system could provide some recommendations about ads form and useful words basing on previously created ads and their popularity.

Dynamic bids control means continuous bid update to maximise profit or other function for a short period and with some time restrictions installed by Yandex Direct.

3 Methodology

The traditional way of key phrases formation in similar frameworks is applying numerous split/concatenate/translate rules for vendors, categories, models, etc. according to user choice. This process could and should be automated so as applying general rules to all products not appropriate in terms of both the quality of keywords and increasing total keywords amount.

3.1 Selection of synonyms for categories and vendors

The problem of synonyms selection for category/vendor does not have a solution with sufficient accuracy. So in this situation automation is creating the most accurate list of possible synonyms and providing a final choice to the user. Using for this purpose Yandex Direct API (Wordstat, GetKeywordsSuggestion) the task is to get maximum information about synonyms, clear excess words from returned phrases and avoid repetition (PyMorphy). The rules for the excess words filtering is determined empirically basing on their repeating. Test example for request "hyundai" is returns following results: "hunday", "huynday", "hundai", "hyndai", "huynai", "Hyundai", "Hyundai", "xyunday".

While GetKeywordsSuggestion gives this result: "Hyundai, hyundai price, Hyundai prices, Hyundai dealer, dealer hyundai, dealership hyundai, Hyundaito buy, dealershipHyundai, for sale hyundai, carshyundai, for saleHyundai, authorized dealerHyundai, Hyundai, to buy hyundai, Hyundai, Hyundaisaloons, Hyundaicar, to buy Hyundai, Hyundai of St. Petersburg, Auto Show Hyundai, cars Hyundai, hyundai in St. Petersburg, Hyundai cars".

3.2 Synonym matching for product models

As an example the model of phone vendor Samson "GT-S5230 La Fleur" is considered. Among the requests related to this product according to Wordstat statistics one may meet the following options: "S5230 Fleur GT, GTS-star 5230, 5230 La Fleur, 5230, GTS-star, S5230 Fleur, etc".

One way of making synonymous is partition of the original model into indivisible units ("GT","S", "5230", "La","Fleur") and subsequent generation of all possible their combinations. It’s necessary to select only those outcomes that corresponds to sufficient number of search queries per month from potential buyers. Direct Wordstat method provide information on requests and their frequency containing a given keyword phrase that is passed as a parameter.
In case of large amount of models such method of synonyms formation could not be feasible in terms of time-consuming and limited number of calls per day established by Direct system. An alternative to this approach is smaller series of requests to Direct with the most frequent units ("GT", "S", "5230", "La", "Fleur") and with possible refinement of category and vendor ("samson 5230", "mobile 5230 Fleur"). Using obtained queries afterwards is possible to identify some substrings in the full name of the model as an intersection with the phrases from Wordstat result. It is also necessary to identify and eliminate the requests related to other products by adding the negative keyword (in our case "-star").

This method significantly reduces the time but often still does not satisfy for the number of requests per day. For this purpose in current implementation products are pre-clustered (grouped by similarity) using SLPA community detection algorithm [1] which is the most effective for clustering graphs with a small cluster overlapping [2].

This approach allows to identify both common queries for multiple products in one group and make synonyms with a general rule for several models (for example if it is established that the GT-S5230 can be replaced by S5230 one could put that GT-C330 may be replaced with C330).

### 3.3 Budget forecast

Direct system provides following information for each key phrase for each of the three positions in the window (placement in special offers, first place in the right box, guaranteed placement in the right box): predicted CTR, minimum bid to be placed into the fixed position (p), amount of shows per month for a given region (shows). Revenue from an ad in a given position could be computed as follows:

\[
\text{shows} \times \text{CTR} \times (\alpha \times v \times c - p),
\]

where \(\alpha\) is a profit from product (in percent), c is conversion.

Thus for a given total budget limit this problem is reduced to the classic "knapsack problem" where the object is a key phrase in a fixed position. This problem could be effectively solved by "greedy" algorithm described in [3].

In the case when \(\alpha\) is unknown parameter the solution is divided into two stages. In the first stage the budget is distributed between product groups to maximize the total number of ad clicks (or conversion). In the second stage within each group one is able to optimize profit (here \(\alpha\) is constant) where the algorithm "sequential elimination of dominated strategies" [3] is applied as more efficient than its "greedy" analogue within a small number of objects.

### 3.4 GSP auctions and dynamic bids control

In accordance with bids attached to key phrases abs are placed into one of the possible positions characterized by a click probability (CTR = \(\alpha_j\)). Considering
subjective effect of an ad \((\gamma_i)\) click probability of keyword \(i\) at position \(j\) is \(\alpha_j\gamma_i\). Every ad and its key phrase is assigned with a score \((s_i)\) (clicks/shows). Thus the cost of a click on an ad \(i\) in position \(j\) is assigned as follows:

\[
p_j = \frac{s_{j+1}b_{j+1}}{s_i}
\]

Expected profit is given by the following relation [4]:

\[
\alpha_j\gamma_i(v_i - p_i) = \alpha_j\gamma_i(v_i - \frac{s_{j+1}b_{j+1}}{s_i}),
\]

where \(v_i\) is expected profit from a single click.

One should take into account that frequency of search queries is much higher than bid updates. This fact occurs due to the auction manipulates with various key phrases at a time, limited computing power, incomplete information about the parameters of the auction and inability to precisely predict current scores of the other advertisers. To increase the effectiveness of advertising campaigns score values assigned with random variable \(s_i = \bar{s}_i\epsilon_i\).

As a result the objective function of GSP auction participant converts to the following form [5]:

\[
\max_{b_i} EU_i(b_i; b_{-i}; s)Q_i(b_i; b_{-i}; s) - TE_i(b_i; b_{-i}; s)
\]

where \(Q_i\) is expected number of clicks per an ad, \(TE_i\) is expected advertiser consumption for clicks.

4 Progress made so far

Currently two stages key phrases generation and budget forecast are implemented. As noted above key phrases generation consists of synonyms selection for vendors, categories and models which are substrings of final key phrases.

For estimation of vendor synonyms quality ten most common vendors from the category of electronics were collected for test. The obtained precision is 86 percent and recall is 100 percent while precision value of unfiltered Yandex.Direct suggestions is less than 5 percent. The same experiment for ten most common categories resulted in recall equal to 91 percent and precision was 10 percent that nevertheless could be corrected by manual final synonyms selection. Similar experiment for product models was not conducted due to the lack of ground truth data.

As for budget forecasting proposed method (section 3.3) was compared with a standard approach which maximize total number of clicks for a fixed value of advertising costs (budget) per month. Results are presented in [Fig.1]. Our method outperforms clicks optimisation of adds in average 15 percent of final profit from all ads. Data for this experiment is partially synthetic and currently we are collecting statistics about real time advertising campaigns for a more realistic assessment.
Fig. 1. Comparison of two budget forecast approaches: clicks opt is classic optimisation method that maximises amount of clicks from all keywords per month; profit opt is the method considered in this article (section 3.3)

5 Future plan

Further research consists of banners creation and dynamic bids control phases implementation. Banners creation stage constitutes a preparation of a small number of patterns which are used in huge amount of ads generation. This process could be supplemented by sale words recommendation and may be entirely automated using Markov chain based on n-gram models. Dynamic bids control is similar to budget forecasting stage but requires continuous monitoring of competitors and key phrases parameters (clicks per hour) prediction for a short time period.
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Abstract. What if you could turn all websites of an entire domain into a single database? Imagine all real estate offers, all airline flights, or all your local restaurants' menus automatically collected from hundreds or thousands of agencies, travel agencies, or restaurants, presented as a single homogeneous dataset.

Historically, this has required tremendous effort by the data providers and whoever is collecting the data: Vertical search engines aggregate offers through specific interfaces which provide suitably structured data. The semantic web vision replaces the specific interfaces with a single one, but still requires providers to publish structured data.

Attempts to turn human-oriented HTML interfaces back into their underlying databases have largely failed due to the variability of web sources. We demonstrate that this is about to change: the availability of comprehensive entity recognition together with advances in ontology reasoning have made possible a new generation of knowledge-driven, domain-specific data extraction approaches. To that end, we introduce DIADEM, the first automated data extraction system that can turn nearly any website of a domain into structured data, working fully automatically, and present some preliminary evaluation results.

We also present a brief overview of \textsc{ber}, DIADEM's sub-module for web block classification.

1 The DIADEM system

Most websites with offers on books, real estate, flights, or any number of other products are generated from some database. However, meant for human consumption, they make the data accessible only through, increasingly sophisticated, search and browse interfaces. Unfortunately, this poses a significant challenge in automatically processing these offers, e.g., for price comparison, market

\footnote{The research leading to these results has received funding from the European Research Council under the European Community's Seventh Framework Programme (FP7/2007-2013) / ERC grant agreement DIADEM, no. 246858. Andrey is a third year DPhil student, supervised by Professor Georg Gottlob (firstname.lastname@cs.ox.ac.uk)}
Automated data extraction has long been a dream of the web community, whether to improve search engines, to "model every object on the planet"\(^1\), or to bootstrap the semantic web vision. Web extraction comes roughly in two shapes, namely web information extraction (IE), extracting facts from flat text at very large scale, and web data extraction (DE), extracting complex objects based on text, but also layout, page and template structure, etc. Data extraction often uses some techniques from information extraction such as entity and relationship recognition, but not vice versa. Historically, IE systems are domain-independent and web-scale [13, 14], but at a rather low recall. DE systems fall into two categories: domain-independent, low accuracy systems [15, 16] based on discovering the repeated structure of HTML templates common to a set of pages, and highly accurate, but site-specific systems [4, 5] based on machine learning.

We argue that a **new trade-off** is necessary to make **highly accurate, fully automated web extraction possible at a large scale**. We trade off scope for accuracy and automation: By limiting ourselves to a specific domain where we can provide substantial knowledge about that domain and the representation of its objects on

---
web sites, automated data extraction becomes possible at high accuracy. Though not fully web-scale, one domain often covers thousands or even tens of thousands of web sites. To achieve a coverage above 80% for typical attributes in common domains, it does not suffice to extract only from large, popular web sites. Rather, we need to include objects from thousands of small, long-tail sources, as shown in [6] for a number of domains and attributes.

Figure 1 illustrates the principle of **fully automated data extraction at domain-scale**. The input is a website, typically generated by populating HTML templates from a provider's database. Unfortunately, this human-focused HTML interface is usually the only way to access this data. For instance, of the nearly 50 real estate agencies that operate in the Oxford area, not a single one provides their data in structured format. Thus data extraction systems need to explore and understand the interface designed for humans: A system needs to automatically navigate the search or browse interface (1), typically forms, provided by the site to get to result pages. On the result pages (2), it automatically identifies and separates the individual objects and aligns them with their attributes. The attribute alignment may then be refined on the details pages (3), i.e., pages that provide comprehensive information about a single entity. This involves some of the most challenging analysis, e.g., to find and extract attribute-value pairs from tables, to enrich the information about the object from the flat text description, e.g., with relations to known points-of-interest, or to understand non-textual artefacts such as floor plans, maps, or energy performance charts. All that information is cleaned and integrated (4) with previously extracted information to establish a large database of all objects extracted from websites in that domain. If fed with a sufficient portion of the websites of a domain, this database provides a comprehensive picture of all objects of the domain.

That **domain knowledge** is the solution to high-accuracy data extraction at scale is not entirely new. Indeed, recently there has been a flurry of approaches focused on this idea. Specifically, domain-specific approaches use background knowledge in form of ontologies or instance databases to replace the role of the human in supervised, site-specific approaches. Domain knowledge comes in two fashions, either as instance knowledge (that “Georg” is a person and lives in the town “Oxford”) or as schema or ontology knowledge (that “town” is a type of “location” and that “persons” can “live” in “locations”). Roughly, existing approaches can be distinguished by the amount of schema knowledge they use and whether instances are recognised through annotators or through redundancy. One of the dominant issues when dealing with automated annotators is that **text annotators have low accuracy**. Therefore, [7] suggests the use of a top-$k$ search strategy on subsets of the annotations provided by the annotators. For each subset a separate wrapper is generated and ranked using, among others, schema knowledge. Other approaches exploit **content redundancy**, i.e., the fact that there is some overlapping (at least on the level of attribute values) between web sites of the same domain. This approach is used in [12] and an enumeration of possible attribute alignments (reminiscent of [7]). Also [2] exploits content redundancy, but focuses on redundancy on entity level rather than attribute level only.
Unfortunately, all of these approaches are only half-hearted: They add a bit of domain knowledge here or there, but fail to exploit it in other places. Unsurprisingly, they remain stuck at accuracies around 90 – 94%. There is also no single system that covers the whole data extraction process, from forms over result pages to details pages, but rather most either focus on forms, result or details pages only.

To address these shortcomings, we introduce the **Diadem** engine which demonstrates that through domain-specific knowledge in all stages of data extraction we can indeed achieve high accuracy extraction for entire domain. Specifically, **Diadem** implements the full data extraction pipeline from Figure 1 integrating form, result, and details page understanding.

The exploration phase of **Diadem** is supported by the page and block classification in **BERyL**, where we identify, next links in paginate results, navigation menus, and irrelevant data such as advertisements. We further cluster pages by structural and visual similarity to guide the exploration strategy and to avoid analysing many similar pages. Since such pages follow a common template, the analysis of one or two pages from a cluster usually suffices to generate a high confidence wrapper. We will give a detailed description of **BERyL** in the next section.

## 2 The **BERyL** sub-module

When a human looks at a web page he sees a meaningful and well-structured document, but when a computer looks at the same page the only thing it sees is HTML code and an agglomeration of rectangular boxes. Whilst it is probably infeasible for a machine to replicate the human eye directly, it would be very useful for it to understand the structure and semantics of the page for a wide range of different applications. Web-search is an especially important potential application, since structural understanding of a web page will allow to restrict link analysis to clusters of semantically coherent blocks. Hence, we aim to build a system that provides structural and semantic understanding of web pages.

In this section we are primarily concerned with the task of web block classification. Informally speaking, a web block is an area on a web page that can be identified as being visually separated from other parts of a web page and carries a certain semantic meaning, such as advertisement, navigation menu, footnote, etc. It is through the semantic meaning of individual web blocks that a human understands the overall meaning of a web page. There are a lot of blocks with a very common semantic meaning among different websites and domains (e.g. Logos, Google Maps, etc), but there are also blocks that are domain-specific, e.g. Floor Plan Images for the Real Estate domain. This diversity of blocks makes the task of their accurate and fast detection challenging from a research and implementation perspective. In general, the hardness of the block classification problem is not in the complexity of individual classifiers, but in the complexity of the entire classification system that employs individual block classifiers to enhance the accuracy and performance of other classifiers. There are several
important applications to the task of web block classification, such as automatic and semi-automatic wrapper induction [26, 27], assisting the visually impaired people with going through the website's internal content [20], mobile web browsing [17, 18, 20, 22, 19, 28], ad detection, topic clustering [29], and web search [21, 23-25].

DIADEM's web block classification system is called BERyL (Block classification with Extraction Rules and machine Learning). There are three main requirements that BERyL must meet:

1. the ability to cover a diverse set of blocks, both domain-dependent (e.g. a floor plan on a result page) and domain-independent (e.g. a social interaction form);
2. acceptable precision, recall and performance rates for all blocks;
3. being easily extendable in adaptation to new block classifiers without any loss in precision and recall rates for existing classifiers and minimal loss in performance rates.

There has been a considerable amount of research done in the field of web block classification. However, most approaches attempted to classify a relatively small set of domain-independent blocks with a limited number of features, whilst we aim at classifying both domain-dependent and domain-independent blocks. Also, none of the papers we are familiar with talked about the extendability of their approaches to new block types and features. Finally, most of these approaches have precision and recall values for the majority of block types that are unacceptable for BERyL, which can be partially explained by the fact that they attempt to classify different blocks with the same set of features, whilst we attempt to employ individual feature sets for different types of blocks.

We thus aim at building a system that can handle block-specific features. We would also like to introduce features for new block types with sacrificing as little automation as possible. This leads us to a separation of BERyL into three general components:

- classification of individual web blocks;
- large-scale classification of domain-independent web blocks;
- large-scale classification of domain-dependent web blocks.

For individual blocks we can define the features and build the training corpus in a manual way. However, outliers are very common for many block types, such as Pagination Bars, and we have to define very block-specific features to take them into account. The general problem of an entirely manual approach to web block classification is that for a lot of block types we have to generate very specific and complicated features, and some of these blocks are very diverse in their visual and structural layout, which requires a lot of data to build the training corpus, which in its turn is correlated with increased human effort. We would like to automate this process as much as possible. We hence encounter the problem of building a large scale classification system for domain-independent and domain-dependent blocks.
In the case of a large-scale classification for domain-independent blocks, such as Navigation Menus or Advertisements, the significant number of blocks, many of which come in a diverse structural and visual representation, makes the set of potential features so large that the feature extraction process can become a bottleneck for the system. This will leave us to either contracting the feature space or optimising the performance of the feature extraction process. We would also like to employ techniques for minimizing the training data, such as semi-supervised learning, as the number of labelled instances required for the classifier to work can be very large, even given a diverse and representative set of features.

In the case of a large-scale classification for domain-dependent blocks, such as Floor Plans for the Real Estate domain or Commentary Sections for the Blogs and Online Forums domain, the space of potential features becomes so large, if not infinite, that we will have to resort to techniques for the automatic learning of new features, such as Genetic Algorithms.

For both domain-dependent and domain-independent blocks we would like to combine human generated rules (e.g. “Floor Plans can only appear on the Real Estate result pages”) and the training data. If the training data strongly contradict the rule, we can then remove that rule from \texttt{Ber}_yL.

The task of web block classification is technically challenging due to the diversity of blocks in terms of their internal structure (representation in the DOM tree and the visual layout) and the split between domain-dependent and domain-independent blocks. Hence, from a technical perspective, it is important to have a \textbf{global feature repository} that can provide a framework for defining new features and block type classifiers through a template language. The user of \texttt{Ber}_yL will be able to extend it with new features and classifiers easily by generating them from existing templates, rather than writing them from scratch. That will make the whole hierarchy of features and classifiers leaner, as well as making the process of defining new block types and their respective classifiers more straightforward and less time-consuming. Ideally, we would like to generate new block classifiers in a fully automated way, such that given a set of structurally and visually distinct web blocks of the same type, the block classification system would be able automatically to identify the optimal list of features to describe that block, taking some of those from the existing repository and generating the new ones that have not existed in the repository beforehand. However, it would be almost infeasible to go with this approach in the case of \texttt{Ber}_yL, since the diversity of web blocks we want to classify is likely to cause the space of potential features to be extraordinarily large if not infinite. Hence we will have to limit ourselves to a semi-automated approach to the generation of new features and block type classifiers.

The contributions of the approach we take in \texttt{Ber}_yL are two-fold, namely, improving the quality of classification and minimising the effort of generating new classifiers (as described in the paragraph above). Contributions 1-3 and 4-6 refer to the quality of classification and generation aspects respectively.

1. We provide a holistic view of the page that gives a coherent perspective of the way it is split into web blocks and the way in which these blocks interact.
2. We employ domain-specific knowledge to enhance performance of both domain-dependent (e.g., Floor Plans for the Real Estate domain) and domain-independent (e.g., Navigation Menus) classifiers.
3. We provide a global feature repository that allows the user of $\text{BER}_p$ to add new features and block classifiers easily.
4. The holistic view of the page is implemented through a system of mutual dependencies and constraints. We also run the classifiers in an organised schedule, which is selected in such a way that it maximises the accuracies of the individual classifiers as well as the overall performance of $\text{BER}_p$.
5. We encode domain-specific knowledge through a set of logical rules, e.g., that for the Real Estate and Used Cars domains the Navigation Menu is always at the top or bottom, and rarely to the side of the main content area of the page, or that for the Real Estate domain Floor Plans can only be found within the main content area of the page.
6. The global feature repository is implemented through baseline global features and a logic-based template language used to derive local block-specific features. We also use textual annotations from the global annotation repository as features for web block classification to enhance the accuracy of individual classifiers further.

Web block classification. It does not seem feasible to solve the block classification problem through a set of logic-based rules, as it is often the case that there are a lot of potential features that can be used to characterise a specific block type, but only a few play a major role in uniquely distinguishing it from all other block types. Some of these features are continuous (e.g., the block's width and height), and it can be hard for a human to specify accurate threshold boundaries manually. Hence, in $\text{BER}_p$ we decided to use a machine learning (ML) approach for web block classification.
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1 Motivation

Semantic Role Labeling (SRL) is one of the most popular natural language processing tasks today. SRL in narrow sense can be formulated as assigning semantically motivated labels (or roles) from some inventory to the arguments of a predicate based on the information about predicates' semantics and usage. Solving the SRL task makes it possible to build object.predicate-based representations of raw texts, which is enough for solving most of practical unstructured text mining tasks.

Building a successful SRL system requires a lot of additional linguistic resources such as syntactic parsers, thesauri, large usage corpora etc. That makes it hard for resource-poor languages like Russian to achieve the state-of-art performance obtained for English. Creating such linguistic resources by hand requires a lot of time and effort. One way to speed up the development of SRL for resource-poor languages is to use methods for automatically obtaining the data required. The aim of the proposed research is to solve a variety of SRL-related tasks (along with the narrow SRL task itself) and to obtain a full-featured SRL system for Russian language as result.

From the methodological point of view the research will be helpful for developing the SRL systems for other resource-poor languages. The results can be also applied to solve various cross-language data mining and machine translation tasks.
2 Overview

A minimalistic architecture for a semantic role labeling system was presented in the seminal work of D. Gildea and D. Jurafsky ([1]). The SRL task itself was formulated as a classification problem which could be solved with machine learning methods. Given the input sentence, target predicate word, it's argument constituents and relevant role set, the system should be able to assign each constituent a role, which could be abstract (like “Agent” or “Theme”) or specific (like “Speaker” or “Buyer”) depending on the selected description framework and corresponding role sets.¹ We will stick to that architecture and task definition while building a basic SRL system, which can be then extended by additional pre- and postprocessing modules like Named Entity processor ([2]), entity- and event-level coreference resolution ([3]) or a rule-based semantic inference engine ([4]).

The majority of lexical and corpus resources used as input in Gildea and Jurafsky’s basic SRL algorithm do not have good elaborated analogues in Russian, so we have to replace them with automatically obtained ones. This primarily concerns a database like FrameNet [5] or PropBank[6], which would describe predicates in terms of their role sets and contain large amounts of usage data needed to train a classifier. A Russian FrameBank [7] is developed and could provide some primary test and training data, which could be then used to bootstrap a bigger corpus.

Another type of resources Russian lacks is thesauri. As it was shown in [1], the most accurate feature combination for argument classification is obtained by just using the lemma of argument combined with the predicate’s lemma. Let’s suppose we use a bag-of-words representation of a sentence (like [buy, Peter, 1000$, an apple]) and operate just with lexical meanings. With this information only, we’re often able to correctly assign the roles. However, that feature has very low coverage due to the data sparseness, that is, it’s likely that the predicate-noun combination we meet in an input sentence isn’t presented in training data. To cope with that low coverage issue, an external knowledge about semantic relatedness between words can be used. Two main approaches for generalizing over the lexemes are using a WordNet [8] and performing clustering of lexicon on a large amount of data. The former method provides more accurate information about word relatedness, while the latter has better coverage and can be tuned for using in a specific domain. The experiments show, that even on English material using clusters does not decrease performance compared to WordNet ([1]), which shows that it is possible to build a SRL system even without hand-elaborated static resources.

Considering the problems described above, the architecture of our Semantic Role Labeling system is organized as shown in Fig. 1. Given an input raw sentence and a description of the verb under concern, the modules of a system perform the following steps.

- Preprocessing
  - Tokenization

¹ See [1] and [9] for a detailed overview
Semantic Role Labeling System for Russian Language

- Sentence boundaries detection
- Morphological analysis and lemmatization
- Syntactical parsing
- Finding relevant arguments in a dependency tree based on semi-automatically collected information about predicate usage patterns
- Fetching the lexical information about arguments using automatically built lexical similarity clusters (or just a similarity matrix)
- Classifying the arguments with regard to the input role set using the information about role coding from a large corpus.

Fig. 1. Basic SRL system architecture

The next section describes methodological aspects of the last three steps, while the preprocessing is performed by external resources and integrating these in the SRL system seems to be a purely technical problem.

3 Planned Methodology

3.1 Measuring the Feature Impact

It seems rational to first determine which features are most salient for semantic role labeling. We plan to follow the guidelines given in [1] and measure the probability of assigning a correct label to a syntax tree node based on various combinations of input features. The gold standard data for this experiment will be taken from the Russian FrameBank. Gildea and Jurafsky show that the most salient SRL features for English are target word (predicate itself), voice (active or passive), argument's head word, argument's phrase type and governing category, relative position (left or right) and the path in syntactical tree. This result should be proved for Russian, because of the typological differences between these languages. For example, free word order in
Russian should significantly weaken the position feature; on the contrary, the morphological feature should become stronger because in Russian a lot of syntactical information is encoded in morphology. In addition, we plan to use a labeled dependency tree representation, which is more adequate for Russian syntax than the constituent model. We should adapt standard feature sets and re-evaluate them on Russian material to understand which external components require detailed elaboration.

3.2 Finding the Arguments

Finding the arguments is usually formulated as a classification problem, where for each sentence constituent it is decided, whether or not it belongs to a predicate’s argument set. In dependency tree paradigm the relation between a predicate and its arguments is marked up by a parser, so the problem can be stated as separating obligatory arguments from optional ones. The proposed method consists of following steps:

- Inducing the subcategorization frames for predicates based on a large automatically parsed corpus (while the data from Russian FrameBank is insufficient). As result we build a model which classifies the input sentence arguments based on the information about a predicate’s usage patterns.
- Evaluating the subcategorization frames using the Russian FrameBank as gold standard and finding the best algorithm for argument frame detection.
- Clustering the predicates based on their subcategorization frames (which include syntactical and morphological information) and lexical argument fillers.
- Using the information about general usage patterns when dealing with an unknown predicate.

The overall strategy at this step is to maximize recall in order to deliver all core arguments to the Semantic Role Labeling stage.

3.3 Lexical Information about Arguments

Although the impact of lexical features on semantic role assignment should be evaluated, it seems natural, that these features will play an important role in classification process. Lexical similarity can be modeled by a WordNet-like resource, a clustering algorithm (e.g. [10]) or a more flexible distributional similarity representation, for example, a simple similarity matrix based on predicate-argument distribution over a large corpus could be used. The latter seems to be promising in context of semantic role labeling. It is not obvious that the aspect of similarity captured by ontological, hierarchical or other static group-based representation is the one that would be of use for labeling the arguments with semantic roles. The individual compatibility of predicates and their argument lexemes could be modeled with a large set of binary features like [+break], [+crack] assigned to lexemes. Based on that information we could induce predicate distribution-based relationships like [+break] & [+crack] → [+smash] (that is, if a lexeme collocates as direct object with predicates break and
crack, then it’s likely to combine with a predicate smash in the direct object position. However, that hypothesis should be tested and refined during an experiment which consists of the following:

- Building binary distributional similarity matrices of argument lexemes using different feature sets (e.g. verb + relation_label, verb + morphology, collocating adjectives etc.).
- Performing clustering using different feature sets
- Obtaining a well-described set form Russian WordNet
- Measuring the degree of correspondence of lexemes marked as filling the same role by the same predicate taken from Russian FrameBank based on each method described above and selecting the best-matching one.

3.4 Semantic Role Labeling

The Semantic Role Labeling itself is seen now as a long-run prospect. The overall methodology is described above in the Architecture overview section, the specific set of features that would perform best on Russian material will be determined during one of the experiments. The algorithm will take dependency tree argument nodes, target predicate, lexical and morphological information as input and will perform multiclass classification over a set of roles relevant to the predicate. The examples from Russian FrameBank corpus will be used as training data. Role generalization will be performed to cope with the relatively small dataset size. It is also possible to bootstrap additional data if the corpus itself will lead to poor results due to small dataset size.

4 Progress and Future Plans

The following is already done or in progress:

- Overall methodology and architecture has been developed
- Technical platform including tokenizer, morphological analyzer, syntactic parser and a database-driven corpus access engine has been established
- Feature impact measurement experiment in progress
- Lexical similarity modeling experiment in progress

The future plans consist of:

- Refining the methodology based on feature ranking obtained during the feature impact measurement experiment
- Developing an argument search algorithm based on methodology described above
- Developing an SRL feature set and algorithm
- Component integration, overall system construction
The results obtained during the experiments will be used for speeding up the development of corresponding static lexical and corpus resources.
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Abstract. This paper describes a research aimed at unveiling the role of Semantic Models into Question Answering systems. The objective is to use Semantic Models for answer re-ranking in order to improve the passage retrieval performance and the overall performance of the system. Semantic Models use concepts rather than simple words to represent texts, expressing them in explicit or implicit ways. This allows to compute relatedness between users' questions and candidate answers to provide better answer re-ranking. This is done by exploiting different properties, like explicit relations between concepts or latent similarities between words expressed as the similarity of the contexts in which they appear. We want to find out if the combination of different semantic relatedness measures by means of Learning to Rank algorithms will show a significant improvement over the state-of-the-art. We carried out an initial evaluation of a subset of the semantic models on the CLEF2010 QA dataset, proving their effectiveness.

1 Introduction

The task of Question Answering (QA) is to find correct answers to users' questions expressed in natural language. Much of the work in QA has been done on factoid questions, where answers are short excerpts of text, usually named entities, dates or quantities. In the last few years non-factoid QA received more attention. It focuses on causation, manner and reason questions, where the expected answer has the form of a passage of text. The passage retrieval step is, anyway, fundamental in both factoid and non-factoid QA as in the former the answers are extracted from the obtained passages, while in the latter the passage corresponds to the candidate answer itself, even if the length of the passage for non-factoid QA is much larger as shown in [21].

The presence of annotated corpora from Text REtrieval Conference (TREC) and Cross Language Evaluation Forum (CLEF) allows to use machine learning techniques to tackle the problem of ranking the passages for further extraction in factoid QA [1]. In non-factoid QA the training data adopted are of different types, like hand annotated answers from Wikipedia [22], small hand built corpora [7],
Frequently Asked Questions lists [2, 18] and Yahoo! AnswersExtracted corpus [19]. This allows the adoption of Learning to Rank (MLR) algorithms in order to output a sensible ranking of the candidate answers. In [21] the adoption of linguistically motivated features is shown to be effective for the task, while in [23] different MLR algorithms were compared over the same set of features. The importance of semantic features, in the form of semantic role labelling features, was shown in [3], while a comprehensive large scale evaluation, alongside with the introduction of new features, was carried out in [19].

There are still different possible semantic features that have not been taken into account. For example features coming from Distributional Semantic Models (DSMs) [20], Explicit Semantic Analysis (ESA) [6], Latent Dirichlet Allocation (LDA) [4] induced topics have never been applied to the task.

The questions this research wants to answer are:

- Do semantic features bring information that is not present in the bag-of-words and syntactic features?
- Do they bring different information or does it overlap with that of other features?
- Are additional semantic features useful for answer re-ranking? Does their adoption improve systems’ performances?
- Which of them is more effective and under which circumstances?
- Is there any MLR algorithm that exploits semantic features more than others (has more relative or absolute improvement by their adoption) and why?

We think that SM can have a significant role in improving current state-of-the-art systems’ performances.

2 Methodology

We are going to test if these insights are correct starting from the design and implementation of a QA framework that helps us to set up several systems with different settings. We already built the cornerstone: QuestionCube is a multi-lingual QA framework created using Natural Language Processing and Information Retrieval techniques. Question analysis is carried out by a full-featured NLP pipeline. The passage search step is carried out by Lucene, a standard off-the-shelf retrieval framework that allows TF-IDF, Language Modeling and BM25 weighting. The question re-ranking component is designed as a pipeline of different scoring criteria. We derive a global re-ranking function combining the scores with Combsum. More details on the framework and a description of the main scorers is reported in [11]. The next step is the implementation of different MLR algorithms in order to combine the features obtained by the scoring criteria with linear and non-linear models.

As a proof of concept we implemented some scoring criteria based on DSMs in order to realize if their adoption as alone rankers or combined with simple similarity and density criteria would improve ranking over the one obtained with classic Information Retrieval weighting schemes.
Distributional Semantic Models (DSMs) represent word meanings through linguistic contexts. The meaning of a word can be inferred by the linguistic contexts in which the word occurs. The idea behind DSMs can be summarized as follows: if two words share the same linguistic context they are somehow similar in meaning. For example, in analyzing the sentences “drink a glass of wine” and “drink a glass of beer,” we can assume that the words “wine” and “beer” have a similar meaning. Using that assumption, the meaning of a word can be expressed by the geometrical representation in a semantic space. In this space a word is represented by a vector whose dimensions correspond to linguistic contexts surrounding the word. The word vector is built analyzing (e.g. counting) the contexts in which the term occurs across a corpus. Some definitions of context may be the set of co-occurring words in a document, in a sentence or in a window of surrounding terms. The earliest and simplest formulation of such a space stems from the use of the Vector Space Model in IR [14]. Semantic space scalability and independence from external resources resulted in their practical use in many different tasks. For example they have been applied in several linguistic and cognitive tasks, such as synonyms choice [10], semantic priming [8, 10], automatic construction of thesauri [16] and word sense induction [15].

Our DSMs are constructed over a co-occurrence matrix. The linguistic context taken into account is a window $w$ of co-occurring terms. Given a reference corpus, the collection of documents indexed by the QA system, and its vocabulary $V$, a $n \times n$ co-occurrence matrix is defined as the matrix $M = (m_{ij})$ whose coefficients $m_{ij} \in \mathbb{R}$ are the number of co-occurrences of the words $t_i$ and $t_j$ within a predetermined distance $w$. The term \times term matrix $M$, based on simple word co-occurrences, represents the simplest semantic space, called Term-Term co-occurrence Matrix (TTM). In literature, several methods to approximate the original matrix by rank reduction have been proposed. The aim of these methods varies from discovering high-order relations between entries to improving efficiency by reducing its noise and dimensionality. We exploit three methods for building our semantic spaces: Latent Semantic Analysis (LSA) [5], Random Indexing (RI) [9] and LSA over RI (LSARI) [17]. LSARI applies the SVD factorization to the reduced approximation of $M$ obtained through RI. All these methods produce a new matrix $\hat{M}$, which is a $n \times k$ approximation of the co-occurrence matrix $M$ with $n$ row vectors corresponding to vocabulary terms, while $k$ is the number of reduced dimensions. More details can be found in [12].

We integrated the DSMs into the framework creating a new scorer, the Distributional Scorer, that represents both question and passage by applying the addition operator to the vector representation of terms they are composed of. Furthermore, it is possible to compute the similarity between question and passage by exploiting the cosine similarity between vectors using the different matrices. The simple scorers employed alongside with the ones based on DSMs in the evaluation are: Terms Scorer, Exact Sequence Scorer and Density Scorer, a scorer that assigns a score to a passage based on the distance of the question terms inside it. All the scorers have an enhanced version which adopts the combination of lemmas and PoS tags as features instead of simple words.
3 Evaluation

The goal of the evaluation is twofold: (1) proving the effectiveness of DSMs into our question answering system and (2) providing a comparison between the several DSMs.

The evaluation has been performed on the ResPubliQA 2010 Dataset adopted in the 2010 CLEF QA Competition [13]. The dataset contains about 10,700 documents of the European Union legislation and European Parliament transcriptions, aligned in several languages including English and Italian, with 200 questions. The adopted metric is the accuracy \( a@n \) (also called \( success@n \)), calculated considering only the first \( n \) answers. If the correct answer occurs in the top \( n \) retrieved answers, the question is marked as correctly answered. In particular, we take into account several values of \( n = 1, 5, 10 \) and \( 30 \). Moreover, we adopt the Mean Reciprocal Rank (MRR) as well, that considers the rank of the correct answer. The framework setup used for the evaluation adopts Lucene as document searcher, and uses a NLP Pipeline made of a stemmer, a lemmatizer, a PoS tagger and a named entity recognizer. The different DSMs and the classic TTM have been used as scorers alone, which means no other scorers are adopted, and combined with a standard scorer pipeline. The composition of the standard pipeline includes the Simple Terms (ST), the Enhanced Terms (ET), the Enhanced Density (ED) and the Exact Sequence (E) scores. Moreover, we empirically chose the parameters for the DSMs: the window \( w \) of terms considered for computing the co-occurrence matrix is 4, while the number of reduced dimensions considered in LSA, RI and LSARI is equal to 1000.

The performance of the standard pipeline, without the distributional scorer, is shown as a baseline. The experiments have been carried out both for English and Italian. Results are shown in Table 1, which reports the accuracy \( a@n \) computed considering a different number of answers, the MRR and the significance of the results with respect to both the baseline \((^\dagger\) and the distributional model based on TTM \((^\dagger\) \). The significance is computed using the non-parametric Randomization test. The best results are reported in bold.

Considering each distributional scorer on its own, the results prove that all the proposed DSMs are better than the TTM, and the improvement is always significant. The best improvement for the MRR in English is obtained by LSA \((+180\%)\), while in Italian by LSARI \((+161\%)\). As for the distributional scorers combined with the standard scorer pipeline, the results prove that all the combinations are able to overcome the baseline. For English we obtain an improvement in MRR of about 16% compared to the baseline and the result obtained by the TTM is significant. For Italian, we achieve a even higher improvement in MRR of 26% compared to the baseline using LSARI. The slight difference in performance between LSA and LSARI proves that LSA applied to the matrix obtained by RI produces the same result of LSA applied to TTM, but requiring less computation time, as the matrix obtained by RI contains less dimensions than the TTM matrix. Finally, the improvement obtained considering each distributional scorers on its own is higher than their combination with the standard scorer pipeline.
### Table 1. Evaluation Results for both English and Italian

<table>
<thead>
<tr>
<th>Run</th>
<th>English</th>
<th>Italian</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a@1   a@5   a@10 a@30 MRR</td>
<td>a@1   a@5   a@10 a@30 MRR</td>
</tr>
<tr>
<td>alone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TTM</td>
<td>0.060 0.145 0.215 0.345 0.107</td>
<td>0.060 0.140 0.175 0.280 0.097</td>
</tr>
<tr>
<td>RI</td>
<td>0.180 0.370 0.425 0.535 0.267†</td>
<td>0.175 0.305 0.385 0.465 0.241†</td>
</tr>
<tr>
<td>LSA</td>
<td>0.205 0.415 0.490 0.600 0.300†</td>
<td>0.155 0.315 0.390 0.480 0.229†</td>
</tr>
<tr>
<td>LSARI</td>
<td>0.190 0.405 0.490 0.620 0.295†</td>
<td>0.180 0.335 0.400 0.500 0.254†</td>
</tr>
<tr>
<td>combined</td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline</td>
<td>0.445 0.635 0.690 0.780 0.549</td>
<td>0.445 0.635 0.690 0.780 0.549</td>
</tr>
<tr>
<td>TTM</td>
<td>0.535 0.715 0.775 0.810 0.614</td>
<td>0.405 0.565 0.645 0.740 0.339†</td>
</tr>
<tr>
<td>RI</td>
<td>0.550 0.730 0.785 0.870 0.637†</td>
<td>0.465 0.645 0.720 0.785 0.555†</td>
</tr>
<tr>
<td>LSA</td>
<td>0.560 0.725 0.790 0.855 0.637†</td>
<td>0.470 0.645 0.690 0.785 0.551†</td>
</tr>
<tr>
<td>LSARI</td>
<td>0.555 0.730 0.790 0.870 0.634†</td>
<td>0.480 0.635 0.690 0.785 0.557†</td>
</tr>
</tbody>
</table>

### 4 Future Plan

There are several future steps to follow in order to answer the research questions. We discovered that some of the semantic features we want to adopt can be useful, but we still don’t know how effective they can be inside a MLR setting, so the first improvement to make is to add the MLR algorithms for re-ranking after having gathered the features from the different scorers. This will also probably lead to even better performances than the achieved ones.

The following step will be to experiment further the usefulness of semantic features adding more of them, exploiting ESA, LDA and even more semantic models, and also incorporating other state-of-the-art linguistic features. Other vector operations for combining vectors coming from the applied DSMs will be investigated.

Once all the features are there, MLR algorithm comparison will be carried out, in order to find out which algorithms take more advantage from the semantic features. An ablation test will be useful to understand how much of the improvement is obtained thanks to the semantic features.

Alongside with those steps, different datasets will be collected, focusing on non-factoid QA. The reason for that is the possibility to compare our evaluation directly to the state-of-the-art ones in order to realize if the semantic features can lead to better results also on those datasets.
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Abstract. The increasing attention in modern public administration is paid to the transparency. However, it is supposed that there is an imbalance between improving the mechanisms of opening the information about public authorities’ activities and carried out by them collecting socio-economic data. The tools of gaining information about the current situation, needs and urgent issues seem to lag behind significantly, and the consequences of using unauthentic data as a foundation for managerial decision are obvious. Therefore the research is dedicated to description and evaluation the current methods and techniques of collecting and analyzing data by local authorities and developing the model of relevant “intelligence”. The aggregate model would be based on the current official statistics system and analysis of information space (presented in the Internet) combination.

1 Motivation

During the studying at the University (the faculty of Public Administration) we have considered a lot of unsuccessful examples of development and implementation of different programmes and policies. Administrators often blame too high level of expectations or too high inertness of society and economics as the reasons for failures.

Meanwhile in our field researches (conducted by the Department of Local Administration) we’ve seen the problems of collecting relevant information, caused not only by the official statistics system shortcomings, but by the lack of mechanisms of ranking the threats and needs at the state and local power at all.

From our point of view, failures in public administration are often caused by the unreliable information and poor tools of its analysis, which, in fact, can compensate each other.

I’m not a computer student, but it is supposed that in this particular case interdisciplinary approach is the most appropriate.

In order to verify this hypothesis and develop effective mechanism of collecting and analyzing data the following research would be carry out.
2 Overview

- What tools (formal and informal) do local authorities use in order to fill the gaps in official statistics’ data?
- Do the mechanisms of collecting information correlate with the essence of actions or its type? (Could some interconnections like “statistics are used for long-turn programmes, data from the mass media – for day-to-day management” be revealed or not?)
- What modern tools of collecting and analyzing information offered by IT market could be more reasonable and effective for satisfying local self-government informational demand?
  - How could relevance and validity of information currently used by municipal authorities be evaluated? What are the reasons for misrepresentation?
  - How could quantitative and qualitative data collected through statistics and conceptual analysis of the mass media be combined within the bound of one model (system)?

3 Planned Methodology

The object of the investigation is the departments of municipal governments and specialized agencies responsible for the analysis of information space and the collection of socio-economic situation indicators (providing the basis for administrative decisions).

The subject of the research is governance relations arising in the process of information-analytical support of the local authorities.

The structural functional analysis (approach) is used in order to achieve objectives. In accordance with the objectives the following research methods will be used:

Theoretical: forming hypotheses about the quality and effectiveness of the tools currently used by local authorities to collect and analyze information and the ways of its improving; scientific modeling of information flows in the separate municipalities and the usage of their content as a foundation for developing programmes, policies, plans, projects and so on.

Empirical: keeping under observation (descriptive research method) internal organization of the information-analytical departments; an experiment in particular municipality to access the effectiveness of proposed model of integrated socio-economic indicators and the needs of social community collection and analysis; scientific research (search, application and development), aimed at measuring the topicality of investigation for municipal authorities.

The information collected through the field research would be also analyzed with statistical program package (Stata) in order to reveal interrelations. The conceptual analysis would be carried out through the system Gitika (partly, through the website http://www.gitika.ru/, restricted access).
4 Progress made so far

To date the following steps are fulfilled:
• developing the methodology of field research (choosing of municipal units, way of collecting data, obtaining funds for survey);
• reviewing the literature according to the topic (ongoing);
• developing the system of evaluation urgent needs of citizens based on the analysis of the mass-media (ongoing).

5 Future plan

It is set up in compliance with the objectives. This year the field research would be fulfilled, after which, possibly, the methodology will require some correction. Anyway, developing plan for creating the model would be substantiate only after careful investigation of current systems of collecting and analyzing data.
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Abstract. In decision making and data analysis it may be useful to order items or set them into homogeneous groups over multiple criteria. Supervised classification of items into several ordered classes is often called multicriteria sorting. There is no common terminology in the case of unsupervised ordered classification. We refer to this problem as multicriteria stratification. This problem is closely related to multicriteria ranking problem as ordered items can be easily broken into ordered groups of items. But there is no certain rule how to get this partition and usually it is left to the decision maker. There are also some stratification methods employing information about preferences of the decision maker. In fact, there is no entirely automatic stratification method. The focus of this research is to fill in the niche by developing stratification methods that would be able to rank items, find optimal strata and criteria weights by using only multicriteria data provided. This can be achieved by using an optimization criterion based on the “geometrical” meaning of goodness of stratification. We propose and explore optimization procedures for the criterion. This can turn stratification into a useful and efficient tool for the analysis of multicriteria data in such fields as information retrieval, recommender systems and risk management.

1 Motivation

In the literature lack of attention is paid to the multi criteria stratification or ordered clustering problem. It is often assumed that stratification problem can be solved by means of the methods from the related fields such as multicriteria ranking or decision theory. One of the well-studied approaches for multicriteria ranking is weighed sum of criteria. For the purpose of rank aggregation multiple criteria values are summed up into a single one. Weights can be received from experts or calculated in some other way. In the paper [Ng 2007; Ramanathan 2006] criteria weighted sum is used for so called ABC-classification task for the case of multiple criteria. In this case weights are found by formulating and solving linear optimization task. In [Sun at al 2009] authors developed a method for simultaneous evaluation both ranks and weights for the task of conferences and their participants ranking.
There exists a number of rank aggregation methods from the public choice theory [Aizerman, Aleskerov 1995; Mirkin 1979]. These methods allow combining several rankings by means of some aggregation rules.

Various multicriteria stratification methods have been proposed in the decision theory. These methods exploit decision maker’s (DM) preferences. In [DeSmet, Montano, Guzman 2004] extended version of classical k-means algorithm is developed. The proposed k-means modification is based on a new kind of distance between items considering structure of DM’s preferences. An approach based on pair-wise comparison of items is studied in [Nemery, DeSmet 2005].

Aforementioned methods require some information from DM. In multicriteria ranking items have to be manually appointed on corresponding stratum. In decision theory one has to reveal decision maker’s preferences. Therefore, both stratification approaches are not entirely automatic. This make difficult to use them for large sets of items evaluated on a large number of criteria.

The main motivation of the research is developing of entirely automatic methods for simultaneous criteria weighting, ranking and stratification. This can make stratification a convenient and efficient tool for data analysis and decision making including the situations where processing of large amount of data is needed. Examples of applications may be found in various fields such as:
- Information retrieval (web services ranking and clustering) [Skoutas et. al. 2010];
- Risk management (country risk problem) [De Smet, Gilbart 2001];
- Marketing (multicriteria ABC-classification) [Ng 2007; Ramanathan 2006].

An interesting “geometrical” criterion for automatic determination of both weights of criteria and strata has been proposed by B. Mirkin (2011); in some experimental evaluations it showed promising results (Orlov 2012).

2 Research questions

Here is a list of some research issues we are going to address:
- How the geometrical criterion is related to other data summarization criteria?
- How synthetic stratified data can be generated to correspond to real world multicriteria decision making situations?
- Is there any difference between the results of newly proposed stratification methods and those described in the literature methods at different “shapes” of strata?

3 (Planned or ongoing) Methodology

The planned methodology of the research is related to methods and models of multicriteria ranking, decision theory, optimization (evolutionary, linear and quadratic programming), data clustering, artificial neural networks (auto-encoders) and design of experiment.
4 Progress made so far

By this moment, I have developed the following:

1) An evolutionary minimization procedure for the geometrical stratification criterion is developed and implemented;
2) A quadratic programming based algorithm for the geometrical stratification criterion is proposed and implemented;
3) A neural network representation of stratification criterion is developed. An algorithm for learning the network parameters is implemented;
4) Generative stratified data models for different types of stratified data are developed and implemented;
5) Most popular known multicriteria ranking and ordered clustering methods are implemented;
6) Preliminary experimental study and comparison of the proposed and existed methods on synthetic datasets is performed.

5 Future plan

Planned activities towards the further research are:
- Investigation of properties of the geometrical criterion of stratification and its comparison to other data summarization criteria;
- Further development of generative models of synthetic “stratified” data and experimental study of the existed and proposed methods on the generated data;
- Extensive experimental study of the developed and existing stratification methods for the real world applications.

References

9. Orlov M. (2012) Multi-criteria stratification methods and their experimental comparison, A MSc diploma project, Division of Applied Mathematics and Informatics, NRU Higher School of Economics,
Applications of Textual Entailment

Partha Pakray*, Sivaji Bandyopadhyay+, Alexander Gelbukh#

*4th Year PhD Student
+ Computer Science and Engineering Department,
  Jadavpur University, Kolkata, India
# Center for Computing Research, National Polytechnic Institute,
  Mexico City, Mexico
parthapakray@gmail.com,
sbandyopadhyay@cse.jdvu.ac.in, gelbukh@gelbukh.com

Abstract. Given two texts called T (Text) and H (Hypothesis), Textual Entailment task consists in deciding whether or not the meaning of H can be logically inferred from that of T. We have development text entailment techniques. Here, we present the Answer Validation (AV) System and Question Answering (QA) System with the help of Textual Entailment (TE) techniques. Our textual entailment technique applied into AV system and QA system. The TE engine is based on Named Entity Recognition (NER), Question-Answer Type Analysis, Chunk Boundary, Lexical Similarity, Syntactic Similarity and Semantic similarity that are integrated using a voting technique. For AV system we have used Answer Validation Exercise datasets and QA system we have used QA4MRE@CLEF 2012 datasets. For AV system, we have combined the question and the answer into the H, and consider the Supporting Text as T to identify the entailment relation as either “VALIDATED” or “REJECTED”. For QA system, we first combine the question and each answer option to form the Hypothesis (H). Stop words are removed from each H and query words are identified to retrieve the most relevant sentences from the associated document using Lucene. Relevant sentences are retrieved from the associated document based on the TF-IDF of the matching query words along with n-gram overlap of the sentence with the H. Each retrieved sentence defines the Text T. Each T-H pair is assigned a ranking score that works on textual entailment principle. For the AV system (on the AVE 2008 English test set), we obtained precision of 70% and F-score of 68%, and for the QA system score c@1 is 0.65.

Keywords: Textual Entailment (TE), Answer Validation Exercise (AVE), Question Answering (QA).

1 Research Motivation

The recognition of textual entailment is one of the recent challenges and most demanding of the Natural Language Processing (NLP) domain. Recognition of textual

1 http://nlp.uned.es/clef-qa/ave/
entailment is such a field of Natural Language Processing (NLP) where all other specialized branches are emerged. Due to this aspect system developed for entailment must consider the other research study of NLP. Entailment can come out from its own field of study and can be linked with other tasks of NLP such as: Summarization (SUM): a summary should be entailed by the text; Paraphrases (PP) can be seen as mutual entailment between a text T and a hypothesis H; Information Extraction (IE): the extracted information should also be entailed by the text; Question Answering (QA) the answer obtained for one question after the Information Retrieval (IR) process must be entailed by the supporting snippet of text; Machine Translation (MT) translation should be semantically equivalent to the gold standard translation, i.e., must entail each other. In NLP, same meaning can be expressed by, or inferred from, different texts. All the above mentioned tasks require a model that recognizes a particular target meaning that can be inferred from different text variants. Entailment can be defined as a relation that holds between two language expressions (i.e. a text T and a hypothesis H) if the meaning of H, as interpreted in the context of T, can be inferred from the meaning of T. The relation is directional as the meaning of one expression can entail the meaning of the other, but not true for the vice versa. The Recognizing Textual Entailment (RTE) Challenge introduces a generic task that combines the semantic inferences required across NLP applications. Evolution of this task has been done through different RTE Challenges. Every challenge adds some new flavour to the task compared to its predecessors.

2 Methodology

We have developed textual entailment system in mono-lingual and cross-lingual scenario. We are applying our textual entailment technique in Answer Validation and Question Answering system. For textual entailment we have developed both rule based and machine learning based systems that consider the lexical, syntactic, semantic features. We mainly target to establish the entailment relation based on lexical, syntactic and semantic similarity measures. We have measured Named Entity (NE), Parts-of-Speech (POS), WordNet Similarity, Chunk Similarity, N-Gram Similarity, Lexical Distance Similarity, Syntactic Similarity, Semantic Similarity and other to decide the entailment relation through rule based and machine learning based approaches. We have focused the entailment problem as a classification problem. We have experienced to participate in different evaluation tacks that mainly concentrated on issues of

i) Two-way Entailment
ii) Multi-way Entailment
iii) Cross Lingual Entailment Scenario (e.g. Two-way, Multi-way)

In Recognizing Textual Entailment (RTE)\(^1\) of Text Analysis Conference (TAC) at its 5th edition (2009) Main Task we proposed a lexical based system [1]. In RTE of TAC

\(^1\) http://www.nist.gov/tac/
at its 6th edition (2010) Main Task we proposed a lexical based and syntactic similarity system [2]. In RTE of TAC at its 7th edition (2011) we proposed a lexical and syntactic based system [3] with anaphora resolution as a preprocessing task. Recognizing Inference in Text (RITE) task in NTCIR-9 (2011) has proposed new direction of multiclass entailment in mono-lingual (Asian Languages) Scenario. We have developed a system named “A Textual Entailment System using Web based Machine Translation System” [4] to address this problem. It is a rule based system that measures N-Gram and text similarity property of the entailment pairs. Later we have developed a machine learning based system that has experimented over the RTE dataset. Semantic Evaluation Exercises (SemEval-2012) has proposed multiclass textual entailment in a cross-lingual scenario. Machine translation is an essential integrated framework to address the problem of cross-linguality. We have developed a system named “Language Independent Cross-lingual Textual Entailment System” [5] that also use machine translation to address the cross lingual problem. We have developed another system for Semantic Evaluation Exercises (SemEval-2012) named “Multi-grade Classification of Semantic Similarity between Text Pair” [6] that is based on similarity score of entailment pairs instead of entailment labels. We have used the Universal Networking Language (UNL) to identify the semantic features. The development of a UNL based textual entailment system that compares the UNL relations in both the text and the hypothesis. So, we first develop the different textual entailment system and participated different evaluation track. Now we applied that entailment system to Answer Validation system and Question Answering system.

We present an Answer Validation System (AV) [8] based on Textual Entailment. We first combine the question and the answer into Hypothesis (H) and the Supporting Text as Text (T) to check the entailment relation as either “VALIDATED” or “REJECTED”. We have applied the Textual Entailment technique to AV system to detect the relation of “VALIDATED” or “REJECTED”. The architecture of the proposed Answer Validation (AV) system is described in Figure 1.

![Figure 1 Answer Validation System](http://artigas.li.cs.cmu.edu/rite/Main_Page)

---

A number of answer validation modules has been developed based on Textual Entailment, Named Entity Recognition, Question-Answer type analysis, chunk boundary module and syntactic similarity module. These answer validation modules have been integrated using voting technique. We combine the question and the answer into Hypothesis (H) and the Supporting Text as Text (T) to check the entailment relation as either “VALIDATED” or “REJECTED”. The details of the system are presented in [8]. For AV system we have used AVE @CLEF 2008 datasets. We have trained our system by AVE development dataset and tested on AVE 2008 test data. The recall, precision and f-measure values on the test data obtained over correct answers are shown in Table 1.

Table 1. Experiment Result for AV

<table>
<thead>
<tr>
<th></th>
<th>AVE Development Set</th>
<th>AVE Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>“VALIDATED” in Data Set</td>
<td>21</td>
<td>79</td>
</tr>
<tr>
<td>“VALIDATED” in the proposed AV system</td>
<td>32</td>
<td>76</td>
</tr>
<tr>
<td>“VALIDATED” match</td>
<td>18</td>
<td>54</td>
</tr>
<tr>
<td>Precision</td>
<td>0.56</td>
<td>0.70</td>
</tr>
<tr>
<td>Recall</td>
<td>0.85</td>
<td>0.68</td>
</tr>
<tr>
<td>F-score</td>
<td>0.68</td>
<td>0.68</td>
</tr>
</tbody>
</table>

We have also applied the textual entailment technique in Question Answering (QA) Track (e.g. QA4MRE) in CLEF 2011 [9] and CLEF 2012 [10]. In QA4MRE@CLEF2011 we our system showed the first place best result out of 10 participating systems for the task with 0.57 and in QA4MRE@CLEF2012 the highest score was obtained by our team with 0.65. The architecture of QA system is described in Figure 2. Proposed architecture is made up of four main modules along with knowledgebase i.e Document Processing, Validate Factor Generator, Inference Score Module, Answer Option Selection Module. We have applied our TE technique in Validate Factor Generator Module and for Answer selection ranking. The details of the system are presented in [10].

8 http://www.clef-initiative.eu/documents/71612/c076dd78-e36b-40d9-a6c8-fed4b7aa0b3d
3  Future Plan

The study we have done so far on textual entailment mainly focused on lexical, syntactic and semantic approaches. We want to include more semantic approaches into our study in future. Conceptual Graph representation of sentences can be useful to gather the semantic role knowledge. Graph matching will be supportive to decide the entailment class. In case of a text hypothesis pair we represent them through the conceptual graph to get an idea of semantic knowledge. Then we simply match the nodes of the graphs to finally decide the entailment. We are trying to apply our entailment system to

i. Summarization evaluation
ii. Machine Translation evaluation
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Abstract. As the world is growing economically, the Intellectual Property profile of any country/corporate is likely to grow progressively. IPRs are the bottom rocks for global operations by multinational companies/corporates. Almost in all the corporates, Academic world and Research Labs, new knowledge is being advanced by researches which are getting added attention. New Copyrights and Patents profile of all above domains is growing globally somewhat by 10% to 15% annually. Copyrights issues are getting more focused now days in Indian Academic R&D labs and individuals - circles and the copyright violations like plagiary in research papers and thesis etc. is now being viewed as very serious cognizable offense. The valuation of research and the continued pursuit for seeking the best research output of an Academic institution or any Global research lab demands its patents and Copyrights to play a very critical and important role in the present competitive world. So only above two IPR’s have been chosen for present Ph.D. work looking into their prime importance to academic institutes and industry of the ICT Sector. The Main objective of the present work is finally to provide the relevant search report based on the inputs like text, audio, images, video, symbols, diagrams, logo etc. The use of Information Retrieval (IR) techniques for retrieving the data from the internet as well as from the local databases/repositories will be focused for the searching and matching to arrive at the originality of the given input. The latest techniques are targeted to be used to fetch and provide efficient and most relevant data in above pursuit.

1 Motivation

Towards vetting of copyrights of a research paper, it is observed that, reference citation is the major issue for the researches and the citation of the research work related to the target topic must be relevant and somehow related. In this regard, the relevancy check of the references cited in the research paper is essential. In the case of copyrights issues in the textual content of the re-
search papers and issues of new ideas of the patents, the exact retrieval of the relevant material is an arduous task. The information in the form of the textual as well as other contents and its retrieval will be the main area of the present research topic. The research in this regard may use vividly many information retrieval techniques as well as graphics and image processing. The exact textual content retrieval and matching the same with the query document is the main motivation of the topic.

2 Research questions

- To study and develop the methodologies for the retrieval of the relevant data from the internet as well as local databases for the given text given is proposed to be investigated. This is at the crux of the issues of the copyright like references cited in the research papers, free websites used for the content and in-house matter paraphrased. The efficient techniques would be used for the data retrieval problem and will be tested on various aspects to verify the results to enhance the performance of the search techniques to be developed.
- To develop and enhance the query and semantic search results in the existing database search results for the in-house plagiarism detection tool will also be focused. The technique used in the existing software will be enhanced in terms of performance and the accuracy of the results.
- To create a database for 7-8 US Patent Classes using the US Patent website. To create a user option to choose a patent search on the basis of Keywords, US Class or assignee. Apply the technique of information retrieval for the same and give the results. The searching of the related documents in the database is aimed to be semantic to list the similar found patents with the details.

3 Methodology (Planned or ongoing)

Copyrights are one of the most important IPR’s for the Academia and the researchers community. In the academic research, the publications of the Books, Dissertations, Research Papers, Thesis, Softwares and other scientific and technical articles are prone to the Plagiarism issue. It is very critical challenge for the researcher community to prevent these cases in the publications and other copyright matter in the academia. There are different ways to protect the data from plagiarism issues online like “Digital Rights Management (DRM)” or in the hard copy of the book and unpublished data.
In the proposed methodology of the copyright issues in the academia, plagiarism research is also going on by some agencies. So many methodologies and techniques have been proposed for the textual plagiarism as evident from the internet literature. In the proposed process for the same, in figure 1 shows the future plan work flow of the proposed methodology. It consists of three different modules.

A) Search on the internet for the relevant data on the basis of query data,
B) Search the references cited in the research papers, dissertation or thesis and then check the relevancy of the content as well as references,
C) Search in the last 4 years of data in the same field and then combine them all for the final output of the data on the basis of query data.

Patents prior art search methodology for a patent consists of different aspects and modules for the relevant search such as full body patent search, semantic search, followed for continuous and content search to achieve the higher relevancy of the input documents. Use will be made of the US ICT patent classes for the related search for the query data. After search, each of the retrieved data will be interviewed by user with a set of pre-designed queries and on some casual information searched on those queries during the search session. The main results and their implications for developing future patent retrieval systems will be generated after all processes feedback is obtained from the users.

4 Progress made so far

In the proposed methodology, the work has been divided in the several parts and the work flow accordingly is being maintained. In the starting period of the research, the prior art or literature survey has been completed regarding the problem formulations and the exact position of the research in this regards. A Database has been created with 2,000 of the research papers of different fields the local repository with separate folders for different domain research respectively has been created. A Local repository of the 2, 000 US Patents has been created and maintained for the testing purposes of the developed methodology for the similar patent document retrieval.

5. Future plan

In the proposed process, the references will be examined for the relevancy of the content which is used in the research papers and in others. References should be in the relevant order not only for save of the number or count. The matter of the relevancy of the written content will only be referenced and no other irrelevant referencing should be there. In the third part of the search, the
database created within the 4 years of data of research papers, dissertations and thesis of the relevant fields will be focused. These set of searches will be performed and then on the global internet search will be performed and then finally all the results will be combined generate the final output for the user query data.

Figure 1 shows the proposed techniques and methodologies to be developed for the different level of the modules in the system and finally generate the efficient and relevant output which will cover all the possible ways to protect the copyright issue in the particular case.

Patents:

Patent prior art search for the relevancy of the new textual expression or new innovation is the most challenging issue in the field of Intellectual Property Rights (IPR’s). The researches have been tried for many techniques of the retrieval of the most relevant text for copyrights and the patents for the
searching of the patentability or novelty search of the new innovations. Some of them are online query based search whereas some of others are based on databases. Different parameters have been defined for the patent search because of the complex format of the patents. Well known Patent Searches are outlined as below-

i) Abstract Based Search: The patent search on the given abstract is, used as a query to search and generate by the users the patents having almost same abstract. But the patent abstract has very brief information and is written in the manner which uses new and twisted languages. Abstract has no details of the actual processes of methodologies of the innovations, so in the prior art search based on abstract, the results may not be satisfactory in nature.

ii) Keyword Based Search: The keyword search is the process in which the query generated by the users enables to search the relevant data. In the keyword search there is possibility to search large scale of data on the different sections of the patent like abstract, detailed descriptions, and in brief summary of the innovation.

Figure 2. Proposed Patent Prior Art Search Work flow diagram
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