SELECTIONS OF BOUNDED VARIATION

V. V. CHISTYAKOV

Abstract. The paper presents recent results concerning the problem of
the existence of those selections, which preserve the properties of a given
set-valued mapping of one real variable taking on compact values from
a metric space. The properties considered are the boundedness of Jor-
dan, essential or generalized variation, Lipschitz or absolute continuity.
Selection theorems are obtained by virtue of a single compactness argu-
ment, which is the exact generalization of the Helly selection principle.
For set-valued mappings with the above properties we obtain a Castaing-
type representation and prove the existence of multivalued selections and
selections which pass through the boundaries of the images of the set-
valued mapping and which are nearest in variation to a given mapping.
Multivalued Lipschitzian superposition operators acting on mappings of
bounded generalized variation are characterized, and solutions of bounded
generalized variation to functional inclusions and embeddings, including
variable set-valued operators in the right hand side, are obtained.
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Introduction

The problem of the existence of selections is, for a given set-valued mapping
F from a nonempty set T into a nonempty set X (in symbols, F': T = X), to
find a single-valued mapping f : T' — X satisfying the condition: f(t) € F(t)
for all ¢ € T. Here the set-valued mapping (or multifunction) is a rule F' which
assigns to each point ¢ € T' a nonempty subset F(t) C X, called the image of
t under F' or the value of F' at ¢, and the mapping f with the above property
is called a selection (selector, section, branch) of F. By the Axiom of Choice,
any set-valued mapping with nonempty images admits at least one selection.
So, the problem reduces to finding selections inheriting some (or all) properties
of the set-valued mapping. Usually these properties are connected with mea-
surability, continuity, differentiability, etc., which is motivated by the specific
problem in question. In the present work the properties under consideration are
boundedness of (generalized) variations of the set-valued mapping with respect
to the Hausdorff metric in the target space of images.

Let us briefly comment on the existing literature on selections (the references
chosen are representative but by no means tend to be exhausting on the subject).

Fundamental results on the existence of measurable selections (for measur-
able multifunctions) are contained in the works of Castaing [11], Castaing and
Valadier [12] and Kuratowski and Ryll-Nardzewski [65]. In [65] the main the-
orem says that a measurable set-valued mapping F' from a measurable space
T into a complete separable metric space X, having closed images, admits a
measurable selection. Castaing [11] showed that F : T = X with T and X as
above is measurable if and only if it has a countable number of its measurable
selections which are pointwise dense in the images of F' (the Castaing represen-
tation). A survey on measurable selections and a complete bibliography on the
subject (up to 1977) is the work of Wagner [109]. Selections with Baire prop-
erty were obtained by Choban [35, 36]. The existence of measurable selections
for maps whose values are compact subsets of a regular Hausdorff space which
need not be metrizable or satisfy any restriction on its weight was proved by
Graf [51].

The most known results on the existence of continuous selections are due
to Michael [79, 80]. One of his theorems claims that a lower semi-continuous
set-valued mapping on a paracompact space T with closed convex images from
a Banach space X admits a continuous selection. A detailed information on the
theory of continuous selections, its development and applications, is contained
in the works of Repovs and Semenov [94, 95]. The influence of nonconvexity
of images for a set-valued mapping to have continuous selections was studied
by Bogatyrev [8], Hasumi [54], Moiseev [81] and Semenov [101]. A universal
approach to the existence of measurable and continuous selections was found by
Miégerl [67]. Selections of mappings with decomposable values were treated by
Bressan and Colombo [9] and Tolstonogov [108].

The existence of Lipschitz continuous selections for set-valued mappings with



convex images was recently obtained by Aubin and Cellina [3], Dommisch [41],
Polovinkin [89], Przestawski and Yost [90, 91] and Shvartsman [103], and dif-
ferentiable selections—by Dencheva [40], Gautier and Morchadi [47] and Roc-
kafellar [98]. The basic facts about the way selections preserve the properties
of measurability, Lipschitz continuity, etc., are contained in the monograph of
Aubin and Frankowska [4].

Continuous and Lipschitz continuous selections exist, as a rule, for set-valued
mappings with convex images. If the images are not convex, then in the general
case one cannot expect more than measurable selections ([65]) or selections with
the Baire property ([36]). In fact, many examples are known to show that a
continuous set-valued mapping on an interval T' = [a, ] of the real line R with
compact values from a ball in R? or a Lipschitz continuous mapping from R?
into compact subsets of a ball in X = R3 need not have a continuous selection
(Aubin and Cellina [3], Chistyakov and Galkin [31], Hermes [56], Kupka [64],
Michael [80, Part I]). In this paper we will show that set-valued mappings F'
of bounded variation from a nonempty subset 7' C R into nonempty compact
subsets of a metric space X always admit selections of bounded variation passing
through a given point in the graph Gr(F') of F, which is defined as usual by
Gr(F)={(t,x) e Tx X |z € F(t)}.

Let o # T C R and (X, d) be a metric space with metric d. A mapping f :
T — X is said to be Lipschitzian (in symbols, f € Lip(T; X)), if its (least) Lip-
schitz constant is finite: Ly(f,T) = sup{ d(f(t), f(s))/|t — s|; ¢, s € T, t # s}.
A mapping [ : T — X is called absolutely continuous (written f € AC(T; X))
if there exists a function § : (0,00) — (0,00) such that for any e > 0, any
n € N and any finite collection of points {a;,b;}1*; C T such that a; <
by < as < by <...<a, < b, the condition Y ., (b; — a;) < d(¢) implies
S d(f(bi), fa;)) < e. More precisely, such f will be called 6(-)-absolutely
continuous and since, in general, the function §(-) depends on f, we will also
write 6(-) = 07(-).

A mapping f : T — X is said to be of bounded (or finite) variation (in
symbols, f € BV(T'; X)) if its total Jordan variation V'(f,T) is finite:

V(£ T)=Va(f.T) = sngd(fm), ftizn))

where the supremum is taken over all partitions { = {t;}~, of the set T, i.e.,
meN, {to,t1,...,tm} CT and t;—1 < t;, 7 =1,...,m (Jordan [58], Schwartz
[100, Ch. 4, Sec.9]). Single-valued functions and mappings of bounded variation
on arbitrary set T have already been treated in various contexts (e.g., [5], [10],
[13]-[15], [44], [99], [107]), which is quite natural since the notion of (Jordan)
variation depends only on the order relation on T and the distance function(s)
in the target space.

The Hausdorff distance D = D, between two nonempty subsets A and B of



the metric space X is given by
D(A,B) = max{e(A,B),e(B, A)},

where e(A, B) = sup,¢ 4 dist(z, B) and dist(z, B) = infycpd(z,y). It is well
known (e.g., [12, Ch. II]) that D is a metric on the set ¢(X) of all nonempty
compact subsets of X, called the Hausdorff metric (generated by d).

In [57] Hermes proved that if 7" = [a,b] and X = R"™, then any set-valued
mapping F' € Lip(T;c(X)) admits a selection f € Lip(T; X) such that Ly(f,T) <
Lp(F,T), and, moreover, that a continuous mapping F': T' — c¢(X) of bounded
variation admits a continuous selection. Similar results for Lipschitzian and ab-
solutely continuous mappings with convex and nonconvex compact values were
obtained by Guri¢an and Kostyrko [53], Kikuchi and Tomita [60] and Qiji [92].
The results of Hermes were generalized by Mordukhovich [82, Sec. Suppl. 1] for a
Banach space X and a mapping F' with compact graph and by Sl@zak [104] to the
general case when X is an arbitrary metric space. Basing on a generalized Helly
selection (compactness) principle for metric space valued mappings of bounded
variation the author [14] proved that a set-valued mapping F € BV(T;c(X))
admits a selection f € BV(T; X) such that Vy4(f,T) < Vp(F,T). This result
was extended onto mappings of bounded generalized variation in the sense of
Riesz-Orlicz and some other classes of mappings in [15]-[23]. By revising the
selection principle, the author [24]-[28] in collaboration with Belov and Rych-
lewicz [6, 7, 33] showed that the assumption that X is a Banach space and the
graph Gr(F) is compact, which was used in the earlier works of the author, is
superfluous: that X is a metric space suffices for most of the results (note that
Hermes and his successors made use of the Arzela-Ascoli compactness theorem).

In this work we present the most general results on the existence of selec-
tions of bounded generalized variation and their development for solutions to
functional inclusions and embeddings. This is done under the assumption that
set-valued mappings F' : T = X are defined on a nonempty set 7' C R and
assume compact values from a metric space (X,d). That the domain T has
no particular structure (except the linear order) is crucial for the existence of
selections of essentially bounded variation (Sections 2 and 5).

The paper is divided into three parts. In the first part (Sections 1-4) we
develop the theory of mappings of bounded generalized variation with values
in a metric space which is needed for set-valued mappings. The second part
(Sections 5 through 10) contains existence theorems for selections of bounded
(generalized) variation. And the third part (Sections 11-14) is devoted to the
existence of solutions to functional inclusions and embeddings including variable
set-valued operators in the right hand side.

1. Generalized Helly’s selection principle

In what follows, unless otherwise stated, 7' C R is a nonempty set, X is a
metric space with metric d and X7 is the set of all mappings from 7" into X.



Let us recall the main properties of the variation V(f,T) of f € BV(T; X)
needed below. Setting f(T) = {f(t) | t € T} (the image of T under f) and
osc(f,T) = sup{d(f(t), f(s)) | t, s € T} (the diameter of f(T)), we have (cf.
[13], [14] or [15]): 1) if ¢t € T, then V(f,T) = V(f,TN(—00,t])+V(f,TN[t,00))
(additivity); 2) osc(f,T) < V(f,T); 3) if a sequence of mappings {f,,}5°; C XT
converges pointwise on 7' in metric d to amapping f € X7 (i.e., d(fn(t), f(t)) — 0
as n — oo for all ¢ € T), then V(f,T) < liminf, oo V(fn,T) (lower se-
mi-continuity); 4a) if s = supT € RU {oo} and s ¢ T, then V(f,T) =
limps—s V(f,T N (—00,t]); 4b) if i = infT € RU {—oco} and ¢ ¢ T, then
V(f,T) = limrse—; V(f, TNt o0)); 4c) if s ¢ T and i ¢ T, then, in addition
to 4a) and 4b), the value V(f,T) is also equal to

T29(al,llgla(i7s) V(f,TNlab]) = Tlallflis Tlglgiiv(f’ T Nla,bl)

- Tlalz?ln Tlali{r—l»sv(f’ 70 a,b]).
Lemma 1.1 ([15, Theorem 4.3]). (a) The mapping f € BV(T; X) is continuous
from the right at the point to €T \ {supT} or from the left at to €T \ {inf T'} if
and only if the function p(t) = V(f,TN(—00,t]), t € T, has this property at tg.
(b) f € BV(T;X) is continuous on T apart, possibly, at most countable
subset of T.

We say that g : T — X is natural ([14], [15]) if V(¢,T N [a,b]) = b—a
for all a, b € T, a < b. Clearly, g € Lip(T;X) and L4(g,T) = 1. Note also
that Lip(T; X) C AC(T;X) (e.g., with §(e) = ¢/ max{1, Ly(f,T)}, ¢ > 0),
Lip(T; X) € BV(T;X) if T is bounded, and AC(T;X) C BV(T;X) if T is
compact.

Given two mappings ¢ : T — J and g : J — X, the composite mapping
goyw: T — X is given as usual by (go ¢)(t) = g(p(t)) for all t € T.

The following structural theorem (Lemma 1.2 below) provides a close rela-
tion between mappings of bounded variation and Lipschitzian mappings (with
additional assumptions, such as the continuity of mappings or connectedness of
their domain, this theorem was employed in [1, I1.1.3], [13, 3.19], [42, 2.5.16],
[83, Sec. 5] and [100, IV.9]):

Lemma 1.2 ([15, Theorem 3.1)). Given f : T — X, we have: f € BV(T; X) if
and only if there exist a nondecreasing bounded function ¢ : T — R and a natural
mapping g : J = o(T) — X such that f = go on T. In the necessity part ¢
can be defined by o(t) = V(f,T N (—o0,t]), t €T, so that V(p,T) =V (g,J) =
V(f,T); moreover, if T is bounded and f € Lip(T; X), then ¢ € Lip(T;R) and
L(p,T) = Lyq(f,T), and if T is compact and f € AC(T; X), then ¢ € AC(T;R)
and one can set d,(-) = 05(-).

The main tool providing the compactness of families of real functions of
bounded variation is the well known (pointwise) Helly selection principle [55].



In various contexts it was generalized in [84], [86, VIII.4.3], [102, I1.4.5], [110]
(and others) for real valued functions and in [1, II.1.4], [6], [14], [15], [27], [26],
[31], [32], [45] and [46] for families of mappings.

Recall that a family of real functions on 7T is said to be bounded if there
exists a constant C' > 0 such that |p(t)] < C for all £ € T and all functions ¢
from this family. A family F C X7 is called pointwise precompact if, for any
t €T, the set F(t) = {f(t) | f € F} is precompact in X (i.e., the closure F(t)
of F(t) in X is compact).

Let ® : Rt = [0,00) — RT be a continuous nondecreasing unbounded
function such that ®(p) = 0 if and only if p = 0. Given f: T — X, we set

Varo (£,7) = sup 3 @ (d(f(1). (1))

where the supremum is over all partitions & = {¢;}7, (m € N) of T. The
value Varg(f,T) is called the total ®-th variation of f on T (in the sense of
Wiener [111] and Young [112]). It is clear that if ®(p) = p, p € RT, then
Varg(f,T) =V (f,T).

The following properties are known to hold for Vare (f,T) (cf. [32] and [84]):
1g) if t € T, then Varg (f, TN (—00,t])+ Varg(f, TN[t,00)) < Varg(f,T) (semi-
additivity); 2¢) if t,s € T, then ®(d(f(t), f(s))) < Varg(f,T); 3s) under the
conditions of 3) above we have: Varg(f,T) < liminf, . Vare(f,,T) (lower
semi-continuity).

Theorem 1.3 (generalized Helly’s selection principle). An infinite pointwise
precompact family of mappings F C X1 satisfying supser Vare(f,T) < oo
contains a pointwise convergent (in metric d) sequence whose pointwise limit f
is such that Vare (f,T) < oo.

Proof of Theorem 1.3 will be divided into three steps.

1. Let us extend the classical Helly theorem [55] from an interval in R to an
arbitrary set T C R: an infinite bounded family of nondecreasing functions from
T into R contains a sequence which converges pointwise on T to a nondecreasing
bounded function.

First, let T'=R. We set I}, = [k, k], k € N, and make use of the standard
Cantor diagonal process. By Helly’s theorem (e.g., [86, VIII1.4.2]), applied to
the restriction of our family to the interval I, choose a sequence {¢!}2° | in the
family which converges pointwise on I; to a nondecreasing bounded function.
Similarly, denote by {212 | a subsequence of {¢!}5°; pointwise convergent
on the interval Is to a nondecreasing bounded function, and, inductively, for
k € N, k > 2, pick a subsequence {pF}>° | of {¢F~1}2° | which converges
pointwise on Ij. Then the diagonal sequence {@!}>2 ; converges pointwise on
R to a nondecreasing bounded function from R to R.



If T is arbitrary, we extend each function ¢ from our family according to
Saks’ idea (cf. [99, Ch. 7, Sec. 4, Lemma (4.1)]) as follows: if ¢t € R, we set:

~ [ sup{e(s) | s€eTN(—oo,t]} if TN(-o0,t]# @,
t) = { inf {(s) | s € T) it Th(-oof=o &Y

Clearly, ¢ : R — R extends ¢, is nondecreasing and bounded, osc(p,R) =
osc(p, T) and @(R) C ¢(T) (i.e., the image (R) is contained in the closure of
o(T)). It follows that the family of functions {¢} is bounded on R, and so, by
the above, it contains a sequence {@, }°° ;, which converges pointwise on R to a
nondecreasing bounded function ¢ : R — R. Since the restriction @, |7 of @, to
T coincides with ¢,,, the sequence {¢, }>°; from the original family converges
pointwise on T' to the function ¢ = @|7.

2. Let us show that if a family of mappings F C X7T is infinite and the set
F(t) is precompact in X for allt € T, then for each countable set J C T there
exists a sequence in F, which converges in X pointwise on J.

We again employ the diagonal method. In order to be specific, let J =
{tx}32,. Since the family {f(t1) | f € F} is precompact in X, it contains a
sequence denoted by {fL(¢1)}22;, which converges in X. In a similar manner,
let {f2(t2)}%, be a convergent subsequence of {f!(t2)}%,, and, by induc-
tion, given k € N, k > 2, let {f*(tx)}3°, be a convergent subsequence of
{fF=1(t4)}22,. The diagonal sequence {f?}>; C F converges in X pointwise
on the set J.

3. To prove the theorem, we set ¢ (t) = Vare(f,TN(—00,t]), fe F,t € T.
The family {¢f : T — R* | f € F} of nondecreasing functions is infinite and
bounded, since ¢f(t) < Varg(f,T), t € T. By step 1, there exist a sequence
{fn}52, C F and a nondecreasing bounded function ¢ : T — R* such that
lim, o0 0y, (t) = @(t) for all t € T. Denote by S at most countable dense
subset of T, so that S C T C S (generally speaking, a separable set need not
have separable subsets as is shown, e. g., in [48, 12.8], but in the usual topology
of R this is correct: if k € Z, i.e. k is integer, and the set T, = T N [k, k + 1] is
nonempty, then it is totally bounded, and hence, separable, and so, there exists
at most countable subset S, C T} such that T C Sk, and it remains to set
S = Uy Sk and note that T" = J,, Tk, where the union |J, is over those k € Z
for which Ty # @). Note that any point ¢ € T, isolated for T, belongs to S: in
fact, TN(a, B) = {t} for some interval (o, 3), so that SN(«, 8) C TN(e, B) = {t}
and t € S; for, otherwise, if t ¢ S, then SN («, f) = @ or S C R\ («, ), whence
teT cScCR\ (a,f), that is, t ¢ («,3), which contradicts the definition of
(a, B). As ¢ is monotone, the set of its discontinuity points is at most countable,
and since the set {f,(t)}52; is precompact in X for all ¢ € T, by virtue of
step 2 we may assume without loss of generality (passing to a subsequence if
necessary) that f,,(s) converges in X at all points s € S and at all points s € T'
of discontinuity of ¢. If T is exhausted by these points s, the proof is complete.

It remains to show that f,(¢) converges in X at any point ¢ € T'\ S, which
is a limit point for 7" and a point of continuity of ¢. The proof of this part is



close to the one in [84, Theorem 1.3]. Given € > 0, by the density of S in T
and the continuity of ¢ at ¢, choose s € S such that |p(t) — ¢(s)| < (1/3)®(e).
By virtue of the pointwise convergence of ¢y, to ¢, choose a number Ny(e) € N
such that

max{|ey, (1) — (1)l @5, (s) = p(s)[} < (1/3)@(e),  n = No(e).

Properties 24) and 1) imply

@ (d(fu(t), Fa(5))) < Vara(fu, TV [s,]) <[5, (8) — 5, (5)
< lo, () = 9] + () = 9(5)] + [o(s) = 21, (5)],

whence d(f,,(t), fn(s)) < e for all n > Ny(e). Since {f,(s)}22, is convergent, it
is Cauchy, and so, there exists Ni(e) € N such that d(f,(s), fm(s)) < e for all
n, m > Ni(€). Then for all n, m > max{Ny(¢), N1(¢)} we have:

A(fn(t), fm(t)) < d(fn(t), fn(5)) + d(fn(s), fm(5)) + d(fim(s), fm () < 3e,

i.e., the sequence {f,(t)}52 is Cauchy in X; moreover, since it is precompact
in X, it follows that it is convergent in X.
Setting f(t) = limy, o0 fn(t) in X, t € T, by property 3g) we conclude that

Varg (f,T) < liminf Vare(f,,T) < sup Varg(g,T) < co. O
n—0o0 geF

Example 1.4. In Theorem 1.3 the precompactness of sets F(¢) at all points
t € T cannot be replaced by closedness and boundedness even at a single point.
To see this, let 7' = [0,1] and X = ¢!(N) be the Banach space of all summable
sequences z = {z;}52; € R equipped with the norm |jz|| = > 72, |z;|. For
n € N define f, : [0,1] — £*(N) by fo(t) = 0if 0 <t < 1 and f,(1) = e,
where e, = {x;}52, with z; = 0if i # n and z,, = 1. Now, if F = {f,}52,,
we have: F(t) = {0} is compact in (1(N) if 0 < t < 1, F(1) = {en}2, is
closed and bounded, Varg(fy, [0,1]) = ®(1) for all n € N, and no subsequence
of F(1) = {fn(1)}5°; converges in £*(N). Other examples see in [6] and [15].

2. Mappings of finite essential variation
The essential variation of a mapping f : T — X is the quantity
Vess(f, T) = inf{V(g,T) | g € BV(T;X) and g = f a.e. on T}; (2.1)

here we use the convention that inf @ = oo, and the term almost everywhere
(abbreviated a.e.) refers to the Lebesgue measure on R. If Vo (f,T) < oo,
we say that f is a mapping of finite (or bounded) essential variation and write
f € BV(T; X).



Let T C R be measurable and its Lebesgue measure meas(T) be positive.
Recall (e.g., [86, IX.6]) that the density of the set T at a point t € R is given
by

dens(T,t) = Tlirilo meas(T' N[t —r,t+71])/2r
(if the limit exists). A point ¢ € R is said to be a point of density of T if
dens(7T',t) = 1; note that such ¢ is a limit point from the left and from the right
for T. A measurable set T is said to be density-open if each point of T is a point
of density of T; if t = inf T € T, we assume that the right density defined by
2dens(T N [t,00),t) should be equal to one, and if t = supT € T, it holds for
the left density: 2dens(T N (—oo,t],t) = 1.
Throughout this Section 7T is density-open and X is complete.

Theorem 2.1. If f € BV (T; X), then
Vess(f, T) =inf{V(f, T\ E) | ECT and meas(E) = 0}. (2.2)

Proof. Let us denote the right hand side of (2.2) by v. By definition (2.1),
for any number o > Ves(f,T) we find a mapping ¢ € BV(T; X) such that
g = fae onT and V(g9,T7) < a. Since the Lebesgue measure of the set
E={teT]| f(t) #g(t)} is equal to zero and f =g on T\ F, we have:

VI, T\E)=V(g, T\ E) <V(g,T) < .
It follows that v < V(f,T \ E) < a, and so, as a — Vegs(f,T), we obtain
0 < Ve £T). (23)

Let us establish the reverse inequality. Let € > 0. By virtue of (2.3), v is
finite, so there exists a set £ C T', depending on ¢, such that meas(E) = 0 and

V(f,T\E) <v+(g/2). (2.4)

Hence, f|r, € BV(T1;X), where Ty = T\ E. Let us extend f from T} to the
whole real line. We set ¢(t) = V(f,T1 N (—o0,t]), t € Th, and J = o(T1). By
Lemma 1.2, there exists a natural mapping g : J — X such that f = go ¢ on
T1. We extend ¢ to a nondecreasing bounded function ¢ : R — R according
to (1.1) (with T there replaced by T3), so that = ¢ on T} and @(R) C J.
Since g is uniformly continuous on J and X is complete, there exists a unique
extension g € Lip(J; X) of g such that Ly(g,J) = La(g,J) < 1: indeed, if t € J
and {t,}>2, C J is such that lim,, o t, = t, we set g(¢) = lim, o0 g(t,) in X.
Defining f = §o % on R, we have f = f on T} and V(f, R) =V (f,T1), since

V(f.R) < La(g, J)osc(3, R) < osc(3,R) = osc(p, Ty) = V (o, T})
=V(f,T1) =V(f,T1) < V(. R).



Let {t;}7*, be an arbitrary partition of 7. Taking into account the density
of Ty =T\ E in T (in fact, any point ¢ € E, t # infT and ¢ # supT, is a
point of density of T, and since meas(E) = 0, ¢ is also a point of density of
T\ E, and so, it is a limit point from the left and from the right for 7'\ E) and
the definition of @, choose points {s;}", C T\ E in such a way that s; < t;,
i=1,...,m,s0<s1 <...<58,,and

0<3(ti)—w(si) <277 t/3, i=0,1,...,m.

Then for ¢ = 0,1,...,m we have:

d(f (), £(s:)) = d(@GoD)(t:): (g0 9)(s0) = d(3(E)), (e (s.)))
< [3(t) — p(si)| <277 "/3,

which yields

m

D d(f(t), Ftin) < D d(F(t), f(s0) + D d(f(51), (i)

+ 2 d(f(si-), f(ti)
< (e/0) + V[, T\ B) + (c/3).

We get V(flr,T) < V(f, T\ E) + (¢/2) due to the arbitrariness of partition
{t:}, of T, so that together with (2.4) we have V(flr,T) < v+e. Since
flr € BV(T; X) and f| = f a.e. on T, from the definition (2.1) and the last
inequality we find that Viss(f,T) < v + ¢ for any € > 0. O

Theorem 2.2. Suppose that f: T — X. Then we have:

(a) f € BVess(T; X) if and only if there exists a set E C T such that meas(E) =
0 and flp\g € BV(T \ E;X); moreover, E can be chosen such that
V(f,T\E) = Vess(f, T).

(b) If {fn}22q C BVess(T; X) and d(fn(t), f(t)) — 0 as n — oo for almost all
t €T, then Vs (f, T) < liminf,, oo Vess(fn, T) (lower semi-continuity).

(¢) (Structural Theorem) f € BVess(T; X) if and only if there exists a nonde-
creasing bounded function ¢ from T into R and a mapping g € Lip(J; X),
where J = ¢(T) and Lq(g,J) <1, such that f =goy a.e. onT.

(d) (Helly’s type Theorem) If F = {f }52; C BVess(T; X), sup,, ey Vess(fn, T)
is finite and the set {f, ()}, is precompact in X for almost allt € T,
then F contains a subsequence which converges in metric d a.e. on T to
a mapping from BVes(T; X).
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Proof. (a) Sufficiency is a consequence of Theorem 2.1. Suppose that f is in
BVess(T; X). By Theorem 2.1, we find E,, C T such that meas( n) =0,n €N,
and V(f, T\ E,) — Vess(f, ) as n — oo. The set E = J;~, E, is of measure
zero and T\ E C T\ E, for all n € N, so applying Theorem 2.1 again and
taking into account the monotonicity of V(-,-) in the second variable, we have

Vess(f,T) SV (f, T\ E) SV(f,T\ En) = Vess(f,T) as n — o0,

whence V(f, T\ E) = Vess(f, T).

(b) By the assumption there exists a set E C T of Lebesgue measure zero
such that d(f,(t), f(t)) — 0asn — oo for all t € T'\ E. Given arbitrary set
G C T with meas(G) = 0, by the monotonicity and lower semi-continuity of
V(-,-), we have:

V(I T\ (EUQG)) <lminfV(f,, T\ (FUG)) <liminf V(f,,T \ G),
so that, by Theorem 2.1, we get

Vess(f, T) <liminf V(f,, T\G) VG CT, meas(G)=0. (2.5)

By (a), choose G,, C T with meas(Gy,) = 0 such that f,|p\q, € BV(T \ Gn; X)
and V(fn,T \ Gn) = Vess(fn,T), n € N. Then the set G = |J,—; G, is of
Lebesgue measure zero and V(f,, T\ G) < V(fn, T\ Gn) = Vess(fn, T), and it
remains to take into account (2.5).

(c) Since f € BVess(T; X), by (a) there exists E C T with meas(E) = 0
such that f|p\g € BV(T \ E; X), and since X is complete, by the extension
procedure from the proof of Theorem 2.1 there exists fe BV(T; X) such that
f|T\E = f|T\E It remains to note that, by Lemma 1.2, f =gop on T, where
¢ : T — R is a nondecreasing bounded function, g € Lip(J; X), J = o(T)
and L4(g,J) < 1. The sufficiency part is a straightforward consequence of
Lemma 1.2 and item (a).

(d) By the assumption, there exists a set Ey CT of Lebesgue measure zero
such that the sequence {f,,(t)}52, is precompact in X for all ¢t € T\ Ey. By (a),
for each n € N we can find G,, CT with meas(G,,) = 0 such that V(f,,T\G,) =
Vess(fn, T). Then Ty = Eg U, , G, is of Lebesgue measure zero,

V(f'mT\TO) < V(fnaT\Gn) = ‘/ess(fruT) < Sup‘/ess(fMT) <oo, meN,
keN

and {f,(¢)}52, is precompact in X for all t € T'\ Tj. Theorem 1.3 implies the
existence of a subsequence of {f,,}>2; which converges in metric d pointwise on
T\ Ty to a mapping f from BV(T \ Tp; X). Define f on the set Ty arbitrarily
and apply item (a). O

In this Section we have made an attempt to develop the preliminaries of the
theory of metric space valued mappings of finite essential variation sufficient for
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the selections problem. If T' = [a,b] and X = R, the corresponding theory is
well known, e. g., [5], [50]. In particular, in [5] it was proved that for continuous
functions the notions of essential variation and Jordan variation coincide. This
result is also valid for continuous mappings with values in a metric space.

3. The space GV (T; X)

Let N denote the set of all continuous convex functions ® : R™ — R™ such
that ®(p) = 0 if and only if p = 0, and Ny — the set of all functions ® € N,
for which the Orlicz condition holds: lim,_.. ®(p)/p = co. In the terminology
of [68, §2] functions from N are said to be ¢-functions; in [62, Ch.1, Sec.2]
functions from N, are called N-functions. Any function ® € N is strictly
increasing, and so, its inverse ® ! is continuous and concave; besides, functions
p— ®(p)/p and p — wa(p) = p®~1(1/p) are nondecreasing for p > 0, so the
following limits exist:

'(0) = Jim ®(p)/p €[0,00),  [@] = lim (p)/p € (0, 00] (3.1)
and we (0) = lim,_, 1o wa(p) = 1/[®]. Moreover, if ® € N, then

1115_10 r® t(c/r) =c lim p/®(p) =0, ¢ €[0,00) (3.2)
r— p—00

and, in particular, we(0) = 0; in this case the function we : [0, 00) — [0, c0) sat-
isfies conditions: wg is nondecreasing (and concave), lim,_, o wa(p) =we(0) =0

and wa (p1 + p2) < wa(p1) + wa(p2) for p1, p2 > 0.
Given ® € N, f: T — X and a partition § = {¢;}, of T, we set

Valfil =) q’(W) (ti —ti—1) (3.3)

= i —ti-1
and
Vo(f,T) = Vou(f,T) =sup { Vo[f,& | £ is a partition of T }. (3.4)

The quantity (3.4) is said to be the total ®-variation (in the sense of Jordan,
Riesz and Orlicz). If it is finite, we say that f is a mapping of bounded (or finite)
$-variation and write f € BVg(T; X). If ®(p) = p, the definition (3.3)—(3.4)
gives the classical notion of Jordan variation [58] (see also [86, Ch. 8] and [100,
Ch. 4, Sec.9]). If ®(p) = p?, where ¢ > 1, then (3.3) and (3.4) define the notion
of g-variation in the sense of Riesz [96] (or [97, Ch.2, Sec.3.36]). Real valued
functions of bounded ®-variation with ® € N, were extensively studied, e.g.,
[21], [38], [69], [75] (and references therein).

Note that if ® € N\ N, so that the value [®] from (3.1), which is also
equal to sup,.q ®(p)/p, is finite, and T' is bounded, then the sets BVy(T'; X)
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and BV(T; X) consist of the same mappings. Thus, the set BVg (7T; X) is most
interesting in the case ® € N.

Given ® € N, the quantity Vg[f;¢] does not decrease when we add points
to the partition &: Vo [f;&] < Vo[f; EU{t}] if £ = {t;}", is a partition of T" and
t € T\ & This is clear if t < tg or t > t,,,, so let us suppose that t,_1 <t <ty
for some k € {1,...,m}. Putting, for the sake of brevity,

Ult, ) = Ua(t.s) = D (d(f(0), f(s))/(t = 9))(t =5), tseT,s<t, (35)
we have:

Volf; €] = <§U(tivti—l)> + Uty tk—1) + < f: U(ti,ti_1)>, (3.6)

i=k+1

where first sum is omitted if £ = 1 or the last sum is omitted if kK = m. Applying
the triangle inequality for d, monotonicity and convexity of ® and the Jensen
inequality for sums (e. g., [86, X.5.4]), we find

U(tk,tk_1) < U(tkat) + U(t7tk—1)a (37)

which together with (3.6) proves our assertion. This fact implies that (3.4) is
the extension of (3.3), i.e. Va(f,&) = Va[f;¢] for any partition & of T, and that
the value Vo (f,T) does not change if the supremum in (3.4) is taken only over
those partitions of 7', in which a finite number of points is fixed.

The main properties of Vg are gathered in the following Lemma (cf. also
Lemma 4.3 below).

Lemma 3.1 ([20, 23, 27]). Let ® € N and f: T — X. Then:
(a) ZfE CGC T) then V@(fvE) < V(I)(f,G),

(b) ift, s €T and s < t, then d(f(t), f(s)) < (t — s)@ (Vo (f,T)/(t — 5));
(c) ifteT, then Vo(f, T N (—00,t]) + Vo (f, T N[t,00)) = Va(f,T);
(d) Zf {fN}?LOZI - XT7 {(b’ﬂ}zozl CN7 hmn—>oo d(fn(t)>f(t)) =0 fO’f’ tET and

lim,, 00 @, (p) =P (p) for pe0,00), then Vo (f,T) <liminf, .o Vo, (fn,T);
Vo(f,T) = sup{ Vo(f,TN[a,b])|a, beT, a< b};

if s=supT € (R\T)U{oc}, then Vo (f,T) = limpsi—s Vo (f, TN(—00,t]);
ifi=infT € (R\T)U{—o0}, then Vo(f,T) = limps—; Vo (f, T N[t, 0));
if s and i are as in (f) and (g), then also

Ve(£,T)= T23(al,ilgla(i,s}/®(f7 T a,b]) :Tlaigs Tlaiglivq)(f’ 70, b))

- TlalgliTlalgqu)(f’T Nla,8])-

—_
@
N N —

—~ —~
= 0
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For ® € A/ and bounded T, we have the embeddings:
Lip(T; X) € BVs(T; X) C BV(T; X), (3.8)
and, if |T| = supT — inf T', the following inequalities hold:
Va(£.T) < ®(La(£,T)IT]. [ € Lip(T: X), (3.9)
®(V(f,T)/|T)) < Vao(f,T)/IT], f € BVg(T; X). (3.10)

Inequality (3.9) and the first embedding (3.8) follow from a straightforward
verification. Inequality (3.10), which is the Jensen inequality for variations, is
valid, since if £ is a partition of T" of the form {¢;}", and f € BVg(T'; X), then
by (3.5) and Jensen’s inequality for sums, we have:

S d(f(t), f(tiz1)) S Us(tintiz) Vo (f,T)
q’( STt — ) >< ST ti— i) S S (ti—ti)

whence
;d(f(ti),f(ti_l)) < (s, ti_l))cpl(zm>. (3.11)

The function p— p®~1(c/p) is nondecreasing (p>0, ¢>0), and > 1", (t; —ti—1)
=t —to < |T), and so, (3.11) implies the inequality, equivalent to (3.10):

V(f.T) < |T|®* (Va(f,T)/IT1). (3.12)
Moreover, if ® € N, and T C R is arbitrary, then
BVs(T; X) C AC(T; X); (3.13)

in fact, if {a;, b}y C T and a1 < by < az < b < ... < ay, < by, then setting
ti = bi, ti_1 = Qa; and m =n in (311), we find

n

; AP (00, Flae)) < (30 (b — a)) @ (%)

Taking into account that ® from N, satisfies (3.2), for any ¢ > 0 we can
find d(¢) > 0 such that p® (Vo (f,T)/p) < ¢ for all 0 < p < §(e), so that if
Yo (bi — a;) < é(e), then the last inequality yields >, d(f(b:), f(a;)) <e.

Having Jensen’s inequality for variations at hand, we can supplement Lemma 1.2
in the following way:

Lemma 3.2. Let T be bounded, f : T — X and ® € N'. Then: f € BVs(T; X)
if and only if there exist a nondecreasing (bounded) function ¢ € BVg(T;R) and
a natural mapping g : J = @(T) — X such that f = gop on T. In the necessity
part one can set p(t) =V (f, TN(—o0,t]), t € T, and then Vo (o, T) = Vo (f,T).
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Proof. Sufficiency. Let ® € N, T be arbitrary, ¢ € BVe(T;R), J = ¢(T),
g € Lip(J; X), La(g,J) < land f = gop onT. Let us show that f € BV (T; X)
and Vo (f,T) < Va(p,T). Indeed, given a partition £ = {¢;}", of T, we have:

Z @(d(g(Qp(t’l))’g(w(tl1)))>(t1 _ ti—l)
4 La(g,

m
— ti—tig
m

Z(I)< d J)‘W(t;z : :(?_1)>(ti —ti_1)

1

Va[f; €]

IN

K2

< V<I>(Ld(g’ J)(va) < V‘P(QD’T)'

Necessity. Since BV (T; X) C BV(T; X), the function ¢ : T — R given
by ¢(t) = V(f,T N (—o0,t]), t € T, is well defined. Then the decomposition
f = g oy with natural g : J — X follows from Lemma 1.2. Let us show that
v € BVe(T;R). If &€ = {t;}[2, is a partition of T, by the additivity of V(-,-)
and inequality (3.12) for i € {1,...,m}, we find

o(ti) —o(ti—1) = V(f, TN (—00,t;]) = V(f, TN (~00,ti-1])
=V(f,TN[ti—1,t:])

< (ti—ti-1)@! (Vé(f,T N [ti—1,t])/(ti — ti—l))a

and so, the monotonicity of ® and Lemma 3.1(c), (a) imply

m

V@[(p;f] < Z‘/:P(faTm [ti—lati]) = V‘I’(fva [t07tm]) < V‘i(f’T)

i=1

Hence, Vo (¢, T) <Va(f,T). From the decomposition f=goy and the sufficiency
part we get Vg (o, T)=Va(f,T). O

By virtue of Helly’s selection principle (Theorem 1.3 with ®(p) = p) and
inequality (3.12) one can obtain a variant of Helly’s selection principle in the
space BV (T'; X); and also, if ® € N, the sequence, extracted from the family
F, may be chosen to converge even uniformly on T (if we take into account
Lemma 3.1(b), condition (3.2) and the Arzela-Ascoli Theorem).

Let us consider briefly the case when T'=1 = [a,b], |[| =b—a and X is a
linear normed space over K = R or C equipped with the norm || - ||.

Theorem 3.3 (|20, Theorem 7]). Let (X, || - ||) be a reflexive Banach space,
O c N and f € BVg(I; X). Then f admits a strong deriwative f'(t) € X for

almost allt € I which is strongly measurable and f: O(||f () Ddt < Va(f,[a,b]).
Moreover, if ® € N, then f is strongly differentiable a. e. on I , its derivative
1! is strongly measurable and Bochner integrable on I, f is represented in the
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form f(t) = )+ f f'(s)ds for all t € I, and the following integral formula
for the ‘P—varwtzon holds:

b

Vot la ) = [o(Ir @) (314)

a

Corollary 3.4 ([20, Corollary 9]). Suppose that f: I — X and ® € N.
(a) If X is a reflexive Banach space, then f € BV (I; X) if and only if f :
I — X is absolutely continuous and [, ®(||f'(t)]|)dt < co.
(b) If X is a metric space and ¢(t) =V (f,[a,t]), t € I, then f € BVs(I; X)
if and only if ¢ € BVg(L;R), i.e., if and only if ¢ € AC(I;R) and
I o( |)dt is finite. Moreover,

Vet 1) = ValoD) = [ @(i¢ @)t = [@(14Vis o)) (15

For X = R the criterion in Corollary 3.4(a) is known from Riesz [96] (cf.
also [97, Ch. 2, Sec.3.36]) if ®(p) = p? with ¢ > 1, and Medvedev [75] and
Cybertowicz and Matuszewska [38] if ® € N; in [38] the integral formula
(3.14) is established for X = R.

If ®(p) = p?, p >0, g > 1, we denote the space BV (I; X) by BV,(I; X),
and Vo — by V. Note that if (X, d) is a metric space and f € Lip(I; X), then

1/q
La(f, 1) = Jim (Vy(£.1)) " = esssup| V(7. [a. 1))
o0 tel
In fact, inequality (3.9) implies V,(f,I) < (Ld(f7 I))qm, whence

limsup(V, (£, 1)) < La(f, 1),

g—o0

and Lemma 3.1(b) for t, s€ I, t#s, gives d(f(t), f(s)) <[t—s|' = /D (V, (¢, I))l/q,

so that d(f(t), f(s))/]t —s| < hmlnfq_)oo( Vy(fs I))l/q. The second equality fol-
lows from (3.15). In particular, if X is a reflexive Banach space, then Ly(f,I) =
esssup,c;||f(¢)]|. Thus, if X is a metric space and ¢(t) = V(f,[a,t]), t € I,
then f € Lip(I; X) if and only if ¢ € AC(I;R) and esssup,¢;|¢’(t)| < oo, and
if X is a reflexive Banach space, then f € Lip(I; X) if and only if f € AC(I; X)
and esssup,¢;|| f'(t)]| < oc.

Example 3.5. (a) Let us show that there exists a function f € BV,([0,1];R)

for all ¢ > 1, which is not Lipschitzian. We set f(t) =¢(1 —logt) f 0 <t <1
and f(0) = 0. Since f'(t) = —logt for 0 <t <1, by (3.14) we have:

1 o]
Vq(f,10,1]) / logt)4dt = /sqe_sds =T(¢g+1), g¢g=>1,
0 0
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where T is the Euler gamma-function: I'(z) = [~ t*~!e~'dt, z > 0. On the
other hand, supy.,<; f(t)/t = oo, and so, f ¢ Lip([0,1];R). Note also, that
since the main term in the asymptotic expansion of T'(¢ + 1) as ¢ — oo is,
by Stirling’s formula, of the form \/27q (g/e)?, then lim,_ (V,(f,[0,1]))*/? =
lim,_ oo (I'(g + 1))1/‘1 = 0.

(b) This is an example of a function f€ AC([0, 1/2]; R)\(,~,BVy([0,1/2]; R).
We set f(t) = —1/logt if 0 <t <1/2 and f(0) = 0. Formula (3.14) yields

1/2 1/2 0o
Vy(,0,1/2]) = / £t = / dt / D e a1
q\J > [V - - ta (10g t)2q - 52q ) q=1,

0 0 log 2

but the last integral converges if ¢ = 1 and diverges for all ¢ > 1.
(c) Let (p) =e”—1,p >0, and f(t) = ¢(1—logt)if 0 <t < 1and f(0) =0.
Then for A > 0 we have:

Valf/A0.0) = fe(iro)a= [ -1={ SO0
0 0

The importance of the sets BV (I; X) is given by

Theorem 3.6 (|20, Corollary 11]). Given a metric space (X,d), the following
equality holds: AC([a,b]; X) = U gerr_BVa([a, b]; X).

The sets BVs(T; X) generated by different functions ® € N are related as
follows:

Lemma 3.7 ([27, 37, 66]). Let ®, ¥ € N. If T C R is bounded, (X,d) is a
metric space and limsup,_, . ¥(p)/®(p) <oo, i.e.,

3C>0, po>0 such that ¥(p)<CP(p) Yp>po, (3.16)

then BVy(T; X) C BVg(T; X). Conversely, if I = [a,b], (X,]| -]|) is a linear
normed space and BV (I; X) C BVy(I; X), then condition (3.16) holds.

Recall that a function ® € N satisfies the As-condition near infinity or, in
short, A3°-condition, if limsup,_, ., ®(2p)/®(p) < oo ([62, Ch. 1, Sec.4] or [68,
Sec. 3]), which is equivalent to

3 numbers C'>0 and p >0 such that ®(2p) <C®(p) ¥V p> po, (3.17)
and this, in turn, as it is known, is equivalent to
VYA>13C(N)>0, po(A)>0 such that &(p) <C(N)(p/N) Vp>po(A). (3.18)
For the sake of brevity we shall write BVg instead of BVe(T; X), Vo (f)
instead of Vg (f,T) and Ly4(f) instead of Ly(f,T).
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Lemma 3.8. Let X be a linear normed space and ® € N'. Then BVg(I; X) is
a linear space if and only if ® satisfies the AS°-condition.

Proof. First observe that the convexity of ® implies that the set BV is convex
and f — Vg (f) is a convex functional:

Vo (0 + (1 —0)g) < 0Va(f) + (1 — 0)Valg), f, g€BVs, 0€[0,1]. (3.19)

To prove sufficiency (with I C R an arbitrary subset), let f, g € BVg and
¢ € K. Then Vg(cf) = Vo(le|f). If |¢| < 1, by (3.19), ¢f € BVg. If || > 1,
by (3.18), there exist C' > 0 and py > 0 such that ®(|c|p) < C®(p) for all
p > po. Setting U(p) = ®(|c|p), p € [0,00), and applying Lemma 3.7, we get:
BVs C BVy, and so, Va(|c|f) = Va(f) < oo, whence ¢f € BVg. This and
(3.19) yield f + g € BVs, since

Vo (f +9) = Va(32f + 329) < 5Va(2f) + 1 Va(29) < oc.

Conversely, let BVg be a linear space. In particular, this means that if
f € BVg, then 2f € BVg, or BVg C BVy, where U(p) = ®(2p), p > 0. By
Lemma 3.7, there exist C' > 0 and py > 0 such that ®(2p) = ¥(p) < CP(p) for
all p > po, i.e., @ satisfies (3.17). O

As Lemma 3.8 and Example 3.5(c) show, the set BVg(T'; X) with X a linear
normed space and ® € N, is not, in general, a linear space. On the basis of
this set we will define a new space GVg(T'; X) with better properties, called the
space of mappings of bounded generalized ®-variation.

Let (X,d) be a metric space and T'C R. Given ® € A and A > 0, we set
Oy (p) = ®(p/A), p > 0. By Lemma 3.7, if T' is bounded, we have BVg, C BVg if
0 <A <1and BVs C BVs, if A > 1. By Example 3.5(c), the latter embedding
is, in general, strict. Lemma 3.7 and condition (3.18) imply that for the reverse
embedding BVg, C BV with A > 1 to hold, it is sufficient, and when T' = I
and X is a linear normed space it is also necessary, that the function ® satisfy
the AS°-condition. Given arbitrary ® € N, the space GV = GVg(T; X) is
defined by

GVe (T3 X) = | J BVa, (1: X) = | BVe, (T; X). (3.20)
A>0 A>1

From the above it follows that if T is bounded and ® € N satisfies the A-
condition, then GVg(T; X) = BVg(T; X). Conversely, if T' = I, X is a linear
normed space and GVg(I; X) = BVg(I; X), then ® satisfies the AS°-condition:
in fact, since BV, (I; X) C BV (I; X), by Lemma 3.7 there exist C' > 0 and
po > 0 such that ®(p) < CP®(p/2), p > po.

If X is linear normed space, the set GVg(T; X) coincides with the set of
those f € X7, for which there exists a A > 0 (depending on f) such that

18



f/A € BVg(T; X); moreover, it is a linear space, for if f, g € GVs, then there
exist A > 0 and g > 0 such that f/X, g/p € BV, and so, from (3.19), we find

A
Vo <§IZ) S a g e/ AiMVé(g/u) <, (3.21)

which implies f4+g € GVg. It is also clear that ¢f € GVg if c € K and f € GVg.
For T CR and a metric space X we define the following nonnegative func-
tional (of Luxemburg-Nakano-Orlicz type) on GV (T; X):

pa(f) =paea(f,T) =inf{A> 0| Ve, (f,T) < 1}, [ €GVe(T; X), (3.22)

which is called the precise ®-variation of f. The number pg(f) is well defined,
since Vo, (f) < Va(f)/X if X > 1. For instance, if ®(p) = p?, ¢ > 1, then
pa(f) = (Vo(f,T))"/4 for any f € BVy(T; X).

The main properties of pg are presented in the following

Lemma 3.9. Let ® € N and f € GVg(T; X). We have:

(a) d(f(t), f(s)) <wa(|t — s[)pa(f,T) for allt, s € T;

(b) f A=pas(f,T) >0, then Vo, (f,T) <1 (and so, the infimum in (3.22) is
attained for such f);

(¢c) if A>0, then ps(f,T) <X if and only if Vo, (f,T) <1,

(d) if A>0 and Vo, (f,T) =1, then ps(f,T) = A

(e) if a sequence {fn}2; C GVg(T; X) converges pointwise onT to f : T— X
as n — oo, then pe(f,T) < liminf, . pe(fn,T);

(f) for bounded T the following inequalities hold:

&~ (1/|T))pa(f,T) < La(f.T), feLip(T;X), (3.23)
V(f,T) < wo(IT|)pa(f,T), f€GVe(T;X); (3.24)

(g) th €T, then p@(fa T) < p@(faT N (700775}) +p<I>(f7T N [tv OO)),
(h) if X is a linear normed space, then the functional ps(-,T) is a seminorm
on the linear space GVg(T; X).

Proof. (a) Given t, s € T, s < t, by (3.3), (3.4) and (3.22), we have:

o(40-110)

0T ¢ <o, (RT) <108 X palT)

so that dividing by t — s and taking the inverse function ®~!, we get:

d(f(t), f(s) < (t =)@ (1/(t=5))A,  A>pa(f,T).

(b) Set A = pa(f,T) > 0. Choose numbers A(n) > A\, n € N, such that
A(n) — A as n — co. By definition (3.22), Vs, ,,(f,T) < 1 for all n € N, and
so, by Lemma 3.1(d), we find Vo, (f,7) <liminf, . Vs, (f,7) < 1.
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(c) If Vo, (f,T) < 1, then pa(f,T) < A by virtue of (3.22). Suppose that
pa(f,T)> 0 (otherwise, by (a), f is constant and Vg, (f,7)=0). If ps(f,T)=2A,
then Vg, (f,T) < 1 thanks to item (b). It remains to show that

if po(f,T) <A, then Vo, (f,T)<1. (3.25)

Indeed, setting u = pa(f,T) and taking into account the convexity of ® and
the result of item (b), we have: Vg, (f,7) < (u/ Ve, (f,T) < p/X < 1.

(d) In view of (c) and (3.25) the cases pg(f,T) > A and pa(f,T) < A are
not possible.

(e) Tt suffices to suppose that A = liminf, .. pa(fn,T) is finite. Then
pao(fne, T) — X as k — oo for some subsequence {fn, }%2, of {fn}52, so
for any ¢ > 0 we can find ko(¢) € N such that pe(fn,,T) < A+ ¢ for all
k > ko(e). The definition of pg(fn,,T") implies Vg, (fn,,T) < 1if k> ko(e),
and since f,, converges to f pointwise on T as k — oo, Lemma 3.1(d) yields
Vo, . (f,T) <liminf_oo Vo, (fn,,T) < 1, whence pe(f,T) < A +¢, e > 0.

(f) Set A= Lq(f, T)/®~1(1/|T|). If La(f,T) = 0, then ps(f,T) = 0, and so,
let Lq(f,T) > 0. Applying (3.9), we have: Vg, (f,T) < ®A(La(f,T)|T| = 1,
and it follows from (c) that ps(f,T") < A, which proves (3.23).

To prove (3.24), we set A = V(f,T)/(|T|®~*(1/|T|)) and suppose that
A > 0. Then (3.10) gives Vo, (f,T) > |T|®A(V(f,T)/|T|) = 1. This and (3.25)
then imply pe(f,T) > .

(g) Set A = pa(f, TN(—00,t]) and p = pa(f,TNIt,00)). If at least one of the
numbers A or p is zero, then, by item (a), the inequality (actually, the equality)
is obvious. Let A > 0 and p > 0. By (b), we get Vg, (f,7 N (—00,t]) <1 and
Ve, (f,TNt,o0)) < 1. In view of (c), inequality ps(f,T) < X+ u is equivalent
to Va,,,(f,T) < 1. In order to prove the latter, let £ = {t;};, be a partition
of T such that t;_1 <t <t for some k € {1,...,m} (the cases t < tg or t > t,,
are similar). Denote by U (¢, s) the expression U (t, s) from (3.5), corresponding
to function ®y. For the quantity Vs, [f;€] from (3.3) equality (3.6) holds,
where U is replaced by Uxy,. The convexity of ® and (3.7) imply

Ungpu(titicn) <

A
Us(tistic1), i=1,....k—1,
N Al 1)

Unip(ti, to—1) < Ungp(t, te—1)+Unyp(te, t) < Ux(t, te—1)+

A 1%
At p A+p
U,u.(tivti—l)v i:k+15"'ama

Ult(tkvt)7
Untu(tisticn) < —
Aty ( ) P
which together with (3.6) give
7
\% €] <
‘I))\+“[f7£]—>\+/i )\"_/J

(h) Clearly, ps(cf,T) = |c|ps(f,T), ¢ € K. The triangle inequality, which
is of the form po(f + ¢,T) < pa(f,T) + pa(g,T), holds if at least one of the

V¢'>\ (f,T N (—OO,t]) +

V.;)u(f,Tﬁ [t,OO)) < 1.
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numbers at the right hand side is zero. Now if A = pe(f,T) >
pa(g,T) > 0, then from (3.21) and (b) we get Vo ((f + g)/ (A + p),
so, po(f +¢9,T) < A+ u according to (3.22). O

C
o
=
—_
o =
=}

a

One of the advantages to define the space GVg(T'; X) is that it is invariant
with respect to equivalent metrics on X: if d and dy are equivalent metrics
on X, i.e., Cid(z,y) < do(z,y) < Cad(z,y) for some constants C; > 0 and
Cy >0and all z, y € X, and f € GVs(T; X) with respect to metric d, then
f € GVg(T; X) with respect to metric dy and the following inequalities hold
Cipo,a(f,T) < paoa,(f,T) < Copsa(f,T), where pg a(f,T) is the quantity
(3.22), evaluated in metric d.

By Lemma 3.9(b), the structural lemma 3.2 holds for mappings f from
GVs(T; X) if we replace BVg by GVs, and the equality Vo (p,T) = Vo (f,T)
— by pa(p,T) = pa(f,T). To see this, let us follow the notation and proof
of that Lemma, making the necessary changes. If ¢ € GVg(T;R), without
loss of generality we suppose that A = ps(p,T) > 0, and so, if f = go ¢, we
have: Vo, (f,T) < Va(p/A,T) < 1 since L4(g,J) < 1, hence f € GVg(T;X)
and po(f,T) < pa(p,T). To prove the necessity part, we note that if f €
GVe(T;X), A = po(f,T) > 0 and ¢(t) = V(f,T N (—0,t]), t € T, then,
by Lemma 3.2, Vo(o/A\,T) = Vo, (f,T) < 1, so that ¢ € GVs(T;R) and
p@((ﬁ,T) <A= pq’(fv T)

In order to establish the relations between spaces GV (T'; X), generated by
different functions ® € N, let us recall certain definitions ([62, Secs. 3, 13], [68,
Theorem 3.4]). Given functions ®, ¥ € N, we write ¥ < ® and say that ®
dominates VU near infinity if there exist constants C' > 0 and pg > 0 such that
U(p) < ®(Cp) for all p > py. For example, if ®(p) = pP and ¥ = p? with
p,q > 1, then ¥ < ® if and only if ¢ < p. Functions ®, ¥ € N are said to be
equivalent near infinity, in symbols ® ~ ¥, provided ¥ < & and & < W. Clearly,
® ~ ¥ if and only if, for some constants C; > 0, Cy > 0 and py > 0, we have
O(Chp) < ¥(p) < P(Cyp) for all p > po. In particular, if lim, .o ®(p)/¥(p) >0
is finite, then ® ~ .

Theorem 3.10. Let ®, ¥ € N. If T is bounded, (X,d) is a metric space
and U < @, then GVo(T;X) C GVg(T; X) and there exists a number k =
Kk(®, U, |T|) > 0, depending only on ®, U and |T|, such that py(f,T) < kpa(f,T)
for all f € GV(T;X). Conversely, if I = [a,b], (X,]| -1]) is a linear normed
space and GVg(I; X) C GVyg(I; X), then ¥ < ®. Thus, the spaces GVg(I; X)
and GVy (I; X) consist of the same mappings if and only if ® ~ U, and more-
over, functionals pe(-,I) and py(-,I) are equivalent.

Proof. 1. If ¥ 5 ®, then ¥(p) <P(Cp) for some constants C >0 and py >0 and
all p > po. Given f e GVy(T; X), there exists A > 0 such that Vg,(f,T) < o0,
and so, if u=AC, we have: Vg, (f,T) <V (po)|T|+Va,(f,T).

Now, let us prove the inequality. Let f € GVa(T;X) and A\ = ps(f,T).
If A = 0, then f is constant by Lemma 3.9(a), and so, py(f,T) = 0. Assume
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that A > 0 and set p; = ¥=1(1/(2|T|)) and N = max{1,¥(pg)/®(Cp;1)}. Since
U < &, then ¥(p) < N®(Cp) for all p > p;: in fact, this is clear if p; > pg
or p1 < po < p, so we suppose that p; < p < pg, in which case ¥(p) <
U(po) and ®(Cp1) < ®(Cp) by the monotonicity of ® and ¥, and so, ¥(p) <
D(Cp)¥(po)/P(Cp1). Let & = {t;}*, be an arbitrary partition of 7. Setting
@ =2NCX and denoting by {i} the set of all indices ¢ € {1,...,m}, for which
d(f(ts), f(ti—1)/((t; — ti—)p) < p1, and by [i] — the set of remaining indices,
taking into account the convexity of ® and Lemma 3.9(b), we find

V,[f:€] = (Z +Z) (t—tl(tll))>(tl —ti—1)

i€{i}  i€[d] 1)M
(f(ts), f(tiz1)
< W(py)|T| + N%‘:] ‘I’<H1)2m\)(ti —ti—1)
<3+3 VAT <1

Since ¢ is arbitrary, this implies Vg, (f,7) < 1, and so, py(f,T) < p =
2NCps(f,T), and it remains to set K = 2NC.

2. Suppose now that condition ¥ < & does not hold. Then there exists a
sequence {p, }52 ; of positive numbers such that lim,_, . p, = co and ¥(p,) >
®(n2"p,,) for all n € N. Setting § = 1/2™ and p = n2"p, in the (convexity)
inequality ®(fp) < 0®(p), we get (n2"p,,) > 2"P(np,); thus,

U(pp) > 2"0(npy,), n € N. (3.26)

We define the sequence of points {t,}52, in I as follows: to = a and t,, —t,,—1 =
27 I|®(p1)/P(npy,) if n € N. Put

f(t) . (npn(t—tn,l)—i—Sn,l)x if t,_1 <t<t, mneN,
Tl Sez if lim,—ootn <t <b,

where Sp =0, S = Zszl npp(tn —tn—1), k € NU{oo}, z € X, ||z|]| = 1, and

note that S, < o0o. Let us show that f € BVg(/; X), and at the same time
f ¢ GVg(I; X). In fact,

I) = Z Up(tn,tn—1) = Z ®(npn)(tn — tn-1) = [I|@(p1) < 00

Now if A > 1, then for any m € N, m > A, by virtue of (3.26) we have:

2m
Va(f/ND) =) \If(”f((tt’;)_ti(_tl”);”')(tn ~ty_1)

n=m

> 3 W)t — ta) = mlI|2(p1).

Therefore, Vg (f /A, I) = oo for all A > 0. O
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4. Metric semigroups of mappings

A triple (X, d, +) is said to be a metric semigroup if (X, d) is a metric space
with metric d, (X, +) is an additive commutative semigroup (i.e., z+ (y+ z) =
(z+y)+zand z+y =y+a for all z,y,z € X) and d is translation invariant in
the sense that d(z,y) = d(z + z,y + 2) for all z,y,z € X. A metric semigroup
(X,d,+) is called complete if (X, d) is a complete metric space.

A simple example of a metric semigroup is any linear normed space (X, ||-|)
with induced metric d(z,y) = || — y||, z,y € X, and the addition operation +
from X; this semigroup is complete if X is a Banach space. If K C X is a
convex cone (i.e., z + y, Az € K whenever z,y € K, A > 0), then (K,d,+)
is also a metric semigroup, which is complete if X is a Banach space and K
is closed in X. More examples of metric semigroups relevant for our purposes
are presented below in this Section (for metric semigroups cc(X) and cbe(X)
see p. 44 and p. 57).

Note that if (X, d,+) is a metric semigroup, then, by the translation invari-
ance of d and the triangle inequality for d, given x,y,u,v € X, we have:

d(z,y) < d(z +u,y +v) + d(u,v), (4.1)
dz+u,y+v) <d(z,y) + d(u,v). (4.2)

In particular, inequality (4.2) implies that the addition operation (z,y) — x4y
is a continuous mapping from X x X into X: z, +y, — r+yin X asn — o0
whenever x, — x and y, — y in X as n — oo. More generally, if z, — x,
Yn — VY, Up — u and v, — v in X as n — oo, then

lm d(xn + yn, tn +vp) = d(z + y,u + v). (4.3)

n—oo

4.1. The space GVs(T; X) as a metric semigroup. Let T C R, a € T be
a given point, (X, d,+) be a metric semigroup, ® € N and f, g € GV (T; X).

The addition operation in GVg(T; X) is introduced pointwise: (f + g)(¢) =
f@&)+g(), t € T. Tt is well defined, i.e., f + g € GVa(T; X); indeed, Vg, (f)
and Vg, (g) are finite for some constants A>0 and x>0 and, given t, s € T,
s < t, inequality (4.2) yields

d(f+9)O), (f+9)(s) _ A A1), f(s) = n  dlg(t),9(s5))
(t—s)(A+p) TA+p (E—s)A Adp (E—s)u

)

and so, by the monotonicity and convexity of ®, we get:

o
A+

V‘I)AJ”L (f + g) < V‘I’)\ (f) +

V4 .
S ®,(9) <o

This inequality, Lemma 3.9(b) and (3.22) also imply pe(f+¢g) < pa(f) +pa(g).
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We define the metric de on GV (T; X) as follows ([19], [22]):

do(f,9) = d(f(a),g(a)) + Aa(f.9), (4.4)
where

A<I>(f7 g) = A@,d(fagaT) = Hlf{)‘ >0 ‘ W@A(fa g) S 1} (45)
and

Wa(f,9)=Waoa(f,9,T) :Slgp Z@ <d(f(ti)+g(ti_l)’ g(ti)Jrf(ti_l))) (ti —ti—1),

ti —ti—1

(4.6)
and the supremum is taken over all partitions £ = {¢;}1", (m € N) of the set T.
In the significant particular case ®(p) =p, i.e., when GV (T; X) = BV(T; X),
we denote do by di and We = Ae — by A1 = A1 q. In the context of the
Hausdorff metric d on the space of all compact convex subsets of a real linear
normed space the metric dg was employed by Zawadzka [113] (with ®(p) = p),
Merentes and Nikodem [77] (with ®(p) = p? and ¢ > 1) and Chistyakov [23] (in
the general case ® € N).

It will be shown below that Ag is a semimetric and dg is a metric on
GVs(T; X), which are translation invariant. Now let us verify that the value
Ag(f,g) is finite. In fact, since Ve, (f) < oo and Vg, (g) < 0o (see above), given
t,s €T, s<t, (4.2) implies

dif(t) +9(s). (W) + f(s)) A d(f().f(s))  _m  dlg(t),g(s))
(t—s)( A+ ) T A+pu o (t—9)A Ap (=)

hence (again by the monotonicity and convexity of ®)

b

0]
A+

V‘I)A (f) +

W<I>>\+u (fa g) <

ST " V‘I’u (g) < Q. (4.7)

Again by the convexity of ®, for v > A 4+ p we have:
A+
Wa,(f,9) < TMW%W(f,g) —0 as v — o0,

and so, Ag(f,g) is well defined.
The main properties of Ag and Wy are gathered in Lemmas 4.1 and 4.3.
The following lemma is a counterpart of Lemma 3.9(a)—(e) for Ag.

Lemma 4.1. LetT C R, (X, d,+) be a metric semigroup and f,g € GVg(T; X)
where ® €N. Then we have:

(a) 1d(f(t),9(t))=d(f(s), g(s))| <d(f () +9(s),9(t)+ [ (s)) Swa (|t —s]) Aa (S, 9)

whenever t, s € T
(c) given A>0, Aa(f,g) <X if and only if Ws, (f,9)<1;
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(d) if A\ >0 and Ws, (f,9) =1, then As(f,g9) = X;
(e) if sequences {fn}%q, {gn}2, C GVa(T; X) converge pointwise on T to
f and g as n — oo, respectively, then Ag(f,g) <liminf, . As(fn,gn);

() Ipe(f) —pe(9)l < Aa(f,9) < pa(f) + palg).

Proof. (a) By (4.5) and (4.6), we have, for t, s € T, s # t,

A(F (1) +9(5), 9()+(5))
®( t— s

)HﬂswammélifA>Adﬂm

Dividing by |t — s| and applying ®~!, we get the second inequality in (a). The
first inequality in (a) is a consequence of (4.1).
(b) First, let us show that if conditions of (e) are satisfied and A(n) — A as
n — oo, where A\(n) > 0 and A > 0, then
Wao, (f, g) < hnH_ligf W‘bx(n,)(fnagn)' (4'8)
The pointwise convergence of f, to f and g, to g and property (4.3) imply
md(Fa(0)+90(8), 900+ Fa()) = d(F() +9().9()+ (). t.s€T.

Given & = {t;}1", a partition of T', by (4.6), for all n € N we have

o (A fu(ti)+gn(tio1), gn(t)+ fultia

Zq)( L g(ti( t,;)_f)A((n)> = )))(ti = Hie) S Wang (o )
i=1

Passing to the limit inferior as n — oo and making use of the continuity of ®,
and then taking the supremum over all partitions £ of T" at the left hand side,
we arrive at (4.8).

In order to prove (b), let A(n) > XA = Aqs(f,9), n € N, be such that
limy, .o A(n) = A. Since Wa, . (f,g) < 1foralln € N, (4.8) yields Wa, (f,9) <
1.

(c) As in the proof of Lemma 3.9(c), by virtue of (a) and (b), it suffices to
show only that if 0 < Ag(f,g) < A, then W, (f,g) < 1. Setting 11 = As(f,9),
by the convexity of ® and item (b), we have: W, (f,9) < (u/A)Ws,(f,9) <
w/A < 1.

(d) By the just proved assertion and item (c), it follows that the cases
As(f,9) < Xand Ag(f,g) > A do not hold.

(e) Suppose that A = liminf, o Ag(fn,gn) < co. Then there exists a
subsequence {n;};>, of {n}r2; such that Ag(fn,,gn,) — A as k — oo, and so,
given ¢ > 0, we find a ko(e) € N, for which Ag(fn,, gn, ) <A+e for all k>ko(e).
By the definition of Ag(fn,,gn, ), we have Wa, . (fn,:9n,) <1, k>ko(e). From
the pointwise convergence of f,, and g,, and (4.8) we get W, (f,g)<1 and,
therefore, Ag(f,g) <A +¢ for all ¢ > 0.
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(f) First we establish the second inequality. Set A = ps(f) and u=ps(g).
If A\=0 or 4 =0, then the (in)equality is obvious by virtue of Lemma 3.9(a).
Suppose that A >0 and p>0. Then Vg, (f) <1 and Vg, (g) < 1 according to
Lemma 3.9(b), and so, Ws,, ,(f,g) <1 thanks to (4.7). Taking into account
(4.5) we get that Ag(f,g9) < A+ p.

To prove the first inequality, we set A=Ags(f,g) and p=ps(g) and assume
that A>0 and p>0. From (4.1),

d(f(t), f(s)) < d(f(t)+9(s),9(t)+ f(s)) +d(g(t),9(s)), t,s€T.  (49)

By the convexity of @, (3.3), (3.4), (4.6) and Lemmas 3.9(b) and 4.1(b), we find
that

A
V¢)\+}L (f) < qu’,\ (fu g) + ﬁ
whence po(f) < A+ p = As(f,9) + pa(g), and it remains to take into account
the symmetry in f and g in the formulae.
If A =0, by Lemma 4.1(a), (4.9) and the symmetry in f and g, we have:
ACF(1), £(5)) = d(g(t), g(s)) for all £, € T, and so, pa(f) = pale). 1 s = 0,
Lemma 3.9(a) implies that g is a constant mapping and, hence, d(f(t), f(s)) =

d(f(t)+9(s), 9(t)+f(s)), t,s € T, so that Aa(f, 9) = pa(f)- O

Va,(g) <1, (4.10)

Theorem 4.2. If T C R, (X,d,+) is a (complete) metric semigroup and the
function ® € N, then the triple (GVs(T; X),de, +) is also a (respectively, com-
plete) metric semigroup.

Proof. Let f, g, h € GVg(T; X). The translation invariance of dg follows from
equality Ag(f+h,g+h) = As(f,g), which is a consequence of the translation
invariance of d and the following equality for ¢, s € T"

d((f + 1)@+ (g+0)(s), (94 h) 0+ (F +1)(s)) = d(F(2) + (). 9(0) + F(5) ).

Now let us show that dg is a metric on GV (T; X). If do(f,9) = 0, then,
by (4.4) and Lemma 4.1(a), d(f(t),g(t)) = d(f(a),g(a)) =0, t € T, t # a,
that is, f = g. Clearly, dg is symmetrical: do(f,g9) = da(g, f). In order
to prove the triangle inequality for dg, it suffices to show that Ag(f,g) <
Ag(f,h) + As(g,h). From (4.1) and the translation invariance of d we have,
forallt,seT,

A(£(6)+9(s), 9()+ £(5)) SA(FE)+h(s), h(D)+ () +d(g(t) +hls), h(t) +9(s)
(4.11)
First assume that Ag(f,h) = 0. By Lemma 4.1(a),

d(f(t)+ h(s),h(t) + f(s)) =0, t,scT,
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and so, We, (f,9) < W, (g, h) for all A > 0 by virtue of (4.11) and (4.6). Then
(4.5) implies Ag(f,9) < Ag(g,h). The symmetry in f and g gives As(f,g) =
Ag(g,h). Similarly, if Ag(g,h) =0, then As(f,g9) = Aa(f, h).

Let A = Ag(f,h) > 0 and u = Ag(g,h) > 0. Then, by Lemma 4.1(b),
We, (f,h) <1 and Wy, (g,h) < 1. Using (4.11), (4.6), the monotonicity and
convexity of ®, we have:

A 7
< — h — h)<1
W<I>>\+H(fag) = )\"‘V‘MW@A(f, )+)\+,U,W¢‘M(g7 )_ )

which proves that Ag(f,9) < X+ p.
Suppose that (X,d) is a complete metric space and {f,}>2, is a Cauchy
sequence in GVg(T; X)), i.e.,

d@(fnafm) = d(fn(a)vfm(a)) + A‘b(fnvfm) —0 as n, m— oo. (412)

By Lemma 4.1(a), {f.(t)}2; is a Cauchy sequence in X for all t € T. Let
f T — X be such that f,(t) — f(t) in X asn — oo for all t € T. From
Lemma 4.1(e) we find

A@(fnvf) S hmlan‘:I)(fnafm) S hm d@(fnvfm) S [Oa OO), n e N
Again, since {f,}52, is Cauchy, then

limsup Ag(fo £) < lim lim_da(fa, fin) =0,

n—oo n—oo Mm—00

whence we conclude that de(fn, f) — 0 as n — oco. It remains to show that
f € GVg(T; X). Tt follows from (4.12) and Lemma 4.1(f) that {ps(fn)}5>; is
a Cauchy sequence in R, and so, it is bounded and convergent. Our assertion
now follows from 3.9(e). O

Further properties of Ag Wg are presented in the following

Lemma 4.3. Let @ # T C R, (X,d,+) be a metric semigroup, ® € N and
f,g: T — X. Then we have:

(a) Wa(f,9,T1) < Wa(f,g,To) whenever & #T) C Ty C T;

(b) d(F(O+9(s), 9(t)+1(5)) < (t=5)07} (Wa(f.9,T)/(t=5)) , £, s € T, s < 1

(c) ift €T, then Wo(f,9,T) = Wa(f,g,T N (—00,t]) + Wa(f,g,T N[t,00)),
and also Ag(f,9,T) < Aa(f,9,T N (—00,t]) + As(f, g, T N[t,00));

(d) Wa(f,9,T) =sup{ Wa(f,9,TN[a,b])[a,b€T, a<b};

(e) Wa(f,g,T)=limrs;—.sWa(f,g9,T N (—00,t]) if s=supT € (R\ T) U {oo};

(f) Wa(f,g,T)=limps;.iWa(f,g, T N[t,00)) if i=inf T€(R\T)U{~o00};
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(g) if s and i are as in (e) and (f), then, in addition, W (f,g,T) is equal to
ngml,lgi(i,s) Wa(f,g,TNa,b]) = lim  lim We(f,g,T N [a,b])
= Tlaltlzlln' Tlalgs W@(fa 9, rn [CL, b])
Proof. (a) and (b) are consequences of the definition (4.6).

(c) Let us denote by Wg!f,g,&] the sum under the supremum sign in (4.6),
corresponding to the partition & = {¢;}7, of T. Let us prove the equality in
(c). Given partitions &1 of TN (—o0,t] and & of T'N[t, 00), we set & = & U{t},
1 =1, 2. Then & U¢&; is a partition of T, and so,

W<I>[f7ga€1] +W<I>[f>g7§2] < W@[fagagl} +W<I>[fagag?]
:W‘b[fagvglué} SW¢(f7gaT)v

which give the inequality >. In order to prove the reverse inequality, let & =
{t;}™, be a partition of T. If ¢t € £ or t < tg or t,, < t, then Ws[f,g,§ <
Wo(f,9, TN (—00,t])+ Wa(f,g9,TN[t,00)). So, suppose that ty_1 <t < tj for
some k € {1,...,m}. Inequality (4.1) and the translation invariance of d imply,

for p(t,s) = d(f(t) + g(s), g(t) + £(5)),
pltrs ti1) < A(f (1) +g(tu2)+g(0)+ [ (o), 9(te) + [ (te1) + [ (1) +9(tx—)

+ d(f(t)-l-g(tkfl)a g(t)+f(tk71))
= p(ti,t) + p(t, tr—1)-

From this, the monotonicity and convexity of ® and Jensen’s inequality for
sums we get that the quantity U(t,s) = (t — s)®(p(t,s)/(t — s)), s < t, sat-
isfies inequality (3.7). Taking into account (3.6), where Vg |[f,&] is replaced by
Walf,g,&], and applying (3.7), we have:

W@[fagaf] S Wq)[fagv {t’b}f;()l U {t}} + Wq)[f’g’ {t} U {tl}ﬁk]
< Wa(f,9,T N (=00, t]) + Wa(f, 9, T N[t 00)),

which due to the arbitrariness of £ proves the equality in (c).

The inequality in (c) is established similar to Lemma 3.9(g), if we replace
V<I>,\ (f’ ’ ) there by W<I>,\ (fa g, - )7 p<I>(f> : ) 7by Aq)(f?.ga : ) and apply Lemma 41(3‘)7
(c) instead of Lemma 3.9(a)—(c).

(d) By (a), the left hand side in (d) is not less than the right hand side.
Conversely, given a number o < Wg(f,g,T), we find a partition £ = {¢;}, of
T such that Wo|f,g,£] > «, so setting a = typ and b = ¢,,, and noting that £ is
a partition of T'N [a, b], we obtain We(f, g, T N[a,b]) > Ws|f,g,&] > a.

(e) Since s = supT ¢ T, s is a limit point for T. By (a), the function
t— Wa(f,g9,TN(—00,t]), mapping T into [0, oo], is nondecreasing, and so, the
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limit in (e) exists and does not exceed Wg(f, g,T). On the other hand, by (d),
for any oo < We(f,g,T) there exist a, b€ T, a < b < s, such that Wg(f,g,T N
[a,b]) > a. Then (a) implies Wg(f, g, TN (—00,t]) > Wa(f,g,TN[a,b]) > « for
all t € TNJb,s), which proves (e).

Item (f) and the first equality in (g) are proved similarly to (e). The second
equality in (g) follows from (e) and (f), since T'N[a,b] = T N (—o0,b] N [a, c0).
The last equality in (g) is established similarly. O

4.2. The metric semigroup Lip(T; X). Let (X,d, +) be a metric semigroup
and (T,d;) be a metric space. Given f: T — X, we set

L(f) = L(f,T) = sup{d(f(t), f(5))/dr(t, 5) ; £, s €T, t # s}

and denote by Lip(T’; X) the set of all Lipschitzian mappings f: T — X (i.e.,
L(f) is finite). The pointwise addition operation on Lip(T; X) is well defined,
since, for any f, g € Lip(T; X), by (4.2), we have

d((f +9)@), (f +9)(5)) < d(f(t), f(5)) +d(g(t), g(5)),

and so, L(f + g) < L(f) + L(g). Given a € T, the metric d, on Lip(T; X) is
defined by (cf. Smajdor and Smajdor [105]):

dp(f,g) = d(f(a),g(a)) +de(f.9), [, g€ Lip(T; X),
with
de(f,9) = sup{ d(f(t) + g(s), g(t) + f(5))/dr(t,8);t, s € T, t # 5 }.

Then dy is a semimetric and dy, is a metric on Lip(T; X), which are translation
invariant.
The main properties of d; are contained in the following

Lemma 4.4. Given (X,d,+) and T as above and f,g € Lip(T; X) we have:

(a) |d(f(t),g(t) —d(f(s),9(s))] < d(f(t) +g(s),9(t) + f(s)) < de(f,9)dr(t,5)
forallt, seT;

(b) if {fn, gn}nis C Lip(T; X)), d(fu(t), f(2)) — 0 and d(gn(t),9(t)) — 0 as
n — oo for allt € T, then do(f,g) < liminf, o d¢(frn, gn);

(c) [L(f) = L(g)| < de(f,9) < L(f) + L(g)-

We conclude that (Lip(T; X), d,, +) is a metric semigroup which, by Lemma 4.4,
is complete provided (X, d, +) is complete.
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4.3. Embeddings of metric semigroups. Here we assume that 7" C R is
bounded, |T| = supT—inf T, a € T is given and (X, d, +) is a metric semigroup.
The main result is the following lemma, generalizing inequalities in (3.23), (3.24)
and in Theorem 3.10:

Lemma 4.5. Given ®,V € N, we have the following embeddings of metric
semigroups:
(a) Lip(T; X) € GVg(T; X) C BV(T; X) and

Ag(f.9) < de(f,9)/® ' (1/IT)), [, g €Lip(T;X), (4.13)
Av(f,9) < wa(|T)As(f,9), [ 9€GVe(T; X); (4.14)

(b) if U x @, then GV (T; X) C GVg(T; X) and there exist numbers k > 0
and ko > 0, depending only on ®, U and |T|, such that

A\D(f,Q)S/iA(I)(f7g), dW(f7g)§KOd®(fag)7 f7gEGV<I><T7X)

Proof. (a) The first embedding follows from (3.9) and (3.20), and the second
— from (3.20) and (3.12). To prove (4.13), note that, by Lemma 4.4(a),

d(f(t) +9(s),9(t) + f(s)) < de(f.9)lt —s|,  t, seT. (4.15)

Set A = dy(f,g)/®~(1/|T|). If X = 0, then the left hand side in (4.15) is zero,
and so, Ag(f,g) = 0. If A > 0, then (4.15) and the monotonicity of ® imply,
for any partition £ = {t;}7, of T', that

d(f(ti)+9(ti-1), (i) + f (1))
( (ti - tio)A )“i —tiz)

3

W@A[fagvf]: (I)
=1

3

<

@ (de(£,9)/A) (ts — tit) < @ (del £, 9)/N)IT] = 1.

I

Il
—

K2

Hence, Ws, (f,9) <1, and (4.5) yields Ag(f,g) < A
In order to prove (4.14), let us show that

e(Wi(f,9)/IT) < Wa(f,0)/ITI, [, g€ GVa(T; X). (4.16)

In fact, using the notation p(¢,s) and U(t,s) from the proof of Lemma 4.3(c)
we find that this is a consequence of Jensen’s inequality for sums

Doy p(tistio) ey Ultisti-y) Wa(f,9)
(p(Z:il(ti - ti—ﬁ) = iy (ti —tioa) = St —tia)

inequality Y.~ (t;—t;—1) < |T'| and the monotonicity of we. Set A = Wi (f, g)/wa(|T).
IfA=0,ie, Wi(f,9) = A1(f,g9) = 0, then by Lemma 4.1(a) with ®(p) = p,

v§: {tl}yiOa
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we have d(f(t) + g(s),g(t) + f(s)) =0 for all t, s € T, and so, Wa(f,g) = 0. If
A > 0, then (4.16) implies Wg, (f,g) > 1, and by the assertion in the proof of
Lemma 4.1(c), Aa(f,g9) > A

(b) The first inequality can be proved along the same lines as Theorem 3.10
if we take into account the following changes: apply Lemma 4.1(a) instead of
Lemma 3.9(a), replace pg by Ag, Vy, — by Wy, and d(f(t;), f(ti—1)) — by
p(t;, t;i—1). Finally, by putting ko = max{1,2NC'}, we have proved the second
inequality as well. O

5. Selections of bounded variation

Throughout the rest of the paper ¢(X) denotes the family of all nonempty
compact subsets of a metric space (X, d), equipped with the Hausdorff metric
D generated by d.

Theorem 5.1 (on BV selections). Let T C R, (X,d) be a metric space and
F € BV(T;c(X)). Then for any to € T and xg € X there exists a selection
f €BV(T; X) of F such that

d(wo, f(to)) = dist(wo, F(to)) and Vu(f,T) < Vp(F,T). (5.1)

Proof. 1. First, let T be bounded, T" C [a,b] and a, b € T. Since F is of
bounded variation (with respect to D), by Lemma 1.1(b) the set of points of
discontinuity of F' on T is at most countable. The set of points from 7', which
are isolated from the left for 7' (i.e., points ¢t € T such that (t —¢,t)NT = &
for some € > 0), is also at most countable, since intervals of “emptiness from
the left”, corresponding to different points isolated from the left, are disjoint
and each such interval contains a rational point. Let us denote by S at most
countable dense subset of T'. Appending to S the set of discontinuity points of
F, the set of points from T isolated from the left and points a, ty and b, let
us denote the resulting at most countable dense subset of T by @ = {t;}2,,
and assume that all points in @ are different. Then for any n € N the set
&, = {t:}1, is a partition of T; ordering the points in &, in ascending order
and denoting them by &, = {t}7,, we have:

a=1tf <ty <...<th_; <t} =0, (5.2)
Jko(n) € {0,1,...,n} such that to =t} .,
Vte @ Ing =no(t) € N such that t € m &n. (5.3)
n=no

By the compactness of F(ty), choose an element yo € F(ty) such that
d(xo,y0) = dist(xo, F(tg)). We define elements z from F(t'), where n € N
and i = 0,1,...,n, inductively as follows. Let n € N, and suppose first that
a <tyg <b,so that ko(n) € {1,...,n — 1}
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(a) Set zy ) = vo-
(b) Ifi € {1,...,ko(n)} and 27 € F(t}) is already chosen, pick 2 ; € F(tI" ;)
such that d(acz ,Zl ) = dlSt(.’E F(t;I 1))
(c) If i € {ko(n)+1,...,n} and =~ 1 F(t ) is already chosen, pick an
element z' € F(t7) such that d( ', al) = dist(al_,, F(t7)).
If ty = a, so that ko(n) = 0, we define «}* € F(tI"), following (a) and (c), and if
to =b, i.e., ko(n) =n, we define z" € F(t?) in accordance with (a) and (b).
Given n € N, we deﬁne a mapping f, : T — X as follows:

x? ift=1¢? i=0,1,...,n,
fn(t)= N (5.4)
TN E ) #@andte TN ,t0),i=1,...,n.

Note that f,(tg) = fn(tzo(n)) =Ty () = Yo, n €N, and that, by the additivity
of V(-,-), definitions (b) and (c¢) and definition of the Hausdorff metric D,

Va(fo, T Z (s TO 8] = Y dlal 2l y)

D(F(t1), F(t,)) < Vp(F,T), neN.  (55)

™M= 1T

Il
-

K3

In order to apply the generalized Helly selection principle (Theorem 1.3 with
®(p) = p), we have to verify that the sequence {f,(t)}52, is precompact in X
forallt € T. If t € Q, by (5.3) there exists ng(t) € N such that ¢t € &, for all
n > no(t), and so, by virtue of (5.4), (a), (b) and (¢) we have:

fa) € F(t) for all n > ng(t), (5.6)

and it suffices to take into account the compactness of F(t).

Now, if t € T'\ @, then t is a point of continuity of F', which is a limit point
from the left for T'. So, there exists a sequence of points 7, € T, 7, < t, k € N,
such that limy_. o, 7%, = t. By the density of S in T, for any k € N there exists
sk € S such that |sy — 7| < t — 7%, and so, s < t and s — t as k — oo.
From (5.3) for k € N we find a number n;, € N (also depending on ¢) such that
sk € &n, and, therefore, sy = t7} for some ji € {0,1,...,n; — 1}. Thanks
to property (5.3), without loss of generality we may assume that the sequence
{ni}32, is strictly increasing. It follows from (5.2) that there exists a unique
number i, € {jk,...,nk — 1} such that

sp=1tF S <t <tphg, ke N. (5.7)

By definition (5.4), we have f,, (t) = a:"" € F(t;¥), k € N. Pick, for each k € N,
an element zf € F(t) such that d(z}*, zf) = dlst( z; ¥, F'(t)). Then from the
definition of D, continuity of F' at ¢ and (5.7) we find

d(fnk(t),a:f)§D(F(t?k’“),F(t))—>0 as k — oo.
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Since the set F(t) is compact and {xF}2° | C F(t), there exists a subsequence
of {x¥}2° | (which we will denote by the same symbol), which converges in X
to an element x; € F(t) as k — oo, so that

d(fnk (t)7xt) < d(fnk (t),.l?f) + d(xf7xt) —0 as k— oo (58)

This proves the precompactness of the sequence {f,(t)}52; in X.

By Theorem 1.3, the family F = {f,}°2, contains a subsequence, denoted
with no loss of generality again by {f,, }72,, which converges in X pointwise
on T to a mapping f € BV(T; X). Clearly, f(to) = yo, and so, d(xq, f(to)) =
dist(xo, F'(to)). The inclusion f(t) € F(¢) for all t € T is a consequence of the
closedness of F'(t), (5.6) and (5.8). The lower semicontinuity of V'(-,-) and (5.5)
ensure that

Va(f, T) < liminf Va(fn,, T) < Vo (1)

Remark. We note that if the “initial point” z¢ is in F(¢g), the desired
selection f of F satisfies the condition f(tg) = 0.

2. Now, if the set T is arbitrary, we set a = infT € RU {—oc0} and b =
supT € RU{oo}. By step 1 it remains to consider the cases when T is unbounded
ora¢ T orbé¢T. Let us suppose that a ¢ T and b ¢ T (the other possibilities
may be combined from this case and step 1 by applying properties 1), 4a) and
4b) from Section 1). Choose an increasing sequence {t,}nez C T such that
tn, — band t_, — a as n — oo. Setting T, = T N [tn,tnt1] for n € Z and
applying step 1 to the set Tp = T'N[tg, t1], we find a selection fo € BV(Tp; X) of
F' (more precisely, of the restriction F|g, of F' to Tp) such that d(xo, fo(to)) =
dist(xo, F'(to)) and Vy(fo,To) < Vp(F,Tp). “Moving along the sets T;, to the
right” of point 1, we successively apply the result of step 1: choose a selection
f1 S BV(Tng) of F on T} such that fl(tl) = fo(t1> S F(tl) and Vd<f1,T1) <
Vp(F,T1), and, inductively, if a selection f,_; of F' on the set T,,_1 is already
chosen, n > 2, we pick a selection f,, € BV(T,; X) of F on T,, such that

fotn) = fao1(tn) and  Va(fn,Tn) < Vp(F,Ty). (5.9)

In a similar manner we “move along the sets T, to the left” of ;. Then for each
n € Z there exists a selection f,, € BV(T,,; X) of F' on T,,, for which the relations
(5.9) hold. Given t € T, so that t € T,, for some n € Z, we set f(t) = fn(¢).
The mapping f : T — X is a selection of F on T, d(xq, f(to)) = dist(xq, F(to)),
and by virtue of properties 4c¢) and 1) from Section 1 we have:

k—1
T) = li TNt = i T,
Vd(f7 ) kl_{govd(fa m[t kvtk:]) kl_{gong_:kvd(fn7 n)
k—1
< lim > Vp(F.T) = lim Vp(F,T 0 [top, 1)) = Vp(F.T). O
—»oon:_k —00
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Example 5.2. The inequality Vy(f,T) < Vp(F,T) in Theorem 5.1 may be
violated if, at least at one point ¢ € T, the value F(t) is only closed and bounded
in X, but not compact. To see this, let X = ¢(N) be the space of summable
sequences from Example 1.4. We set A = {cpen}i_) and B = {cn€n}52 4
where k € N, k£ > 2 is fixed, and {c,}52; C R is any sequence satisfying the
following conditions:

{|en] 352, is strictly decreasing and ;I’if . len| > 0; (5.10)
n>k+

here the first condition guarantees, in particular, that B is bounded in ¢*(N)
and the second one — that B is closed. Clearly, A is compact while B is not.
Let us define F : [0,1] = ¢}(N) by F(t) = Aif 0 <t < 1and F(1) = B. We
have Vp(F,[0,1]) = D(A, B). In order to find D(A, B) we note that, by (5.10),

e(A, B) = sup (|ci|+ inf |cn|>: sup |e;| + inf Jen| = |er| + inf Jen,
1<i<k n>k+1 1<i<k n>k+1 n>k+1

e(B,A) = i;lklgl(lcil + dof Icnl) = s lei| + Aok, len| = lexta] + lexl-

Suppose also that {c,}>2 ; satisfies the third condition:

1] + ngéfﬂ len] > |ekra] + |kl (5.11)

Then D(A, B) = |c1] + infy>k41 |en|. Now if f:[0,1] — ¢!(N) is any selection
of F' such that f(0) = cieq, then f(1) = ¢je; for some j > k+ 1, and so,

Vi (5 10.1) 2 1£0) = S| = ler| + [l > ler] +inf Jea| = Vo (F[0.1)).

Simple examples of sequences {¢, }22; satisfying all three conditions (5.10) and
(5.11) are ¢, = a(n + 1)/n with a # 0, n € N. Let us note that the example
presented above is more subtle than Example 2 from [6] where all values F(t)
are only closed and bounded.

Remark 5.3. Multifunctions of bounded variation with noncompact values
(such as F in Example 1.4 or F' in Example 5.2) may admit selections of bounded
variation as the following observation shows. Suppose that conditions of Theo-
rem 5.1 are satisfied except that the images of F' are not necessarily compact,
but assume that

Vit eT FFy(t) € c(X) such that Fy(t) C F(t), and Vp(Fp,T) < o0

(in particular, one can assume that Vp(Fo,T) < Vp(F,T)). By Theorem 5.1,
Fp admits a selection of bounded variation, which is at the same time a selection
of F.
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Example 5.4. Here we present an example showing that if d is only a semimet-
ric on X (i.e., d(z,y) = 0 does not necessarily imply z = y in X), then there
exists a multifunction of bounded variation with compact values in X whose
all selections are of unbounded variation. Recall that the Gromov-Hausdorff
distance dgp(K', K') between two nonempty compact metric spaces K’ and
K" ([2], [52], [88]) is the infimum of all ¢ > 0 such that there exist a compact
metric space K and isometric embeddings j' : K/ — K and j” : K" — K such
that D(j'(K’),j"(K")) < e, where D is the Hausdorff metric on K. It is known
(Gromov [52]) that dgy is a metric in the isometry class of all nonempty com-
pact metric spaces and dgp(K’,K”) < i max{diam(K’),diam(K”)}. How-
ever, dgy is only a semimetric on the family of all nonempty compact metric
spaces. Define F' : [0,1] — c(R) by F(0) = [0,1] and F(t) = [2n — 1,2n] if
1/(n+1) <t <1/n,neN. Clearly, dey (F(t), F(s)) = 0 for all ¢,s € [0,1],
and so, F' is of bounded variation with respect to dgg. On the other hand, it
follows from the definition of F that if f : [0,1] — R is a selection of F, then
V(/,[0,1]) = oo.

Remark 5.5. It is interesting to note (cf. [27, Lemma 11]) that for F' € BV(T'; ¢(X))
the total image F(T') = U, F'(t) is a totally bounded and separable subset of

X and if, moreover, X is complete, then F(T') is precompact (this property is
well known for single-valued mappings, e.g., [14, Prop. 2.1]).

As a corollary of Theorem 5.1 and, simultaneously, a motivation why the set
T should be arbitrary in R we get

Theorem 5.6. Let T' C R be density-open, (X,d) be a complete metric space,
F € BVs(T;¢(X)), to € T and xyg € X. Then there exists a selection
f € BVess(T; X) of F such that Vyess(f,T) < Vpess(F,T) and d(zo, f(to)) =
dist(zo, F'(tg))-

Proof. Since Vp ess(F,T) <00 and (c(X), D) is a complete metric space (cf. [12,
Theorem II-9]), by Theorem 2.2(a) there exists a set Ty C T of Lebesgue measure
zero such that F|p\g, € BV(T'\ To;c(X)) and Vp(F, T \ To) = Vp,ess(F,T).
Choose an element yo € F'(to) such that d(xo, yo) = dist(x, F(to)), and set T} =
To U {to}. Theorem 5.1 implies the existence of a selection f € BV(T' \ T1; X)
of F|p\g,, for which Vy(f, T\ T1) < Vp(F,T \ T1). Let us define f on the set
T, as follows: f(tg) = yo and f(t) = z; if t € Ty \ {to}, where z; is an arbitrary
fixed element of F(¢t). Clearly, f(t) € F(t) for all t € T and

Va(f, T\T) <Vp(F,T\T1) < Vp(F,T\Ty) = Vpess(F, T).

Applying Theorem 2.1, we conclude that Vyess(f,T) < Vp ess(F, T). O
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6. More regular selections

Theorem 6.1 (more regular selections). Let T C R, (X,d) be a metric space,

F:T = X be a multifunction with compact values, tg € T and xo € X. Then:

(a) if F € Lip(T;c(X)), it admits a selection f € Lip(T; X) satisfying condi-
tions (5.1) and Lq(f,T) < Lp(F,T);

(b) if F € BV(T;c(X)) is also continuous, it admits a continuous selection
f € BV(T; X) satisfying conditions (5.1);

(¢) if T is compact and F' : T — c(X) is 6(-)-absolutely continuous, then there
exists a 0(-)-absolutely continuous selection f : T — X of F satisfying
conditions (5.1);

(d) if ® € N and F € BVs(T;c(X)), then there exists f € BVe(T;X), a
selection of F, satisfying conditions (5.1) and Vo 4(f,T) < Vo p(F,T);

(e) if ® € N and F € GVg(T;¢c(X)), then there exists f € GVa(T;X), a
selection of F, satisfying (5.1) and pe.q4(f,T) < po,p(F,T).

Proof. (a) 1. Suppose first that T' C [a,b] and a, b € T'. Since F' is Lipschitzian
and T is bounded, F is of bounded variation on T, so let f € BV(T;X) be a
selection of F constructed in step 1 of the proof of Theorem 5.1, and assume that
the sequence {f,, }72, converges to f pointwise on T' as kK — o0o. Let us show
that f € Lip(T; X) and Lg(f,T) < Lp(F,T). The following three possibilities
hold for points t, s € T, t < s: (i) t, s € Q; (i) t, s € T\ Q; (iii)) t € T\ Q,
seQ,orseT\Q,teq.

In case (i), by (5.3) there exists a number ny depending on ¢ and s such that
for those k € N, for which nj > ng, there exist numbers i, jx € {0,1,...,n%},
ir < Jjk, such that ¢ = ¢} and s = ¢7*. Then by definition (5.4) we have:
fu () = 2k € F(t)}) and fn, (s) = 2}F € F(t;). From properties (b) and (c)
in the proof of Theorem 5.1 we find that glven ie{l,...,nx},

Az, z ) < D(F( =, F(t?ﬁl)) < Lp(F, T)(t?k o t:lk1>

i L1
and so,
Jk
d(fur (1), i (9)) = d(ait afl) < Y d(a*,aty)
Jk
< Y Lo(ET)(E* —t7%) = Lp(FT)(E — 7). (6.1)
i=i,+1

Since fp, ( (t) and fn,(s) — f(s) as k — oo and t}} = s and #;'* =, then

t)—f

d(f(t), f(s)) < Lp(F,T)[t — s.

If case (ii) holds, then, as is shown in (5.7), for each k € N there exist numbers
ik, jk € {0,1,...,np — 1} such that t'* <t < tZka"Fl and ¢35 < s < t7* |, and
s0, (5.4) implies f,, (t) = z;* and fnk( ) = ). Since t <z s, ty¥ — 1 —0 and

it — s—0as k — oo, for sufficiently large k we have iy, < jy, and relations (6.1)
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hold. As in case (i) it remains to note that f,, (t) — f(¢) and f,, (s) — f(s) as
k — oo.

Case (iii) is treated similarly to cases (i) and (ii).

2. For arbitrary T we argue as in step 2 of the proof of Theorem 5.1, replacing
BV there by Lip and V; — by Ly. Having defined the mapping f : T — X as
in that proof, we show that it is Lipschitzian with Ly(f,T) < Lp(F,T). In
fact, given t, s € T with t < s we find n, m € Z, n + 1 < m (with no loss of
generality), such that ¢ € T,, and s € T,,, and so by the construction we have:

m—1

d(f(t), f(5)) < d(fa®), faltar)+ D d(fultn), foltirn) Fd(fn(tm), fn(s))

k=n-+1

< Lp(F,T) ((th — t)+i(tk+1 —t)+ (s — tm)>

k=n-+1
— Lp(F,T)(s — t).

3. Let us prove that Vy(f,T) < Vp(F,T) (where, in general, Vp(F,T) < 00).
Indeed, in step (a) 1. it was shown that the second condition in (5.1) holds (since
f was a selection of F' of bounded variation), and so, in addition, conditions
(5.9) of step (a) 2. are satisfied. Then calculations from the end of step 2 of
the proof of Theorem 5.1 show that the desired selection f of F' is subject to
conditions (5.1).

(b), (¢) Suppose that F satisfies (b) or (¢). Then the nondecreasing (bounded)
function ¢(t) = Vp(F,TN(—00,t]), t € T, is, by Lemma 1.1, continuous on 7" if
(b) is satisfied, or is, by Lemmal.2, §(-)-absolutely continuous on T if (c) is satis-
fied, and in both cases the equality holds: osc(¢,T) =V (e, T) = Vp(F,T). By
Lemma 1.2, we have the decomposition F' = Gop on T, where G € Lip(J;c(X))
with J = ¢o(T) and Lp(G,J) < 1. If 79 = p(to), then G(79) = F(to), and by
Theorem 6.1(a) there exists a selection g € Lip(J; X) of G on J such that
d(xo,9(m0)) = dist(zo, G(79)) and Lg(g,J) < Lp(G,J) < 1. Then f =goy:
T — X is the desired continuous selection of F' of bounded variation. In fact, f
is continuous as the composition of two continuous mappings if (b) is satisfied,
and f is §(-)-absolutely continuous if (c) is satisfied, since Lg(g,J) < 1; also, f
is a selection of F':

f() = g(e(t) € G(p(t) = F(t), teT, (6.2)

and f(to) = g(p(to)) = g(70), and so, d(zg, f(to)) = dist(zo, F(tp)). Again,
taking into account that L4(g, J) < 1, we find

Va(f, T) < La(g, J)osc(p, T) < osc(p,T) = Vp(F,T). (6.3)
(d) 1. First assume that T C [a,b] with a,b € T. By the second embedding
in (3.8) with bounded T, the function ¢(t) = Vp(F,T N (—o0,t]), t € T, is
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well defined, bounded and nondecreasing. According to Lemma 3.2 Vg (¢, T) =
Vao,p(F,T) and there exists a mapping G € Lip(J;c(X)) with J = ¢(T') and
Lp(G,J) <1 such that F'= Gop on T. Setting 79 = ¢(to), we have G(1y) =
F(to), and by Theorem 6.1(a) there exists a selection g € Lip(J; X) of G on
J such that d(zg, g(79)) = dist(zg, G(79)) and L4(g,J) < Lp(G,J) < 1. Then
f = g o is the desired selection of F on T: in fact, by Lemma 3.2 (see
sufficiency) Vo q(f,T) < Va(p,T) = Vo, p(F,T), f is a selection of F' (see (6.2))
and conditions (5.1) are satisfied (see (6.3)).

2. In the case of arbitrary T" we argue as in step 2 of the proof of Theorem 5.1,
replacing BV there by BVg, V — by Vg and applying Lemma 3.1 instead of
properties 1)—4) from Section 1. By doing this, we have proved (d) except for the
second condition in (5.1). But in step (d) 1. it was shown that if T" is bounded,
the second condition in (5.1) holds, and so, in addition, conditions (5.9) are
satisfied. Now the calculations from the end of step 2 of the proof of Theorem 5.1
imply that the established selection f satisfies inequality Vy(f,T) < Vp(F,T)
(with the latter variation, possibly, infinite).

(e) Set A = po p(F,T). If A =0, F is constant by Lemma 3.9(a), and so,
it admits a constant selection satisfying (5.1). If A > 0, then Vg, p(F,T) <1
by Lemma 3.9(b), and so, Theorem 6.1(d) implies the existence of a selection
f € BVg, 4(T; X) of F satisfying conditions (5.1) and inequality Vg, 4(f,T) <
Vo, p(F,T) <1. Then f € GV (T;X) and po 4(f,T) < A by definition (3.22),
which ends the proof of Theorem 6.1. O

In Theorem 6.1(a) we have seen that a compact-valued Lipschitzian multi-
function admits a Lipschitzian selection. Contrary to this, the following example
shows that compact-valued Holder continuous multifunctions of any exponent
~ € (0,1) need not have even continuous selections.

Example 6.2. Let B={(z,y) €R?|z?+y?=1} be the unit circumference and
A(t) = {(x,y) €R? | x = cosb, y =sinb, a(t) < 0 < a(t) +26(t)},

where a(t) = 1/|t| and B(t) = e VIt ¢ € R\ {0}. Define a multifunction
F:[-1,1] — ¢(R?) as follows: F(t) = B\ A(t) if t # 0 and F(0) = B. It is
shown in [31, Prop. 8.2] that, given v € (0,1), there exists a C(y) € RT such
that D(F(t), F(s)) < C(y)|t—s|” for all ¢, s € [—1,1]. Moreover, it is clear that
if ¢ > 1, Varg(F, [-1,1]) < 2(C(1/q))? if ®(p) = p%, p € R™.

On the other hand, F'(¢) for t # 0 is the unit circumference in R? from which a
section from the angle a(t) to the angle a(t)+20(t) is removed. Ast gets smaller,
the arclength of the hole decreases while the initial angle increases as 1/|¢|, i. e.,
the hole spins around the origin with increasing angular speed. Any continuous
selection f(t) = (z(t), y(t)) defined on [—-1,0]or on ] 0, 1] cannot be continuously
extended to the whole interval [—1,1], for the hole in the circumference would
force this selection to rotate around the origin with some angle between a(t) +
26(t) and a(t) + 27, and the limits lim;, 1o f(¢) cannot exist. Thus, F' admits
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no continuous selections; moreover, for ® as above, any selection f satisfies
Vare(f,[—1,1]) = oo for any ¢ > 1, since mappings f with bounded ®-th
variation have only simple discontinuities (cf. [31, 4.1, 4.2]).

Remark 6.3. Let ® € NV, £ = {t;}I, be a partition of the interval [a, b] with
to = aand ¢, = b, {z;}7, C X, f(t) = x;—1 if t; 1<t<t7,i:1 n,
and f(b) = x,; then there exists a subpartition {¢;}7, C £ (in general, proper
inclusion!) such that Vars(f,[a,b]) is equal to ZZO S(d((f(t), F(ti_))) (cf.
(5.5)). Taking this into account and that the ®-th variation Varg is semi-
additive only (property 1) in Section 1), we see that, in order to obtain the
existence of selections of more general bounded variations (as Varg), it is natural
to require ® to satisfy the following condition of generalized subadditivity: there
exists a number C' € R such that for all n € N and all {p;}"_; C RT we have:
®(p1 4+ pn) <C(P(p1) + - + P(py)). However, it was proved in [37, 3.3]
that in this case there exist Cl > 0 and C3 > 0 such that C1p < ®(p) < Cqp for
all p € RT. This means that if f : [a,b] — X, then Varg(f,[a,b]) and V(f, [a, b])
are finite or not simultaneously. Thus, the requirement for multifunctions to be
of bounded Jordan variation is the best possible in order to admit selections
“preserving” the (type of) variation.

Remark 6.4. Certain extensions of Theorem 6.1(a) are known for a compact-
valued Carathéodory type multifunction of two variables which is measurable
or continuous in the first variable and Lipschitzian or of bounded variation in
the second variable (see [27], [63], [104]).

7. Representations of set-valued mappings

Let T C R and (X,d) be a metric space. A family of mappings G C
Lip(T; X) is said to be equi-Lipschitzian if there exists C' € RT such that
sup,eg La(g, T) < C. We say that a family F C BV(T; X) is of equi-bounded
variation if supg Y1, sup e d(f(t:), f(ti-1)) < C for some number C' > 0,
where the supremum sup, is taken over all partition { = {t;}2, (m € N) of
T; similarly, a family F C GVg(T; X) is said to be of equi-bounded generalized
®-variation (with ® € N) if there exist constants A > 0 and C' > 0 such that

s su d i—1
w3 < e st >1)§<t )))mti_l) o

A family F € AC(T; X) is said to be equi-absolutely continuous if the function
0(+) from the definition of absolute continuity of mappings can be chosen to be
independent of f € F.

The following theorem is a counterpart for Lipschitzian multifunctions of the
Castaing representation [11] established for measurable set-valued mappings.
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Theorem 7.1. Given a multifunction G : T = X with compact images, we
have: G € Lip(T;c(X)) if and only if there exists a pointwise precompact equi-
Lipschitzian sequence {gn}52 1 C Lip(T; X) (of selections of G) such that

G(t)={g.()}32, for all teT.
Proof. Necessity. Let G € Lip(T;c(X)). Set
S(G) ={g € Lip(T; X) | La(g,T) < Lp(G,T) and g(t) € G(t) Vt € T}.

By Theorem 6.1(a) S(G) # @, while by Arzela-Ascoli’s Theorem the set S(G) is
totally bounded (if in addition X were complete, then S(G) would be precom-
pact), and hence, S(G) is separable. Let {g,}22 ; C S(G) be at most countable
dense subset of S(G). We show that G(t) = {gn(¢)}52,, t € T. In fact, if t € T
and x € G(t), then by Theorem 6.1(a) there exists g € S(G) such that x = g(¢t),
but due to the density of {g,}5%; in S(G) there exists a subsequence {g,, }7° ;
of {gn}5>, such that g,, converges to g uniformly on T and, in particular,
Gn,(t) — g(t) =z as k — 0o0. So, z € {gn(t)}5°,, and the inclusion C is es-
tablished. Conversely, if = € {g,(¢)}>2,, then some subsequence {g,, (t)}%>, of
{gn(t)}22, converges to = as k — oo, but by the construction all g,, (t) belong
to G(t) and G(¢) is closed, and so, x € G(t).

Sufficiency. Since the sequence {g,}52 is equi-Lipschitzian, there exists a
constant C' > 0 such that Ly(g,,T) < C for all n € N, and since, given ¢t € T,
G(t) = {gn(t)}52, is precompact, the closure G(t) = G(t) is compact in X. If
x € G(t), then z = g, (t) for some n € N, and so, if s € T, we have:

inf d(z,y) < d(gn(t), gn(s)) < Clt — sl
yE€G(s)

whence €(G(t),G(s)) = sup,eg) mfyeg( yd(z,y) < C|t — s|. By symmetry in
t and s, e(G(s),G(t)) < C|t — s|, i.e.,, D(G(t),G(s)) < C|t — s|. Taking into
account that

D(A,B) = D(A,B) whenever @ # A, BC X, (7.1)

we find that D(G(t), G(s)) < C|t — s|, quod erat demonstrandum. O

This theorem implies the following structural theorem for multifunctions of
bounded variation with compact images:

Theorem 7.2. Let F': T = X be a given multifunction with compact values.
We have:

(a) F € BV(T; (X)),

(b) F € BV(T;c(X)) is continuous,

(c) F is 6(-)-absolutely continuous with T compact,

(d) F € BVg(T;¢(X)) with T bounded and ® € N, or
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(e) F € GVg(T;c(X)) with T bounded and ® € N,
if and only if there exists

in case (a) a nondecreasing bounded function p : T — R,

in case (b) a continuous nondecreasing bounded function ¢ : T — R,

in case (c) a §(-)-absolutely continuous function ¢ : T — R,

in case (d) a function ¢ € BVg(T;R), or

in case (e) a function ¢ € GVg(T;R),
respectively, and a pointwise precompact equi-Lipschitzian sequence {g,}22; C
Lip(J; X), where J = o(T) and sup, ey La(gn, J) < 1, such that

F(t) = {ga(@(O))22,  Jor all teT. (7.2)

Given F € BVes(T';¢(X)), the criterion is formulated as in (a) if T is density-
open, X is complete and (7.2) holds a.e. on T.

Proof. (a) Necessity. Let F € BV(T;c(X)). Set ¢(t) = Vp(F, T N (—o0,t]),
t € T. By Lemma 1.2, there exists G € Lip(J;c(X)) with J = ¢(T) such
that Lp(G,J) < 1 and F = Go g on T. Theorem 7.1 implies the existence
of a pointwise precompact equi-Lipschitzian sequence {g,}>2; C Lip(J; X) of
selections of G with Lg(gn,JJ) < 1 such that F(t) = G(e(t)) = {gn(e(t))}52,
forallt € T.

Sufficiency. Let ¢ € BV(T;R), J = ¢(T) and {g¢,}22,; C Lip(J;X) be
such that sup,cy La(gn,J) < C for some C' € RT and the set {g,(7)}32; be
precompact in X for all 7 € J. Given t € T, we set F(t) = {gn(p(t))}52,, so
that F(t) = F(t), t € T. If x € F(¢), then = = g, (¢(t)) for some n € N, and
so, for s € T" we have:

yeigizs)d(%y) < d(gn((t), gn(p(s))) < Clo(t) — ¢(s)l,

whence e(F(t),F(s)) = sup,crq) infyers) d(@,y) < Clo(t) — ()], and the
symmetry in ¢ and s gives D(F(¢), F(s)) <C|o(t) — ¢(s)|. By (7.1), we get, for
allt, seT,

D(E(t), F(s)) = D(F(t), F(s)) = D(F(t), F(s)) < Cloo(t) = (s)].  (7.3)

If £ = {t;}*, is a partition of T', we have:

m m

Y D(F(t:), F(tio1)) <C Y _le(ti) — p(ti-1)| < CV (e, T),
i=1 i=1
and so, F' € BV(T;¢(X)) and Vp(F,T) < CV (e, T).

The proofs of (b)—(e) follow the lines of the proof of (a), so we exhibit the
necessary changes only.

(b), (c¢) In the necessity part the function ¢ is also continuous or (-)-
absolutely continuous, respectively, and in the sufficiency part the continuity
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or 0(+)-absolute continuity of F' follows from the continuity or §(-)-absolute con-
tinuity of ¢, respectively, and (7.3) with C' = 1.

(d) In the necessity part apply Lemma 3.2 instead of Lemma 1.2, so that
¢ € BVg(T;R). In the sufficiency part the inclusion F' € BVg(T;c(X)) is a
consequence of ¢ € BVy(T;R) and inequality (7.3).

(e) In order to prove the necessity part, use a variant of Lemma 3.2 for
GVs (see p. 21), so ¢ € GVs(T;R). Let us prove the sufficiency part. Let
v € GVs(T;R), J = ¢(T) and let the hypotheses of the theorem with respect
to {gn}52; be fulfilled. As in the proof of (a), we get inequality (7.3) with C' = 1.
If X > 0 is such that ¢/ € BVg(T;R), then for any partition £ = {¢,}7, of T
we find

g ( D), F(ti-) ™, o lolts) — ot
2‘1)( (it DA )(ti —ti—y) < ;@((t_w\> (ti — ti_1)

=1 7

< V@((p/)V T)a

and hence, Vo, p(F,T) < 00, i.e. F € GV (T;c(X)).
Finally, similarly to (a), the result for F' € BVs(T;¢(X)) follows from
Theorem 2.2(c) and Theorem 7.1. O

In other words, Theorem 7.2(a) can be expressed as follows: a set-valued
mapping F : T — c(X) is of bounded Jordan variation if and only if there exists
a pointwise precompact sequence { [}, C BV(T; X) (of selections of F) of
equi-bounded variation such that F(t) is the closure of {fn(t)}52, in X for all
t € T. In a similar manner one can express the other assertions of Theorem 7.2.

8. Boundary selections

Let cc(RY) denote the family of all nonempty compact convex subsets of
RY (N € N). In this Section we denote by A the boundary of the set A C RY.

Theorem 8.1. Let T C R, F € BV(T;cc(RN)), to € T and xo € OF (to). Then
there exists a selection f € BV(T;RY) of F satisfying the following conditions:
f(t) € OF (¢t) for allt € T, f(to) = xo and Va(f,T) < Vp(F,T).

Proof of this Theorem resembles the proof of Theorem 5.1, but it uses an
additional observation (taken from Kikuchi and Tomita [60, Theorem 1]), which
we expose as step 1 below. Let (x,y) designate the usual inner product of
elements x and y from RY and ||z|| = \/(x, ) — the Euclidean norm of z € R .

1. Let us show that if ¢ € T and xg € OF (tp), then for each t; € T there
exists a point x1 € OF (t1) such that ||zg —z1]] < D(F(to), F(t1)); here D is the
Hausdorff metric on cc(RY) generated by ||-||. It suffices to assume that to # ;.
If z is not in the interior of F(¢1), by the closedness and convexity of F(¢1)
there exists a unique point 21 € dF(¢1) such that ||zg — x1 || = dist(zo, F(t1)) <
D(F(to), F(t1)); here the inequality follows from the definition of D and the
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equality is a consequence of the projection theorem (e. g., [61, Lemma 1.2.1] and
[100, Theorem I1.9.36]). Now let xo be in the interior of the set F'(t1). Since
xg € OF (tg) and F(to) is convex, let P be the supporting hyperplane for F(tg)
passing through the point xy (cf. [59, 111.2.3, Corollary of Theorem 5]). Thus,
P={z cRY | (z— 29, w) = 0} for some 0 # w € RY and F(tq) C P(—) where
P(=) ={z € RY | (x — z9,w) < 0}. Let z; be the point of intersection of the
following three sets: X \ P(—), OF(t1) and the straight line ¢ orthogonal to P
and passing through z( (since z( is in the interior of the convex set F(t1), £
intersects the boundary 0F'(¢1) in exactly two points). We claim that

HJZO — 5131” = dist(l‘l,F(to)) < D(F(tl),F(to)). (81)

As above, the inequality follows from the definition of D. In order to ob-
tain equality in (8.1), it suffices to verify the equivalent condition ([61, Theo-
rem 1.2.3]): (z — zg,21 — x0) < 0 for all € F(tp). In fact, if this condition
holds and = € F'(ty), then

lz1 — 20?2 = (21 — 2,21 — 20) + (¥ — 20, 21 — 20) < (71 — 7,21 — T0)

<oy — 2| - lzr — 2ol

and so, ||z1 — zo|| < ||z1 — || for all z € F(ty). The condition itself can be
checked as follows. Since x; € ¢, x1 = x¢ + 6w for some 6 € R, and since
1 € X \ P(—), then 0 < (21 — 20, w) = 0]|w||?, whence § > 0. The inclusion
F(tp) C P(—) implies now that (z — xg, 21 — 29) = 0(x — 29, w) < 0 whenever
S F(to)

2. If T is bounded, the proof of the existence of the desired selection f of F’
follows, on the whole, step 1 of the proof of Theorem 5.1 if we take into account
certain modifications. We define elements « € 0F (t7'), n € N, i =0,1,...,n,
inductively as follows. If n € N and a < tg < b, we set:

(a) z} () = o3
o(n)
(b) if i € {1,...,ko(n)} and =" € IF(t}) is already chosen, by step 1 of this
proof pick zf ; € OF(t}_;) such that
[ = iy || < DOEE), F(851)); (8.2)

(c) ifi € {ko(n)+1,...,n} and z" | € OF(t" ;) is already chosen, again by
step 1 pick zf € OF (1) satisfying (8.2).
If tg = a or tg = bwe define 2 € OF (t]) as in step 1 of the proof of Theorem 5.1.

Using definition (5.4), we get inequality (5.5). If ¢ € @, the precompactness
of {fn(t)}52, follows from (a), (b), (c) and the refinement of (5.6):

fu(t) € OF(t) for all n > mng(t). (8.3)
If t € T\ Q, we first argue as in step 1 of the proof of Theorem 5.1 up to (5.7).
Then by virtue of definition (5.4) we have: f,, (t) = z;* € dF(t}*), k € N.
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Applying step 1 for each k € N choose zf € OF(t) such that [|z}* — af|| <
D(F(t;*), F(t)). Thanks to (5.7), t;* — t —0 as k — oo, and since F' is
continuous at ¢, the last inequality implies || f, (t) —2¥|| — 0 as k — oc. Noting
that {a¥}2° | C OF(t) and OF(t) is compact, without loss of generality, assume
that o¥ converges in X to an element z; € OF(t) as k — oo, and so, in view of
(5.8) the sequence { fy,(t)}22 is precompact in X.

Applying Theorem 1.3 and taking into account relations (8.3) and (5.8), we
obtain the desired selection f of F, for which f(to) = zo, f(t) € OF(t) for all
t € T and such that its variation does not exceed that of F.

In the case of arbitrary T" we repeat with obvious modifications the argu-
ments of step 2 of the proof of Theorem 5.1. U

Making use of refinements similar to those in Theorem 8.1 and its proof we
obtain a theorem on the existence of more regular selections for multifunctions
with more regular properties. We present only the statement of the correspond-
ing theorem.

Theorem 8.2. Let T C R, F : T — c(RN), tg € T and xq € OF(ty). If F
satisfies conditions of Theorem 5.6 or one of conditions (a)—(e) of Theorem 6.1,
where ¢(X) is replaced by cc(RN), then it admits a selection f with properties

from Theorem 5.6 or from items (a)—(e) of Theorem 6.1, respectively, such that
f(t) € OF (¢t) for allt € T and f(ty) = xo.

9. Selections with respect to a given mapping

Given (X, -||) a linear normed space (over the field R or C), we denote
by cc(X) the family of all nonempty compact convex subsets of X. The addi-
tion operation in cc(X) (the Minkowski sum) is defined by A+ B = {a + b |
a € A,b € B} whenever A, B € cc(X). If X is real, the triple (cc(X), D, +) with
D = Dy the Hausdorff metric generated by the norm || - || in X is a metric
semigroup in the sense of Section 4: in fact (cf. Radstrom [93, Lemma 3]), if
A,B € cc(X) and @ # C C X is bounded, then D(A+ C, B + C) = D(A, B).
In order to use the notations for metrics, we set d(z,y) = ||z — vy, =,y € X,
and denote by Ag 4 the quantity (4.5) evaluated in metric d.

Theorem 9.1. Let T C R, (X, | - ||) be a real linear normed space, a multi-
function F be in BV(T;cc(X)), to € T and n € BV(T; X). Then there ezists a
selection f € BV(T; X) of F such that

In(to) — f(to)|l = dist(n(to), F'(to)) and Ava(n, f) < Aip(, F).  (9.1)

Proof. 1. First, let T' be bounded, T' C [a,b] and a,b € T. To start with, we
argue as in step 1 of the proof of Theorem 5.1 up to (5.3), where in order to
obtain the set () we, in addition, append to the set S the set of all discontinuity
points of 1 (which is at most countable as well). Since F(¢() is compact, choose

44



an element yo € F(tg) such that ||n(to) —yo|| = dist(n(to), F(to)). Now we define
elements 2 € F(t?),n € N, ¢ =0,1,...,n, inductively as follows. Suppose that
a<tg<b.

(a) Set y = Yo
(b) Ifie {1,...,ko(n)} and zf € F(t}) is already chosen, pick zI" ; € F(tI" )
such that

It = n(e?) + @ = wiy | = dist (n(t) = n(t?) + o}, F(E).

(c) If i € {ko(n)+1,...,n} and = ; € F(t",) is already chosen, pick an
element z} € F(t}) such that

In(e) =t + iy — ] = dist (1) — () + ay, F(ED)))-
If tg = a, i.e., ko(n) = 0, we define z" € F(t?) following (a) and (c), and if

to = b, so that ko(n) = n, we define 2 € F(t7) in accordance with (a) and (b).
Then by (b) we have

It ) =t )+ap —iy || = dist (a7 +n (e ), m(e?) + F())
e( P+t ), n(E)+F () < D(PE)+n(t,), n(t!)+ F(#)
and similarly, by (c),
In(t) = n(tiy) + @iy = 2| < D(n(e?) + FE) F(E) + (b)), (92)
so that inequality (9.2) is valid for all ¢ € {1,...,n}. It follows that
o = @iyl < () = m(t) + iy — @+ () = n(e)
< D(n(e) + FEL), FE) +n(tiy) ) + () = n(ty). (9:3)
For each n € N we define f,, : T — X by (5.4) and n,, : T — X by

()= n(tr) if t=t" i=0,1,.
T ey 1>ﬂTm<Zpz>¢@aM¢eTm(lpw»i:Luqn

Note that fy,(t0) = yo, fn(t]) = = and f,(t7_ ;) = =, for all n and i. Note
also that

Va(nn, T ZVd (1, TO[E 1, 1] len 1) —n(tr )| < Va(n,T), neN,
i=1

and that
() = nt) in X as n—oo for all teT (9.4)
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via some subsequence. In fact, if ¢ € @, then by (5.3) there exists ng(t) € N
such that t € (1,5, (1) &, and so, 1, (t) = n(t) for all n = ng(t). If t € T\ Q,
then ¢ is a point of continuity of 1, which is a limit point from the left for 7'. In
this case definition of 7,, and (5.7) imply n,, (t) = n(t;*), and since t;* — t -0,
then n,, (t) — n(t) as k — co. In what follows without loss of generality we
assume that property (9.4) holds.

Taking into account (9.3) and definition of Aq p from Section 4.1, we find

fna ZVd fnaTm i—1» 7, ZHJ: ?—IH

=1
< ALD(”’F) + Vd(n7 )a n € N.

Let us show that for each ¢t € T the sequence { f,,(t)}22, is precompact in X.
If t € Q, this follows from (5.6). If t € T'\ @), we argue as in step 1 of the proof
of Theorem 5.1 up to (5.7). Then, given k € N, we have: f,, (t) = 27" € F(t;*)
and there exists 2§ € F(t) such that

In(e) = nt5) + s — k]| = dist (n(t) = n(ti) + a2, F ().

By the compactness of F'(t) we assume (passing to a subsequence if necessary)
that z¥ converges in X to an element x; € F(t) as k — oo. This implies that

£ (8) =l < In(t) =m0+t —af |+ () —n (@) |+l — ]

< D)+ F(), F(2)+n(e) ) +nes) —n(®)|+ljok ],

where the last sum tends to zero as k — oo thanks to the continuity of F' and
n at t and the fact that ¢ — ¢ as k — oo (cf. (5.7)).

Applying Theorem 1.3 we find a subsequence of {f,}22,;, which we still
denote by {f,,}72,, which converges in X pointwise on 7' to a mapping f €
BV(T; X) as k — oo. Clearly, f(t9) = yo, and the first condition in (9.1) is
satisfied. By (5.6) and the arguments in the last paragraph, f(t) € F(t) for all
t € T. It remains to verify the second condition in (9.1). For this, we note that,
by (9.2),

Vd(nn_fna fn’Tﬂ[z 1 ZL])

\nn = [u(}) = na (i) + fu (G

Il
M: i M: i M:

[n(t) — i = n(ti"0) + =i ||
1

.
Il
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< - D(nlt) + P, FE) + (k)
< A_1,D(T],F), n € N.

Now it suffices to pass to the limit via the subsequence n = ny as k — oo in this
inequality and take into account Lemma 4.1(e) (with ®(p) = p) and property
(9.4).

2. If T is arbitrary, we argue almost as in step 2 of the proof of Theorem 5.1
subject to modifications of step 1. To end the proof we only note that the second
inequality in (9.1) is a consequence of Lemma 4.3(g), (c) with ®(p) = p. O

The following theorem is connected with the existence of more regular se-
lections (with respect to n) of multifunctions with convex images from classes
GVg with ® € N, and Lip. For simplicity we restrict ourselves to the case of
an interval T'= I = [a,b] in R.

Theorem 9.2. Let (X, ]|-]|) be a real Banach space, K C X be a closed convex
cone, F : I — cc(K) be a set-valued mapping and to € I. We have:

(@) if ® € Ny, F € GVo(I;cc(K)) and n € GVo(I; K), then F admits a
selection f € GVg(I; K), for which the first condition in (9.1) holds and
Aga(n, f) <Ae,p(n, F);

(b) if F € Lip(I;cc(K)) and n € Lip(I; K), then F admits a selection f in
the class Lip(I; K) satisfying the first condition in (9.1) and such that the
inequality holds: de(n, f) < De(n, F).

Proof. (a) By the compactness of F(ty), there exists an element yo € F(tg)
such that ||n(to) — yol| = dist(n(to), F'(to)). Given n € N, let &, = {t}'}7, be a
partition of I (i.e., a =1 <t} < ... <tl_, <t =) satisfying the following
two conditions:

1) to € &, so that to = tgo(n) for some ko(n) € {0,1,...,n}, and

2) lim,, oo maxi<i<n (tf — 7 ;) = 0.
We define elements z? € F(t), n € N, i =0,1,...,n, as in step 1(a)—(c) of the
proof of Theorem 9.1, and so, inequalities (9.2) and (9.3) hold. If n € N, define
fn:I— K by

t—t"
fu(t) =z .

_1+W(x”—x?_l)’ tety Y], i=1,...,n,
i T lica

% 1—1r Y

t_t?7 n n n n .
Ma(t) =0t ) + —t (n(ti ) — n(tifl)), teti,tf], i=1,...,n
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Note that f,,(to) = yo, fn(t?) = 2 and f,(t7,) = x, for all n and i. Also,
since 1 € GVg(I; K) and ® € N, the mapping 7 is (absolutely) continuous on
I, and so,

Nn(t) = n(t) in K as n—oo for all tel. (9.5)

Moreover,
po(mn) < pe(n),  n€N;

indeed, if 1 = pg(n) > 0, by the additivity property of Vg, from Lemma 3.1(c),
piecewise linearity of mapping 7,, and Lemma 3.9(b), we find

NE

V‘?“,d(nnal) = V‘I’u,d(nn7[t2 1 :L])

.
Il
i

I
M=

q)u(IIn(t?) — ()|l

0t

Y-

1
<Vs,anI) <1,

o
Il

proving the inequality. If ps(n) = 0, 7 is constant, so that any 7, is constant
as well.
Let us show that the following inequality holds:

A@,d(nna fn) < A@,D(H»F) for all neN. (9'6)

With no loss of generality assume that A = Ag p(n, F) > 0. In order to calculate
Wao, (Mn, fn, I), let us note that for ¢, s € [t |, t?] we have:

i—17 %%

I 6) = 1(5)+ £5) = 6)]) = = () =) + 2ty 7 07)

Taking into account Lemma 4.3(c), definition (4.6), piecewise linearity of 7,, and
fn, monotonicity of ®, inequality (9.2) and Lemma 4.1(b), we get

Wfbx(nnvfna Zqu\ nnvfna[z 1> z])

(") tr )+t —al
— Z(I) ('77 n(nz 1)n i—1 7 )(tzz, _ t:'L_]_)
ti _ti—l

<y (D) FUDF) 00 i

S W@A,D("%Fa I) S 1)

and so, inequality (9.6) follows.
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By Lemma 4.1(f) (cf. (9.3)), we have

p@(fn) S p@(nn) + Aq),d(nnu fn) S P‘b(n) + A@,D(naF)> n € N. (98)

Since ® € N, it follows from Lemma 3.9(a) that the sequence {f,}32; is
equicontinuous.

Let us check that, given t € I, the set {f,(t)}22, is precompact in K.
For n € N choose a number i(n) € {1,...,n} (also depending on t) such that
t?(n)_l <t< t?(n). By condition 2), t?(n) — t and t?(n)_l — tasn — oo. If
n € N, pick z,,(t) € F(t) such that

19(E) = &y + Ty—1 = B = dist (0(E) = Nt y—) + 2y—1s F(D))-

By the compactness of F'(t) we may assume (taking an appropriate subsequence)
that @, (t) converges in X to an element x(t) € F(t) as n — co. We show that
Ifn(t) — x(t)]] — 0 as n — oo. Since ® € N, and F € GVg([;cc(K)), F is
(absolutely) continuous on I with respect to D, and so is n (with respect to d),
and hence, by virtue of (9.3) and (4.3),

[fn(t) =@ < 1 fa(t) — 20O + [[22(t) — (D) ]
-
titny ~ titmy—1
< @) = 0t —1) + Tiny—1 — 2O + Ity —0) — n@)]]

+ |25y — Ty —1ll + [z () — (D)l

< D(0(t) + F(t) -, F(0) + 1ty ) ) + [0(Ey—o) = (2]

Py-1+ (st = ) = 220 + lon(®) - (0]

+ D(1(E) + Pty )y F(tiy) + 0ty )
18 ) = 1(Ey Dl + 2 (®) = 2],

where the sum at the right hand side tends to zero as n — oco.

Applying the Arzela-Ascoli Theorem we obtain a subsequence of {f,}5%
(for which we keep the notation of the whole sequence), which converges in X
uniformly on I to a mapping f € GVg([; K) (here we have used Lemma 3.9(e)
and (9.8)). The first equality in (9.1) is valid, since f(t9) = yo. The proof of
the precompactness of { f,,(¢)}22; shows that f(t) € F(t) for all t € I. By (9.6),
(9.5) and Lemma 4.1(e), we get:

Aoa(n, f) < limint Ag,a(as fa) < Ao,n(n, F),

which completes the proof of (a).
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(b) The arguments here are as in the proof of (a). We exhibit only the

necessary modifications. Since we have, for ¢, s € [t! ,,t?],

L

I= () = 0Dl < La(n, D[t = s,
i i—1

179 (8) = 71 (5)
then Ly(nn,I) < Lg¢(n,I) for all n € N. The equicontinuity of {f,}52; fol-
lows from the inequality Lq(fn,I) < De(n, F) + Lg4(n,I), which in turn is a
consequence of definition of f,,, inequality (9.3) and definition of D, from Sec-
tion 4.2. The inequality from (b) is established as follows: by (9.7) and (9.2),
Ly(n — fn,I) < Dy(n, F), n € N, so that it suffices to pass to the limit as
n — oo and take into account Lemma 4.4(b). O

10. Multiselections of bounded variation

A multiselection of the set-valued mapping F' : T' = X is a multifunction
I' : T = X satisfying Gr(I") C Gr(F') or, equivalently, I'(t) C F(¢t) forallt € T.

In this section we will prove, for a given set-valued mapping F' of bounded
variation, the existence of multiselections of bounded variation, which pass
through a given compact set in the image of F. The following theorem is a
generalization of Theorem 5.1.

Theorem 10.1. Let T C R, (X,d) be a metric space and F € BV(T;c(X)).
Then, giventy € T and K € c(X), there exists a multiselection I' € BV(T; ¢(X))
of F' such that

D(K,I'(ty)) <e(K,F(tg)) and Vp([,T)<Vp(F,T). (10.1)
In particular, if K C F(to), then by the first condition in (10.1), I'(ty) = K.
Proof. 1. We need the following assertion:

if Ko, Fy € ¢(X) and Ky C Fp, then for any Iy € c(X) there

10.2
exists K3 € ¢(X) such that K; C Fy and D(Ky, K1) < e(Fy, Fy). (102)

To see this, it suffices to define K as the metric projection of Ky onto Fi:
Ky ={x1 € Fy | 3x¢ € Ky such that d(zg,x1) = dist(zo, F1)}.

In fact, the compactness of nonempty set K7 follows from the compactness of Ky,
Fy and closedness of K;. Given zg € Ky, choose 2} € Fy such that d(zg,2)) =
dist(zo, F1); since 2} € Kj, then inf, ek, d(xo,z1) < d(zo,2}) < e(Fp, F1),
whence by the arbitrariness of 2o € Ky we get e(Ky, K1) < e(Fp, F1). Now if
x1 € K1, then x1 € F; and there exists z(, € Ky with the property d(zy,z1) =
dist(xf, F1) < e(Fy, F1); so, infy cx, d(xo, 1) < d(zf,x1) < e(Fop, F1) for all
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x1 € Ky, and therefore, e(K1, Ko) < e(Fp, Fy). This proves the inequality in
(10.2).

2. Turning to the main part of the proof, first we argue as in step 1 of
the proof of Theorem 5.1 up to (5.3). Setting Ko = Fop = K and Fy = F(t)
in (10.2) we find a compact subset K1 = Yy of X such that Yy C F(¢p) and
D(K,Yy) < e(K,F(tp)). Now we define compact sets K* C F(t}'), n € N,
1 =0,1,...,n, inductively as follows. Let n € N, and let a < t5 < b, so that
1<ko(n)<n-1

(a) Set Ky ) = Yo.

(b) Ifi € {1,...,ko(n)} and the set K € ¢(X), K* C F(t!"), is already cho-
sen, then setting Ko = K*, Fyp = F(t7") and F; = F(t],) in (10.2) pick
K" €c(X), K", C F(t?,),suchthat D(K, K" ;) < e(F(t}), F(t!_,)).

(¢) If © € {ko(n) +1,...,n} and the compact set K, C F(tI ) is al-
ready chosen, then setting Ko = K[*,, Fp = F(t? ;) and Fy = F(tI")
in (10.2) pick a compact set K C F(t%) such that D(K ,,K") <
e(F(tiq), F(t}))-

If tg = a, so that kg(n) = 0, we define compact subsets K[* of F(t?) following
(a) and (c), and if tg = b, i.e. ko(n) = n, we define K* C F(t?) in accordance
with (a) and (b).

Given n € N, we define I, : T — ¢(X) by (cf. (5.4))

() = Kr ift=t7, i=0,1,...,n,
KR, T ) FA T andt e TOE L), i=1,...,n.

i—1 %

(10.3)

Then I',(to) = Yy, and by (b) and (c) we have a counterpart of (5.5):

VvD(‘Z—’naT‘ﬂ [ ?71, ?]) = ZD(KZL7KZL71)
=1

VoI, T) =

M-

Il
—

(2

D(F(t}), F(t}_,)) < Vp(F,T), n € N.

-

i=1

Let us show that {I5,(¢)}5°; is precompact in ¢(X) for all t € T. If t € Q,
by (5.3) there exists ng(t) €N such that t€¢&, for all n>ng(t), i.e., t = £y for
some £(n) € {0,1,...,n} (also depending on t). Hence, thanks to (10.3), (a),
(b) and (c), we have:

() = K,y C F(ty,)) = F(t) for all n >ng(t).

Therefore, {15 (t)}52,, 1) C ¢(F(¢)), but F(t) is compact in X, and so (cf. [12,
I1.1.4]), c(F(t)) is compact in c(X ), which implies that the sequence {I7,(¢)}52
is precompact.

Now let t € T'\ Q. Again we argue as in step 1 of the proof of Theorem 5.1
up to (5.7). By definition (10.3), I}, (t) = K;* C F(t;*), k € N. Making
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use of (10.2), for each k € N choose a compact set Ki(t) C F(t) such that
D(K[*, Ki(t)) < D(F(t;*), F(t)). By the compactness of c¢(F(t)), with no loss
of generality we assume that Kj(t) converges in metric D to a compact set

K(t) C F(t). Since
D(L, (1), K (1)) < D(KGY, Ki (1)) + D(Kx(t), K(t)) = 0, k — oo,

the set {I5,(¢)}52, is precompact in c(X).
The rest of the proof (application of Theorem 1.3, etc.) is carried out with
obvious modifications as the respective part of the proof of Theorem 5.1. U

A theorem similar to Theorem 10.1 holds for more regular set-valued map-
pings. We present the corresponding formulation:

Theorem 10.2. Let T C R, (X,d) be a metric space, F': T = X be a multi-
function with compact values, to € T and K € c¢(X). If F satisfies conditions
of Theorem 5.6 or one of conditions (a)—(e) of Theorem 6.1, it admits a multi-
selection I' : T — ¢(X) of the respective class of mappings of bounded variation
(if we replace f by I' in those theorems, then I' has the same properties as f)
such that D(K, I'(ty)) < e(K, F(tg)).

11. Functional inclusion f(t) € F(t, f(t))

Let cb(X) denote the family of all nonempty closed bounded subsets of the
metric space (X, d) equipped with the Hausdorff metric D generated by d.

Theorem 11.1. Suppose the following conditions hold for F : T x X — cb(X):
(i) there exists a function ¢ € BV(T;R) and a number 0 < p < 1 such that
D(F(t,x), F(s,y)) < [(t) = @(s)|+ pd(z,y) for all (t,z), (s,y) € T x X;
(ii) YVt € T IK(¢t) € ¢(X) such that F(t,x) C K(t) for all x € X.
Then, giventy € T and xo € X, there exists a mapping f € BV(T; X) satisfying:
(a) f(t) € F(t, f(t)) for allt € T

(b) d(ao, f(to)) = dist o, Fto. /(1)) and

(c) V(£,T) <V(p, T)/(1 — ).
Moreover, if xg € X is such that xg € F(tg,x0), then (b) can be replaced by
f(to) = Xp-

Proof. The set F(t,x0) is closed and, by (ii), is contained in K(t), and so,
it is compact for all ¢ € T. Condition (i) implies F(-,x0) € BV(T;c(X)) and
V(F(-,20),T) < V(p,T). By Theorem 5.1, there exists fi € BV(T; X) such
that fi(t) € F(t,xo) for all t € T,

d(zo, f1(to)) = dist(zo, F(to, z0)) (11.1)
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and V(f1,T) < V(F(-,20),T) < V(p,T). Set Fi(t) = F(t, f1(t)), t € T. Then,
by (ii), F1 : T — c(X), and for all ¢, s € T we have, thanks to (i),

D(F1(t), F1(s)) < [@(t) = @(s)| + pd(f1(t), f1(5)), (11.2)

and so,
V(IFLT) < V(e T)+pV(f,T) < A+ wVie,T).

Again by Theorem 5.1 we find fo € BV(T; X), fa(t) € Fi(t) = F(¢, f1(t)) for all
LeT,

(o, falto)) = dist (w0, F(to. fi(to)) (11.3)

and V(f2,T) < V(F1,T) < (1 4+ w)V(p,T). Setting Fs(t) = F(t, f2(t)), t € T,
we have Fy : T — ¢(X) by (ii), and

D(Fy(t), F2(s)) < [o(t) — @(s)| + pd(f2(t), f2(s)),  t,se€T,
by virtue of (i), whence
V(E,T) <V(p,T) + uV(f2,T) < (14 p+ p*)V (g, T).

By induction, for each n € N there exists f, € BV(T; X) satisfying (where
fo(t) = ):

fa(t) € F(t, fno1(t)) C K(t) forall teT, (11.4)
d(wo, fn(to)) = dist (xﬂvF(tO,fn—l(tO))>a and (11.5)

V(fu T <Zu) T) < Ve, T)/(1 - p).

Thus, the sequence {f,}>2,; C BV(T;X) is pointwise precompact and is of
uniformly bounded variation on T', and so, by Helly’s selection principle (The-
orem 1.3) it contains a subsequence, denoted by the same symbol, which con-
verges pointwise on T' to a mapping f € BV(T; X) as n — oo. Due to the lower
semi-continuity of V'(-,-), condition (c) is satisfied. In order to prove (a), we
employ the following inequality: if @ # A, B C X and x,y € X, then

|dist(z, A) — dist(y, B)| < d(z,y) + D(A, B). (11.6)

Since dist (fn(t),F(t, fn_l(t))) =0, n € N, by assumption (i) for all t € T we
have:

‘dist ( f(t), F(t, f(t))) — dist (fn(t)7 F(t, fnfl(t)))‘

A (W), Fu(t)) + D(F(t, (1), F(t, faa())
< d(f(t), fu(t)) +pd(f(t), fn1(t)) =0 as n — ooc.
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It follows that dist (f(t), F(t, f(t))) =0, and since the set F(t, f(t)) is closed,

then f(t) € F(t, f(t)) for all t € T'. Passing to the limit as n — oo in (11.5) and
taking into account that, by (11.6) and (i), d(zq, fr(to)) converges to d(zq, f(to))
and dist (xO,F(tO,fn,l(to))) converges to dist (:UO,F(tO,f(tO))), we arrive at
the equality (b).

Now if g € F(to,xo), then fi(tg) = xo by (11.1), and so, zo € Fi(ty) =
F(to, f1(to)), which implies fa(to) = o by virtue of (11.3), and so on. It remains
to note that (11.5) can now be rewritten in the form f,(to) = zo. O

If u=0,i.e., F(t,z) = F(t) is independent of € X, Theorem 11.1 reduces
to Theorem 5.1, since one can set p(t) = V(F,T N (—o0,t]) (t € T) in (i) and
define K (t) to be equal to F(t) € ¢(X) in (ii).

An application of Theorem 11.1 and the following Theorem 11.2, correspond-
ing to Theorem 6.1, will be presented in Section 14.

Theorem 11.2. Suppose that assumptions of Theorem 11.1 are satisfied. If the
function ¢ in (i) there is such that (o) ¢ € Lip(T;R), or (8) ¢ € GVs(T;R)
with T bounded and ® € N, then there exists a mapping f : T — X satisfying
properties (a), (b) and (c) of that Theorem and (o) f € Lip(T; X) and L(f,T) <
L(e,T)/(1 — p), or (B) f € GVo(T; X) and po(f,T) < pa(p,T)/(1 — p),
respectively.

Proof. («) 1. First let T C [a,b] and a, b € T. In this case ¢ € BV(T;R),
so we can repeat the proof of Theorem 11.1 taking into account that due to
Theorem 6.1(a) condition (i) guarantees also that f,, € Lip(7; X) and the fol-
lowing estimate holds: L(f,,T) < L(p,T)/(1 — ), n € N. By Theorem 1.3, a
(sub)sequence {f,}52; admits a pointwise limit f € BV(T; X), for which con-
ditions (a), (b) and (c) of Theorem 11.1 hold, and the above uniform estimate
for L(fn,T) means that f € Lip(T; X) and L(f,T) < L(p,T)/(1 — p).

2. For arbitrary T we follow the arguments of step 2 of the proof of Theo-
rem 5.1. Consider, for instance, the case when a = inf T ¢ T and b =supT ¢ T
Let {tn}necz C T be an increasing sequence such that t, — b and t_, — a
as n — oo, and set T, = T N [ty,tny1] for n € Z. Applying step 1 for
Ty = T N [to, t1] (instead of T') we find a mapping f(oy € Lip(Tp; X) such that

foy(t) € F(t, foy(t)) for all t € Ty, d(zo, fo)(to)) = diSt<$0,F(tovf(o)(to))>
and L(f),To) < L(v,Tp)/(1 — p). Again apply step 1 to the set 71 and
choose a mapping f(1y € Lip(71; X) such that f1)(t) € F(t, f1)(t)) for all
t € Ti, fa)(t1) = foy(t1) and L(fn),T1) < L(p,T1)/(1 — p), and proceed
this way for T,, with n > 2 and n < —1. Then for each n € Z we obtain
a mapping f(,) € Lip(Ty; X) such that fq,)(t) € F(t, fin)(t)) for all t € T,
foy(tn) = fon-1)(tn) and L(fn), 1) < L(p,T)/(1 — p). Define f : T" — X
as follows: if t € T, so that t € T,, for some n € Z, we set f(t) = fn)(t).
Then f satisfies conditions (a), (b) and (c) of Theorem 11.1 and inequality
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L(f,T) < L(¢,T)/(1 — p), which can be established as in step 2 of the proof of
Theorem 6.1(a).

(8) Without loss of generality assume that A = pg(p,T) > 0. Since T is
bounded, by (3.24) ¢ € BV(T;R), so the arguments from the proof of Theo-
rem 11.1 can be applied. Condition (i) implies F(-,29) € GV (T;c(X)) and
pa(F(-,20),T) < A. By Theorem 6.1(e) there exists a selection f; € GV (T; X)
of F(-,z0) such that (11.1) holds and

pa(f1,T) < pa(F(-,20),T) < A

Set Fy(t)=F(t, f1(t)), teT. Given a partition {¢;}7, of T, by estimate (11.2),
the convexity of ® and Lemma 3.9(b), for v = ps(f1,7), A =X+ uvy and
i=1,...,m we have:

CID(D(Fl(ti),Fl(tH))) <@(|so<ti>—so<t“>| ud(fl(ti),ﬁ(t“)))

=t A ti—ti)h | (—ti)A

A le(ti) — o(ti-1) py o difi(ts), f1(ti-1)
§A¢< (ti—ti,1)>\ >+A(D< (ti—tifl)’}/ >’

whence

Voo (F,T) < T Valp/NT) + 5L Ve (£1,7) < 1.

> >

Therefore,
pa(F1,T) <A< (14 p)ps(p,T).

In this way we get a sequence {f,}>2,; C GVg(T; X) with properties (11.4),
(11.5) and such that pe(fn,T) < pa(e,T)/(1 — ). This inequality, (3.24),
(11.4), Theorem 1.3 and Lemma 3.9(e) imply the existence of f € GVg(T; X)
satisfying the desired conditions. O

Remark 11.3. (a) If T'= I = [a,b] and ¢ € AC(I;R) in condition (i) of The-
orem 11.1, then the inclusion f(t) € F(t, f(t)) admits a solution f € AC(I; X);
in fact, in view of Theorem 3.6 and (3.20) we have ¢ € GVg(I;R) for some
® € N, and so, by Theorem 11.2 and (3.13), f € GVg(I; X) C AC(I; X).

(b) If, under the assumptions of Theorem 11.1, T is density-open, X is
complete and ¢ € BVs(T;R), then there exists f € BV.s(T; X) such that
f(t) € F(t, f(t)) for almost all t € T and Voss(f, T) < Voss(0, T) /(1 — ). Indeed,
since Voss(p, T') is finite, by Theorem 2.2(a) there exists a set Ty C T of Lebesgue
measure zero such that ¢|p\q, € BV(T'\Tp; R) and V (o, T\Tp) = Viss(, T'). Let
to € T\ Tp and xg € X. By Theorem 11.1, there exists f € BV(T \ Tp; X) such
that f(t) € F(t, f(t)) forallt € T\Ty and V(f,T\To) < V(p, T\Tp)/(1—p) <
Vess(¢, T) /(1 — ). Extending f onto Ty arbitrarily we find that f € BV, (T X)
is the required mapping.
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(c) Suppose F' : T x RV — cc(RY) satisfies conditions of Theorem 11.1.
If to € T and 2o € RY is such that 2y € dF(ty, 7o), then there exists f €
BV(T;RY) such that f(t) € OF(t, f(t)) for all t € T, f(to) = 7o and inequality
(¢) from Theorem 11.1 holds.

A generalization of Theorems 10.1 and 11.1 is given by

Theorem 11.4. Suppose F : T x ¢(X) — cb(X) satisfies conditions:
(i) there exists a function ¢ € BV(T;R) and a number 0 < p < 1 such that
D(F(t,A),F(s,B)) <|p(t) — ¢(s)| + uD(A,B) for allt, s € T and A,
B e c¢(X);
(ii) 3K : T — c(X) such that F(t, A) C K(t) for all A € c¢(X).
Then for any to € T and Xo € c(X) there exists X € BV(T;c(X)) such that
(a) X(t) C F(t,X(t)) for allt € T;

(b) D(Xo, X(to)) < (%o, Flto, X(to))), and

(c) V(X,T)<V(e,T)/(1 = p).
Moreover, if Xo € c(X) is such that Xg C F(to,Xo), then (b) can be replaced by
X(to) = }:Q.

Proof of this theorem is analogous to the proof of Theorem 11.1 if we apply
Theorem 10.1 in place of Theorem 5.1. Only the verification of property (a) is
subject to change. We will use the following inequality

le(X,A) —e(V,B)| < D(%X,Y)+ D(A,B), X,V, A, Becb(X), (11.7)
which is a consequence of the following two inequalities:
e(X,A) <e(X,Y)+e()Y,B)+e(B,A),
e(V,B) <e(¥,X) +e(X,A) +e(A,B).

Let {X,}22; C BV(T;c(X)) be the constructed sequence satisfying for all n € N
the conditions (with Xo(t) = Xo):

X,(t) CF(t,Xp-1(t)) for all teT,
D(X%0, %n(to)) < e(aeo,F(to,aen,l(tO))), and

n—1

V(%,,T) < (Z u’) Ve, T) < V(p,T)/(1— p),

=0
and such that D(%X,(¢),%(t)) — 0 as n — oo for all ¢ € T, where X €
BV(T;c(X)). Noting that e(%n(t), F(t,%n_l(t))> =0, by (11.7) and assump-
tion (i) for each ¢t € T' we get

e(2(0), Ft,2())) — e(%a(0), F(t, 20 1(1)]
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< D(%(t),%n(t)) + D(F(t,%(t)), F(t,aen,l(m)
< D(%(t),%n(t)> + uD(%(t),xn_l(t)) 0 as m— oo

Therefore, e(%(t), F(t,x(t))) = 0 implying (a). O

In a similar manner, making use of Theorem 10.2 one can modify Theo-
rem 11.2 and remarks following it. We leave the details to the interested reader.

12. Jensen’s functional equation

The main aim of this and the next section is to provide tools and motivation
for the results of Section 14. Moreover, the study of the multivalued Jensen
functional equation in this Section as well as the characterization of multivalued
Lipschitzian superposition operators in the BV setting in Section 13 is important
and interesting in its own right.

Let (Y, | - ||) be a real linear normed space. Denote by cbe(Y) the family
of all nonempty closed bounded convex subsets of Y equipped with the usual
Hausdorft metric D (generated by || - ||). We define the binary operation of

(x-) addition T in cbe(Y) by (cf. [106])
PYQ=PFQ, P Qcche(Y),

where P + Q is the Minkowski sum and P means the closure of P in Y. The
following equalities hold in cbe(Y'):

P+Q=P+Q.
AP+ Q) =AP+AQ, (\+m)P=AP+uP, X\ peRt. (12.1)

The triple (cbe(Y), D, —T—) is a metric semigroup in the sense of Section 4, since
for any P, @ € cbe(Y) and @ # R C Y bounded, we have

D(P+R,Q+R)=D(P+R,Q+R)=D(P,Q) (12.2)

(cf. (7.1) for the first equality and [39, Lemma 2.2] for the second equality),
so that D is translation invariant. This metric semigroup is complete if Y is
a Banach space (which follows from properties of D, e.g., [12, Theorems II-9,
I1-14]). Moreover,

D(APAQ) = |\ND(P,Q), P, Q¢ccbe(Y), AeR. (12.3)

Now, let I = [a, b] be an interval, (X, ||-||) be a linear normed space, d(x,y) =
le—yll ifz,y € X, and K C X be a convex cone (i.e., K+K C K and \K C K
for A € RT). Given ®, ¥ € N, by Theorem 4.2 the triples

*

(GVs(I;K),dp,+) and (GVg(I;cbe(Y)), Dy, +)
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are metric semigroups with respect to pointwise operations of addition which are
denoted by the same symbols as in K and cbe(Y'), respectively (i.e., (f+g)(t) =
F(&) + g(t) it f.g € GVa(I;K) and (F + G)(t) = F(t) + G(t) if F,G €
GVg(I;¢cbe(Y)), t € T). These semigroups are equipped with the respective
translation invariant metrics dg and Dy starting from the induced metric d on
X and the Hausdorff metric D on cbe(Y') according to formulas (4.4)—(4.6) from
Section 4.

A set-valued operator A : K — cbe(Y) is said to be linear if it is x-additive

(i.e., A(z+y) = A(x) 1 A(y) for all z,y € K) and nonnegatively homogeneous
(i.e., A(Ax) = MA(z) for all z € K and A € RT). Observe that A(0) = {0}.

Let us denote by L(K; cbe(Y)) the metric semigroup of all linear Lipschitzian
set-valued operators from K into cbc(Y) endowed with the metric (cf. Sec-
tion 4.2 where a = 0):

Dy(A,B)=Di(A,B)= suwp D(A@)+ B(y). Bx) + AW)) /llz — yl
z,yeK, x#y
(12.4)

whenever A, B € L(K;cbe(Y)).
Given H : I x K — cbe(Y), the operator H : K! — cbe(Y)! defined by

(HF)(t) = H(f)(t) == H(t, f(t) if f:1—K and tel (12.5)

is said to be a (set-valued Nemytskii) superposition operator generated by H,
and the set-valued mapping H is called the generator of H.

The main result of Section 13 is Theorem 13.1 characterizing Lipschitzian
set-valued superposition operators between metric semigroups GVg([; K) and
GVy (I;cbe(Y)). In order to prove it, we need the following two lemmas.

Lemma 12.1. If A: K — cbe(Y) is x-additive and continuous, it is linear.

Proof. It suffices to show that if z € K and A € RT, then A(\z) = AA(z). Let
{6}, be a sequence of positive rational numbers converging to A as k — occ.
By the continuity of A we have:

D(A()\ka:),A()\m)> —0 as k— oo

Note that A(A\px) = A\ A(z), k € N; in fact, if &k is fixed, then A\, = n/m for
some n,m € N, and so, the convexity of values of A and the x-additivity of A
imply A(z) = A(z/m) + - + A(z/m) = mA(z/m), or Alz/m) = A(z)/m,
and similarly,

AQuwz) = A(n(z/m)) = A(z/m) + - + Alz/m)

n times

= nA(x/m) = (n/m)A(z) = \p A(z).
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Since the set A(x) is bounded, the mapping u +— u A(z) is continuous from R
into cbe(Y) (cf. [87, Lemma 3.2]), so

D(A(Aka:), )\A(:c)) - D(AkA(ac), AA(m)) 0 as k— oo
As k — oo it follows that
D(AO2), AA(@)) < D(A2), Awa) ) + D(ARw), AA(@) ) = 0.
Since the values of A are closed, A(Az) = MA(z). O

The following lemma was established for operators F' with compact convex
values in Y by Fifer [43, Theorem 2] (if K = R™) and Nikodem [87, Theorem 5.6]
(if K is a cone). An abstract version of this lemma is due to W. Smajdor [106,
Theorem 1]. In the proof of Lemma 12.2 below we follow the paper [106].

Lemma 12.2. Let Y be a Banach space. Then a set-valued operator F from
K into cbe(Y) satisfies the Jensen functional equation, i. e.,

F(x;—y) :%<F(x)—T—F(y)> for all z,y€e K, (12.6)

if and only if there exists a x-additive operator A : K — cbc(Y) and a set
B € cbe(Y) such that F(z) = A(x) y: for all x € K. (The operator A and
the set B are determined uniquely by F.)

Proof. Necessity. First, note that the following two mappings are continuous:

RT x cbe(Y) 2 (N\,A) —— AA € cbe(Y),
* 12.7
cbe(Y) xecbe(Y) 3 (A,B) —— A+ B e cbe(Y). 127)

Setting F¥(z) = F(2"z 4+ y)/2", o, = (2" —1)/2", z,y € K, n € N, by (12.6)
and induction we have

Fx+y)=FY(x) ¥ anF(y) for all z,ye K, neN. (12.8)

Let us show that {FY(x)}52, is a Cauchy sequence in cbc(Y) for all z,y € K.
Given n,m € N, n > m, by (12.2), (12.8), (12.1) and (12.3) we have:

D(Fy(), Fiy(2)) = D(FY(@) + anF(y), Fis(x) + anF(y))
= D(F(@+y), Fi(@) + anF () + (an — am) F(y))
= D(F(@+y), Fl@+y) + (an — an)F(y))
= D({0}, (an = am)F(y))
~ (37 - 37 )0 (01 F W)



Since cbe(Y) is complete, for each y € K there exists AY : K — cbe(Y) such
that D(FY(x),AY(x)) — 0 as n — oo for all z € K. Passing to the limit as
n — o0 in the equality (12.8), by virtue of (12.7) we get

Flz+y) =A%) + Fly), = y€K. (12.9)

For each y € K the operator AY is x-additive, since, given x1,z2 € K, by
Jensen’s equation we have in cbe(Y):

Ay +2) = Tim (a4 w2) = Tim (Y (@1) + By (v2) ) =AY (21) 4 AY (23).

n—o0

Now we show that the operator AY is independent of y € K, namely,

AY(z) = lim F%(z) in cbe(Y) for all z,y € K. (12.10)

n—oo

Taking into account (12.6), (12.9) and the x-additivity of AY, we find
F(22) + F(2y) = 2F (z + y) = 24Y(z) + 2F(y) = AY(2z) + 2F(y), (12.11)

and so, the second equality in (12.11) with = y implies F'(2y) = AY(y) ¥ F(y),
and this together with the third equality in (12.11) gives:

F(2x) + A%(y) + F(y) = AY(2x) + 2F(y).

Cancelling by F(y) here, replacing z by 2" 'z, dividing by 2" and taking into
account the x-additivity of AY, we arrive at the equality:

2inF(y)-

As n — oo, thanks to (12.7) we get (12.10). To end this part of the proof, set
y=0, A= A" and B = F(0) in (12.9).
Sufficiency. Let A : K — cbce(Y) be x-additive, B € cbe(Y) and F(z) =

A(x) + B, © € K. Then F satisfies the Jensen equation (12.6), for, given
x,y € K, we have

2F<x;y> - 2A<x;y> 1 oB=A(z+y) +2B

= (A(x) + B) + (A(y) + B) = F(z) + F(y). O

1 *
Fo(z) + 5 A%(y) = A (z) +

13. Multivalued superposition operators

We say that ® € N grows at infinity significantly slower than ¥ € N (in
symbols, ® < W) if lim, ... ®(Cp)/¥(p) = 0 for all C > 0. It is known (e.g.,
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[23, Lemma 4.2]) that ® < ¥ if and only if lim, ., ¥=(r)/®"1(r) = 0. For
instance, if ®(p) = p=, U(p) = p?, p € R*, q1,q2 € [1,00), then & <1 ¥ if and
only if g1 < ga. Observe also that ® < U if and only if ® < ¥ and & £ V.

The main result of this section is the following theorem.

Theorem 13.1. Let I = [a,b], (X, - ||) and (Y,]| - ||) be two linear normed
spaces, K C X be a convex cone, ® € N and ¥ € N,.. Suppose that H :
KT — cbe(Y)! is a set-valued superposition operator generated by a mapping
H:Ix K — cbe(Y) via (12.5).

If Y is a real Banach space and

He Lip(G\@(I;K); GVq,(I;cbc(Y))), (13.1)

then H(t,-) € Lip(K;cbe(Y)) for all t € I and there exist two mappings Hy €
GVy(I;¢be(Y)) and Hy : I — L(K;cbe(Y)) with the property that Hy(-)x =
[t — Hy(t)x] € GVy(I;¢cbe(Y)) for all x € K such that the Matkowski represen-
tation holds:

H(t,z) = Ho(t) + Hi(t)z, tel, z€K. (13.2)

Moreover, under the conditions above if ® <, then H(t,xz) = H(t,0) for all
tel and x € K (so that H is a constant set-valued operator).

Conversely, if ¥ < ®, Hy € GVyg(I;cbe(Y)), Hy € GVg(I;L(K;cbe(Y)))
and the generator H is of the form (13.2), then the superposition operator H
satisfies (13.1).

Proof. For the sake of clarity we divide the proof into eight steps.

1. Let condition (13.1) be satisfied. Then there exists a number p > 0
such that if fl,fg S GV@(I; K) and \ = ,ud‘p(fth), then Dq/(Hfl,Hfg) <A
and, hence (cf. (4.4) and (4.5)), Aw.p(Hfi,Hf2) < A If do(f1, f2) > 0, by
Lemma 4.1(c) the last inequality is equivalent to Wy, p(Hf1, Hf2) < 1, and so,
from the definition (4.6) for all a, 5 € I, o < 3, we get, in particular,

. (D((Hfl)(ﬁ) + (Hf2) (@), (HE)(8) + (Hfi) ()

Applying ¥~! and taking into account (12.5) and the definition of function wg
in Section 3 (p. 12), we find

D(H(B, 11(8)) + Hia, fo(e)). H(B. £2(8)) + H(a fi(@)))
< nwe (8 - a)do(f1, f2) (133)

Now if de(f1, f2) = 0, then Ay p(H f1,Hf2) =0, and so, by Lemma 4.1(a) the
left hand side of (13.3) is equal to zero. Thus, inequality (13.3) is valid for all
mappings fi, fo € GVe([; K) and all a, 8 € I, o < 3.
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2. Let us show that H(¢,-) € Lip(K;cbe(Y)) for all t € I. More precisely,
we will show that there exists a function pg : I — R such that

D(H(t,$1),H(t,x2)) < po(t) ||z — z2||, tel, z,z2€ K. (13.4)

First, suppose that a < t < b, and let z1, x5 € K. Define two mappings
f; € Lip(I; K), j = 1,2, by

[i(s) = nap(s)zy, sel, j=1,2, a,Bel, a<p, (13.5)
where
0 if s<a,
s —« .
Na,3(8) = if  a<s<p, (13.6)
0 —«
1 if 8 <s.

Note that f;(5) = z; and f;(a) =0 for j = 1,2. Let us calculate do(f1, f2). It
is clear that if 1 = x9, then Ag 4(f1, fo) = 0. If 21 # x5, choose A > 0 such
that

|21 — 22|

We, . a(f1, f2) = (I)((ﬂ—a))\

Then by Lemma 4.1(d) we find

><5a>—1.

Ag.a(fi, f2) = A = |lz1 = z2| /wa (B — a).

Since || f1(a) — f2(a)||=0, we have do(f1, f2) =As,a(f1, f2). Substituting map-
pings (13.5) into inequality (13.3), by virtue of the translation invariance of D

on cbe(Y) (cf. (12.2)) for all o, B € I, o« < B, and 21,22 € K we get
wy (B — a)
wg (6 — a)
Setting o = a [ =t, we arrive at (13.4) with po(t) = pwy(t — a)/we(t — a).

Now let t = a and z1,29 € K. Define two Lipschitzian mappings from [
into K by

D(H(B,21), H(8,22)) < p |21 — 2] (13.7)

fj(s):(l_na,ﬁ(s))xja 8617 j:1a2, Oé,ﬁe.[, a<ﬂa (138)

so that f;(8) = 0 and fj(e) = z;, j = 1,2. Substituting them into (13.3),
noting that

1
d@(fl,fz) = (1 + m)”xl *CUQH,

and setting & = @ and B = b, we obtain (13.4) for ¢ = a with the constant
po(a) = pesw(b— a)(1+1/wa(b— a)).
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3. In order to prove (13.2), let a, 8 € I, a < 3, z1,29 € K, and let
fj € Lip(I; K), j = 1,2, be defined by

1

fi(t) = 5

(na,a(t)(rlfszijrxz), tel, j=1,2

Substituting these mappings into (13.3), we find

D(H(ﬁ,m) + H(O{,.’L‘Q)’H(ﬁ’ Z1 ;’332) —T—H(a, T ‘51‘2))

< —pwy(f—a)llzy — x| (13.9)

DN =

Since constant mappings from I into K belong to GVg(I; K), condition (13.1)
implies H(-,z) = H(z) € GVy(I;cbe(Y)), x € K, and so, by Lemma 4.1(a) and
assumption ¥ € N, the mapping H(-,z) is (absolutely) continuous on I with
respect to D for all x € K. If t € I, then passing to the limit as § — a — 0 in
(13.9) in such a way that a <t < 3, we get:

D(H(t,xl) H H(t,a:g),H(t, al ;“) T H(t, 71 ‘5552)) —o.

Since D is a metric on cbe(Y) and the images of H are convex (bounded and
closed), it follows that

H(t7.’1,‘1) 'T' H(t,.]?z) = QH(ta xl_;m)

Therefore, for each t € I the set-valued operator H (¢, -), mapping K into cbe(Y),
satisfies the following Jensen functional equation:

*

1
H(t,xl_ng)ZQ(H(t,l‘l)—f—H(t,J}g)), 1, o € K.

By Lemma 12.2, for each t € I there exists a set Hy(t) € cbe(Y) and a x-additive
set-valued operator Hy(t)(+) : K — cbe(Y') such that

H(t,z) = Ho(t) + Hi()z, z€K. (13.10)

Thanks to (13.4) and the translation invariance of D, the operator Hj(t)(:) is
(Lipschitz) continuous, and since it is x-additive, by Lemma 12.1 it is also linear,
so that H;(t) € L(K;cbe(Y)). Hence, Hy(t)(0) = {0}, t € I, and (13.10) yields
H(t,0) = Ho(t) for all ¢t € I. In this way we have proved that the mapping Hy
belongs to the metric semigroup GVyg (I; cbe(Y)).

Let us prove that Hy(-)x € GVyg(I;cbe(Y)) for all z € K. Let 2 € K.
Since, as is shown above in this step, H (-, z) and Hy belong to GVy (I; cbe(Y)),

63



there exist numbers A" > 0 and x' > 0 such that Vg, (H(-,z)) < oo and
Vi, (Hp) < oo. By the translation invariance of D and (13.10), for all ¢, s € I,
s < t, we have:

D(H1 (t), Hl(s)x) - D(Ho(t) T Hy (), Ho(t) + Hl(s)x)
< D(Ho(t) Y Hy(t)z, Ho(s) + Hl(s)a:)
+ D(Ho(s) T H,(s)x, Hy(t) ¥ Hl(s)x),
whence
D(Hl(t)x,Hl(s)x) < D(H(t,x),H(s,x)) + D(Ho(t),Ho(s)>. (13.11)
Noting that

D(Hl(t)x, Hl(s)x) Y D(H(t,sr:),H(s,a:)) o D(Ho(t),Ho(s))
< . .
0 B T A () U o A (s
by the convexity of ¥ we find

\ 7
Va,, . (Hi(")z) < mvﬁw (H(,z)) + N
Thus, Hy(-)x € GVyg(I;cbe(Y)) for all z € K.
4. Suppose now that (13.1) holds and ® < U. Ift € I, t # a, and = € K,
then setting f = ¢, 1 = x and 25 = 0 in (13.7) and noting that (by remarks
before this theorem)

wy (t — ) _ U1/t — a))
we(t—a) O71(1/(t—a))

and that H(-,z) is continuous on I and passing to the limit as &« — ¢t — 0 in
(13.7), we find that H(t,z) = H(¢,0) for all a < t < b. The continuity of H (-, x)
and H(-,0) yields H(t,z) = H(t,0) whenever t € [ and z € K.

Now let us prove the reverse assertion. Let H be given by (13.2) and ¥ < @,
so that GV (I; K) C GVyg(I; K) and inequalities from Lemma 4.5(b) hold.

5. First of all, let us show that if H; € GVy(I;L(K;cbe(Y))) and f €
GVy([; K), where ¥ € N, then the mapping Hif defined by (Hyf)(t) =
H,y(t)f(t) for t € I belongs to the metric semigroup GV (I;cbe(Y)). In fact, by
the definition (from Section 4.2) of Lipschitz constant L(H(t)) of the set-valued
operator Hy(t) € L(K;cbe(Y)) and the definition of metric Dy, from (12.4) for
all t, s € I we have:

D((H)®), (Hf)(s)) < D(H@0)1(0), Hy(0)1(5))
+ D(Hi(0)f(s). Hi(s)f(s)) <

Vq;“/ (Ho) < 00.

—0 as a—t—0
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< LHL(0)I[f () = f(s)l + DL(Ha(t), Hi(s)) [ £ (s)]l- (13.12)
From Lemma 4.4(c), (12.4) and Lemma 3.9(a) we get (setting |I| = b — a):

|L(H(t)) = L(H1(s))| < DL(H1(t), Hi(s)) < we([I))pw.p, (H1), t,s €1,
and so, sup,c; L(H1(t)) < co. Similarly, by Lemma 3.9(a) we get:

1F#) = F($) < wo([TDpw.alf), ts €1, sothat sup|f(s)] < oo.

Then due to (13.12) for all ¢, s € I we have:
D(() 0, (1)) < (sw L)) 150) - £9)

N DL<H1<t>,H1<s>>(§g|f<T>||).

By the already standard procedure (used, e. g., in the proof of the first inequality
of Lemma 4.1(f), see (4.9) and (4.10)), this inequality yields

po.n(HLf) < <supL<H1 <t>>)pw,d<f> + po.py (Hy) (s;eu; If(t)ll), (13.13)

tel
which proves that Hyf € GVy(I;cbe(Y)).

6. Now we show that the superposition operator H generated by (13.2)
maps GVy (I; K) into GVg (I;cbe(Y)). Let f € GVyg(I; K). Assumption (13.2)
implies

(Hf)(t) = Ho(t) + Hi()f(t), tel. (13.14)
Given t, s € I, by applying property (12.2)) we have
D((HA)(®). (HF)(s)) = D(Holt) + Hi(£)f(2), Hols) + Hi()£(s))
< D(Ho(t) + Hy (1) (1), Ho(t) + Hi(s)f(s))
+ D(Ho(t) + Hi(s)f(s), Ho(s) + Hi(5)f(s))
= D(E\®)f(t), Hi(s)f(s)) + D(Ho(t), Ho(s) ),
whence by the (mentioned) standard procedure we get
pw,p(Hf) < pw.p(Hif) + pw,p(Ho), (13.15)

and this means that Hf € GVg(I;cbe(Y)).
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7. Let us prove that the superposition operator H is Lipschitzian. By
hypotheses Hy € GVy(I;cbe(Y)), Hy € GVg(I[;L(K;cbe(Y))) and H acts on
mappings f € GVy([; K) according to (13.14). Let f1, fo € GVy(I; K). By
definition (4.4),

Dy (H f1,Hf2) = D((Hf1)(a),(Hf2)(a)) + Av p(Hfi1, Hf2) = Z1 + Zo.
Let us estimate Z; and Z5 separately. For Z; we have:
%y = D(Ho(a) + Hy(a) fi(a), Hola) + Hi(a) f2(a))

=D (H1 (a) fi(a), Hy (a)fz(a))
< L(Hy(a))||f1(a) — fa(a)].

In order to estimate Zs, applying definition (4.6), translation invariance of D,
inequality (4.1), x-additivity of H;(t), definition of L(H;(t)) and (12.4), for all
t, s € I we have:

D((HA)(®) + (HF2)(s). (HE)(0) + (HA)(S)) =
= D(Ho(t) + Hy(D)1(1) + Ho(s) + Hr(s)fals),

Ho(t) + Hi() f2() + Ho(s) + Hi(s)fa(5)) =

&~
VAN
=

D(Hy($)£1(t) + Hi(s)fa(s), Hi (1) 2(8) + Hr () fi(s)) - <

IN

D(Hi() /(1) + Hi()f2(s) + Hi(t) fals) + Hi(s)1(s),

Hy () fo(t) + Hy(s)f1(s) + Hi(s)fa(s) + Hi(£) f1(s)) +

SN—

+ D(Hi(02(5) + Hi(s) fa(s), Hi(s)fols) + Hi(t)fu(s) ) =
= D(Hi(O)A () + Hi()f2s). Hy(0) falt) + Hi(Df(s)) +

+ D(Hi(t)£1(s) + Hi()fa(s), Hi()fu(s) + Ha()fals) ) "2
= D(Hi()(f2(t) + f2()), L) (f2(8) + i(s)) +

L(Hy(t)),(12.4)
<

+ D(Hy(01(5) + Hi(s) fals), Ha(s)f1(s) + Ha(0)fals) )

< L(H ()1 f2(8) + fa(s) = fa(t) = fr(s)] +
+ D (Hy(t), Hi(s)) || f1(s) = fa(s)ll =
= L(H\(0))1(fr = f2)(8) = (fr = f2) ()] + DL (Ha(t), Hi(s)[|(f1 — f2)(s)]]-
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Thus, for all ¢, s € I we obtain the inequality:
D((Hf)®) + (HF2)(5), ()0 + (Hf)())

< (supL<H1<T>>) 1(F2 = F2)(8) — (o — f2)(9)]
Tel

DL (HL(1), Hi(5)) (s;g 1 — f2><7>|).

By the standard procedure this implies the estimate:

s = Mg p(HFLHE) < <sup L(Hl(t»)m,d(fl, 5)

tel

.y (HY) (s;eulo I fz)(t)l)- (13.16)

Noting that Ay q(f1, f2) = pw.a(fi — f2), by Lemma 3.9(a) we find
sup 1(fr = F2)ON < [[(fr = f2)(@) | + we ([ TDAw.a(f1, f2)-
Making use of Lemma 4.4(c), definition (12.4) and Lemma 3.9(a), for ¢t € I we
have:
L(Hy(t)) < L(Hi(a)) + DL (H:(t), Hi(a)) < L(Hi(a)) +we(|I)pw,p, (H1),

and so,

StIEIII)L(Hl (t)) < L(H:(a)) + wu ([)pw,p, (H1). (13.17)

Therefore, if we set

Y(¥) = max{l,2wy(|I))} and |[|Hillw = L(Hi(a)) +pw,p, (H1), (13.18)
then by (13.16) we arrive at the estimate:

Dy(Hf1, Hf2) = Z1+ Zz < L(Hi(a))[|(f1 — f2)(a)]]

+ (L(H (@) + wa(1)pa,p, (H1)) Aw,alfr, f2)
+ pu,0, (H) (| (1 = £2)(@l] + 0o (1) Aw,a(f1, £2))

< max{1, 2 ([1)} (L(H1(@)) + oo, (1)) (I(f1 = F2)(@)]| + Duw.alfr, f2) )

or, finally,
Dy (Hfr, Hf2) < 7(9) [[|Hilllw dw(f1, f2)- (13.19)
8. To end the proof, if ¥ < &, then GVg(I; K) C GVy(I; K), and so, H
maps GVs(I; K) into GVy/(I;cbe(Y)) and is Lipschitzian (i. e., satisfies (13.1)),
since by virtue of (13.19) and Lemma 4.5(b), given f1, fo € GVg(I; K), we have:
Dy (Hf1, Hf2) < v(V) | Hilllw ko(P, ¥, |1]) do(f1, f2)-

This completes the proof of Theorem 13.1. O
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Remark 13.2. (a) The result of Theorem 13.1 is valid if we replace the semi-
group GVg(I; K) by the semigroup Lip(I; K). We omit the details.

(b) If in Theorem 13.1 K is a linear subspace of X, the operator Hy(t)()
from (13.10) is single-valued for all ¢ € I, since it is *-additive, and if © € K,
then (—z) € K, and so,

Hy(1) () + Hi(8)(—2) = Hy(t) (2 + (—)) = H(1)(0) = {0},

(c) The representation of the form (13.2), H(t,x) = Ho(t) + Hy(t)z, for
generators of Lipschitzian superposition operators on the classical space of Lip-
schitzian functions was found by Matkowski [71], [72]. In different spaces of
functions and mappings it was shown to be valid for single-valued superposition
operators ([73], [74], [76], [78], [21], [22], [29], [30], [34]) and set-valued super-
position operators ([105], [77], [106], [19], [23], [25]). The above Theorem 13.1
extends the results of [77], [78] and [23]. Theorem 13.3 below generalizes the
results of [74], [113] and [23].

Let (Y, ||-]|) be a Banach space. Then, by Theorem 4.2, the set BV(I; cbe(Y))
is a complete metric semigroup equipped with metric Dy defined by (4.4)—(4.6)
with ®(p)=p. Suppose that a multivalued mapping H : I x K — cbc(Y) is such
that H(-,z) is in BV(I;cbe(Y)) for all z € K. Since Y is complete, (cbe(Y), D)
is a complete metric space (cf. [12, Theorem I1-14]), so that any mapping from
BV(I;cbe(Y)) has one-sided limits at each point of I. The left regularization
H™ :Ix K — cbe(Y) of H is defined by

H™ (t,z) = liEnOH(s,x) if a<t<b and H (a,z)= . lilr}roH*(t,x)
for all x € K, where the limits are taken with respect to the Hausdorff met-
ric D on cbe(Y). Let BV~ (I;¢be(Y)) denote the subspace of BV(I;cbe(Y))

consisting of all mappings which are left continuous on (a,b]. Then H~ (-, z) €
BV~ (I;cbe(Y)) for all z € K.

Theorem 13.3. Suppose the hypotheses of Theorem 13.1 are fulfilled. If Y
is a real Banach space and H maps Lip(I; K) or GVe(I[; K) with ® € N
into BV(I;cbe(Y)) and is Lipschitzian, then H(t,-) € Lip(K;cbe(Y)) for all
t € I and there exist two mappings Hy € BV~ (I;cbe(Y)) and Hy : I —
L(K;cbe(Y)) with the property that Hi(-)x € BV~ (I;¢cbe(Y)) for all z € K

such that H™ (t,x) = Ho(t) + Hi(t)xz whenever t € I, x € K. Conversely, if
Hy € BV(I;¢cbe(Y)), Hy € BV(I; L(K;cbe(Y))) and H is given by (13.2), then
H maps BV(I; K) into BV(I;cbe(Y)) and is Lipschitzian.

Proof. Let H € Lip(Lip(I; K);BV(I;cbc(Y))). As in the proof of Theo-

rem 13.1 (with ¥(p) = p) we get the inequality (13.3) where wy (8 — @) is
replaced by 1 and da(f1, f2) is replaced by dr(f1, f2). Substituting Lipschitzian
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mappings f; from (13.5) with @ = @ and 8 =t € (a,b] and from (13.8) with
a € [a,b) and B = b into (13.3) we have:

D(H(t,x1), H(t,x2)) < pllwr — z2ll/(t —a), a<t<b, (13.20)
1
D(H(a,m), H(e,z2)) < p (14 m) o1 — 2], a<a<b, (13.21)

respectively. This proves that H(¢,-) € Lip(K;cbe(Y)) for all ¢ € I. Passing to
the left limits in (13.20) and to the limits as & — ¢ — 0 with ¢ > a and, then, as
t — a+0in (13.21), we obtain inequalities (13.20) and (13.21) with H replaced
by H™ and « by a, and so, H(t,-) € Lip(K;cbe(Y)) for all t € I.

In order to prove the validity of the representation for H~ (¢, x), let a < t < b,
ne€Nanda < a1 < f1 < ay < B < ... < ap, < B, < t. Since H is
Lipschitzian, we have

> D(H (G, £1(8)) + Hlew, folei), H(By, f2(8:)) + Hla, fi(00)))

i=1
< pdr(fi, f2)

whenever f1, fo € Lip(I; K). Substituting into this inequality Lipschitzian map-
pings f; : I — K, j = 1,2, defined by
1

*(’I]n(s)(l'l—l'z)—f—.ﬁj—f—.ﬁg), sel, z;eK, j=12,

fils) =35

where 7, € Lip([a, b]; [0,1]) is given by

0 if a<s<ay,
nai,ﬁi(s) if o, <s<g,i=1,...,n,

o) = L=ng0:,(8) i Bi<s<ap, i=1,...,n—1,
1 if B, <s<b,

and 7,5 is defined in (13.6), we get

iD( 5“351 +H(az7w2) (,BZ,M +x2) J*rH(Ozi,xl +x2)>

2
<pllzr — 22| /2.

Since H(-,x)=H(x) € BV(I;cbe(Y)), H (-, z) e BV~ (I;cbe(Y)) for all x € K.

By the continuity of ¥ (cf. (12.7)) on cbe(Y') and definition of H~, passing to
the limit as @1 — ¢ — 0 in the last inequality we have, for all ¢t € (a, b],

D(H(t,xl) T H (t,z0), H™ (t, 7 ;“) fH (t, i ;“))

S 14 ||$1 - 3?2”/2717
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and so, as n — 00, we get:

D(H(t,xl) Y H(t,a0), H™ (t, al ;“) I H’(t, 1 ‘2“"2)> —0.

By definition of H~ this equality also holds at ¢ = a. Making use of the argu-
ments between (13.9) and (13.10), we arrive at the representation H ™ (¢,z) =

Hy(t) ¥ H,y(t)x with Hy(t) € cbe(Y) and *-additive set-valued operator Hy(t)(+) :
K — cbe(Y), t € I. From this representation, since H™(¢,-) is Lipschitzian,
by virtue of translation invariance of D we find that the operator Hi(¢)(:)
is continuous, and since it is also *-additive, it is linear, so that H; maps [
into L(K;cbe(Y)). Since Hy(t)(0) = {0}, the above representation implies
H~(t,0) = Hy(t) for all t € I. Hence, Hy € BV~ (I;cbe(Y)).

That Hy(-)x € BV~ (I;¢cbe(Y)) for all z € K follows in a similar manner as
in the last paragraph of step 3 of the proof of Theorem 13.1; observe only that
instead of (13.11) we get the inequality

D(Hl(t)a:,Hl(s)ac) < D(H*(t,x),H*(s,a;)) n D(Ho(t),Ho(s)),

in which H~ (-, z) and Hy belong to BV~ (I;cbe(Y)). The case when Lip(1; K)
above is replaced by GVg(I; K) is treated similarly.

The converse assertion is a consequence of steps 58 of the proof of Theo-
rem 13.1: replace GVy by BV, wg (|I|) — by 1 and py(-) — by V(-).

14. Linear functional operator inclusion

Example 14.1. Let I = [a,b], (X, || - ||) be a linear normed space, K C X be
a closed convex cone, ¥ € N, Hy € GVy(I;cc(K)), Hy € L(K;cc(K)) with
L(Hy) < 1, and there exists K € c¢(X) such that Hyz C K for all z € K.
Set F(t,x) = Ho(t) + Hixz, t € I, v € K. Then F satisfies conditions of
Theorem 11.1. In fact, if ¢, s € I and z, y € K, then, by (4.2), we have:

D(F(t,), F(s,y)) = D(Ho(t) + Hyz, Ho(s) + Hyy)
< D(Hy(t), Hy(s)) + D(Hyx, Hyy)
< D(Ho(t), Ho(s)) + L(Hy) |z —y].

Setting ¢(t) = V(Ho,[a,t]), t € I, from remarks on the structural theorem
for GV on p. 21 we find that ¢ € GVg(I;R) C BV(I;R), which provides the
estimate D(Ho(t), Ho(s)) < |p(t) — ¢(s)|- In order to verify condition (ii), it
suffices to put K(t) = Ho(t) + K, t € I. Thus, under the hypotheses above,
if zyp € K is such that zy € Ho(a) + Hizo, then by Theorems 11.1-11.2 there
exists a mapping f € GVy(I; K) such that f(t) € Ho(t) + H1 f(t) for all t € T
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and f(a) = zg. (Since L(H;) < 1, a point xg satisfying xo € Ho(a) + Hixg
always exists by virtue of Banach’s contraction mapping principle for set-valued
mappings, cf. [70], [85], [49, Theorem 15.1].)

The purpose of this section is to prove the existence of solutions f to the
linear functional operator inclusion f(t) € Ho(t)+H1(t) f(t), t € I, for a variable
set-valued operator Hy such that Hy € GVg(I; L(K;cc(K))).

Theorem 14.2. Let I = [a,b], (X,|| - ||) be a real Banach space, K C X a
closed convex cone, D the Hausdorff metric generated by d(z,y) = ||z — y||
(r,ye X), ¥ eN, Hy € GVy(I;cc(K)) and Hy € GVy(I; L(K;cc(K))). Let
()| H1||lw < 1 (see notation (13.18)). Suppose that for each t € I there exists
K(t) € ¢(X) such that Hy(t)x C K(t) for allx € K. Letto =a € I and g € K
be such that xy € Ho(a)+ Hi(a)xg. Then there exists a mapping f € GVy(I; K)
satisfying:

(a) f(t) € Ho(t) + Hi(t)f(t) for allt € I,

(b) f(a) =0, and

(¢) pw.a(f) < (pw.p(Ho) + pw.p, (H1)llzoll) /(1 — (L) | Hilllw).

Proof. Given f € K, define a superposition operator by (Hf)(t) = Hy(t) +
Hy(t)f(t), t € I. As is shown in steps 5-7 of the proof of Theorem 13.1, H
maps GVyg(I; K) into GVyg([;cc(K)), and the estimates (13.13) and (13.15)
hold. Taking into account inequalities (13.15), (13.13), (13.17), a consequence
of (3.24):

b;lelfgllf('f)ll <|f(@l+V (£, D) < [f (@) +we((IDpw.alf),

and notation (13.18), for each f € GVy(I; K) we find
pw,p(Hf) < pw,p(Ho) + py,p(H1f)

< po.oto) + (sup LUR(0) )l 9) + pu., (1) (sup 0] )

tel

< pup(Ho) + (L(H1(0)) + wu(|)pw.0, (H)) pw.alf)

+ w0, (H)- (17 (@) + wo (1 T)pe.a(f))

= pw.p(Ho) + pw,p, (H1)||f(a)|| + L(H:(a))pw,a(f)
+ 2wy (|I))pw,p,, (H1)pw,q(f)
< pw,p(Ho) + pw,p, (H1) | f(a)ll + ()| H1lllw pw,a(f)-

Therefore, the following a prior: estimate holds:

pe.n(Hf) < Co+ Cillf(a)l +ppwalf),  feGVull; K), (14.1)
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where Cy = py p(Hp), C1 = pw,p, (H1) and g =~v(0)||H1||w < 1.
Since (Hxo)(t) = Ho(t) + Hi(t)xq, t € I, then Hzy € GVy(I;ce(K)), xg €
(Hzp)(a), and by (14.1) we have

p\I/,D(HiCo) <Cpy+ C1||£U0|| =C.

By Theorem 9.2 (if ¥ € N ) or by Theorem 9.1 (if ¥ € N'\ N) there exists
a mapping f1 € GVyg([; K) such that f1(t) € (Hxzo)(t) C Ho(t) + K(t) for all
t € I, fi(a) = zo and py.q(f1) < pw,p(Hze) < C. Now for mapping Hfi
we have (Hf1)(t) = Ho(t) + Hi(t) f1(t), t € I, and so, Hf1 € GVyg(I;cc(K)),
zo € (Hzo)(a) = (Hf1)(a), and again by (14.1),

pe.o(Hf1) < Co+ Cillfi(a)|l + wpw.a(fr)

<C+pC=(1+pC.
Applying Theorems 9.1 and 9.2, we find a mapping fo € GVg(I; K) such that
fg(t) S (Hfl)(t) C Ho(t) + K(t) forallt €1, fg(a) = x¢ and
pw,a(f2) <pw,p(Hf1) < (1+p)C.

Similarly, H fo € GVyg(I;cc(K)), xg € (Hf2)(a), and by (14.1),

pw,p(Hf2) < Co+ Cillf2(a)l + 1 pw.a(f2)
<CH+p(l+p)C =14+ p+p*)C.
By induction, for each n € N there exists f, € GVg(I; K), satisfying (where
Jo(t) = xp):
fn(t) € (Hfn-1)(t) = Ho(t) + Hi(t) fn_1(t) C Ho(t) + K(t), tel,

fn(a) = o, and
n—1

pw.a(fn) < (Z /ﬂ)C <C/(1—p).
i=0

It follows that the sequence {f,}°2,; C GVy([; K) is pointwise precompact and

is of uniformly bounded ¥-variation on I. By virtue of (3.24), Theorem 1.3 and

Lemma 3.9(e) we may assume (passing to a subsequence if necessary) that the

sequence converges pointwise on I to a mapping f € GVy([; K). It remains to

verify condition (a). Applying inequality (11.6), for ¢t € I we have:

dist (£(0), Ho(t) + H () (1))|
dist (£(0), (HF)(0)) — st £a ), (1) (1))
< £ = Fa®ll + D((HA). (HFae1) (D))

= 156) = Fa(Oll + D(Hoe) + Ha()£(2), Ho(t) + Ha(t)fu (1))
< () = Fa)ll + LEFE) — fat (] =0, 7= o,
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whence dist (f(t), Hy(t) + Hq (t)f(t)) = 0, which was to be proved. O

Observe that the point ¢y € I in Theorem 14.2 can be arbitrarily chosen

since in the respective definitions (4.4)—(4.6) we may set a = to.
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