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Abstract

Under current conditions, we see growth in demand for IT outsourcing services. This implies the
activation of design and construction processes for data processing centers (DPC). Since a DPC is a
complicated and expensive system, there arises the issue of justifying selection of the future project
based on the estimated costs of designing and operating data processing centers.

This paper analyzes one of the possible complexes of measures to estimate costs for development
and operation of data processing centers. The analysis identified main groups of capital cost in
development of data processing centers which were not fully taken into account in assessments of the
total volume of capital investments in previously proposed methods. The article proposes regression
models to evaluate processing center construction projects based on two measures. We propose to
estimate the capital cost as a function of the projected floor space of service platforms and projected
number of server racks. On the basis of the models developed, analysis of the construction sites of
processing data centers was conducted. This showed the model’s suitability to real data. The main
groups of operating costs for DPC maintenance were established, and a regression model of their
evaluation was proposed. Based on the regression equation, we propose to calculate the processing
center’s power consumption depending on the area of the service platform or the number of server
racks. The operating cost of the data processing center is determined by the power value. Analysis of
information on the operating cost of various data processing centers is in fairly good agreement with
the calculations obtained on the basis of the model developed.

The proposed models make it possible to evaluate with reasonable accuracy the project characteristics
of development and subsequent operation of a data processing center.
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structure, operating costs, capital costs.
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Introduction

nder current conditions of market relations,

we see expansion of the tertiary industries sec-

tor along with an increase of the outsourcing
share. Services like IT outsourcing are becoming very
attractive. The main producers and suppliers of IT out-
sourcing services are modern data processing centers
(DPC), which provide a sufficiently wide range of dif-
ferent IT services for consumers. By using a DPC, the
customer can make effective administrative decisions
under conditions of limited abilities to attract financial
resources for development of the company’s own IT
infrastructure while finally ensuring a stable and break-
even point in the company’s business. Thus, it can be
assumed that the demand for IT outsourcing services
will be growing. Therefore, the task of developing tools
for pre-estimated costs to implement such expensive
and resource-intensive projects as development of data
processing centers becomes a subject of great current
interest.

The appearance and development of DPCs are di-
rectly linked to a multiple increase of processed and
stored information volumes, the need to ensure high op-
erational capability of mission-critical applications and
business continuity processes.

Based on the implemented functions and core re-
quirements for data processing objectives and process-
es, a DPC can be defined as a complex solution intend-
ed for high-performance and reliable data processing,
storage and transmission having a high operational ca-
pability. The solution also includes an engineering in-
frastructure comprising a significant share of costs both
in the course of the center’s establishment and opera-
tion, i.e. in the aggregate cost of the system’s owner-
ship. On the other hand, the DPC is a combination of
a large number of software and hardware platforms of
various kinds — servers, data storage networks, operat-
ing systems, workload management systems and data
backup built in according to specific business needs of
its owner.

Based on the high level of complexity of the data
processing system, it is necessary to select a set of meas-
ures for estimating costs on a reasonable basis which
may occur in the processing center’s development and
operational phases.

Similar problems have already been solved. The solu-
tion results are presented in papers [1—3]. In the solu-
tion, the indicated problems of foreign experience were
primarily considered. Let us consider the data relating to
national DPC development projects.
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1. Structure of cost
for DPC development

Analysis of papers [4—6] enables us to identify the fol-
lowing four main groups of capital costs:

1. Building construction. A high-quality DPC (begin-
ning with level Tier 3) should be located in a freestand-
ing building with special characteristics. For this reason,
the construction cost can differ from similar projects for
building storage premises. However, the building can
be taken on lease. In this case it should be brought into
compliance with all technical requirements.

2. Grid connection. Data processing centers are dis-
tinguished by large amounts of power consumption.
Therefore, they need a separate power input from the
power plant. If for level Tier 1 and 2 DPC one power
input line is sufficient, a Tier 3 DPC requires one ac-
tive and one standby power input line, and a Tier 4 DPC
needs two active lines.

3. Optical cable. It is important to note that every year
the server throughput capacity is growing. In this re-
gard, requirements for optical cables and their cost are
increasing. It is assumed that there is increased demand
for link capacity of communication lines (assuming an
increase by a factor of about 4).

4. DPC engineering systems. The cost of backup pow-
er supply, procurement of uninterruptible power sup-
plies, provision of the cooling system, raised floor, rout-
ing of electrical networks and purchase of equipment
(racks, etc.) can be referred to this article.

Having summarized the investigation results on the cost
structure [1, 7, 8], the following components of the data
processing center construction costs can be identified:

1. Building construction (~ 10-15%);

2. Grid connection (~ 20-25%);

3. Optical cable (~ 0-5%);

4. DPC engineering systems (~ 60-70%).

Capital costs are generally determined by DPC sur-
face area (associated with a number of racks) and Tier
level reliability. The data provided in article [9] makes
it possible to estimate the cost parameters for construc-
tion of the engineering infrastructure for a certain rep-
resentative project of a data processing center (Table I)
and evaluate the dependence of these parameters on the
DPC reliability level.

However, these costs do not fully reflect the total cap-
ital investment in building a DPC. If we take into ac-
count construction of additional premises required for
secured assurance of center operation reliability, the cost
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Table 1.
Cost of DPC

Cost of DPC construction

Tier Il level Tier Il level

Cost of 1m? of DPC

$13 941

Cost per rack
$34 852

Tier IV level

$10579

$25 767

$26 447 $64 417

of construction of 1 m? (main area) increases by a fac-
tor of 2.2, and costs per rack increase by a factor of 2.4.
The cost of 1 m? of one level Tier DPC construction can
vary significantly depending on the total surface area of
the center. In addition, the proposed evaluations do not
make it possible to extend this data to the DPC project
of another configuration and do not allow us to take the

construction region into account, which also has a sig-
nificant impact on the cost.

Therefore, estimation procedures based on the cost
detalization are untenable for project evaluation in the
initial phases.

2. Regression model of capital costs

All the cost components listed above are directly or
indirectly related to such characteristics of the data
processing center as the surface area or number of racks.
In this connection, it is reasonable to develop a model
which would enable us to conduct the project assess-
ment via these two measures.

To meet the target, data on 70 processing center con-
struction projects was collected in Russian for the period
from 2008 to 2014 (7able 2).

Table 2.

Original data sample for DPC construction project

Total area, | Area of service | Number of | Power, | Level,

Year

(H141] ‘ Project cost

m?

platform, m?

racks, pcs.

Tier

Irkutsk-Energosvyaz 2014 Irkutsk 2.5 bIn. Rub 10000 3200 1300 NIA 3
of Ch%?y"aeg[‘n”;lf?‘egl on | 2014 | Chelyabinsk 27 269 000 Rub 12000 NIA 1600 16 NIA
Mg}i?rgmggig%“h 2013 Tula an'l?;ggg“g{,'ﬁ{; NIA NIA NIA 08 | N
Gazprom Neft 2013 | St. Petersburg NIA NIA NIA NIA NIA 3
Irkutsk region 2013 Irkutsk 30 bin. Rub NIA NIA NIA 30 NIA
VimpelCom 2013 Yaroslavl 4 bin. Rub 15000 3000 1200 10 3
Rostelecom 2013 Moscow 30 min. US$ 11500 10000 NIA 40 3
Sibirtelecom 2012 Novosibirsk 70 min. Rub 215 NIA 60 3 NIA
Inoventica 2012 Vr'ggi‘g[‘]” 90 min. Rub 300 60 045 | 3
Rostelecom 2012 Stavropol NIA 280 250 20 NIA NIA
Electronic Moscow 2012 Moscow 114.5 min. Rub 530 250 93 1 NIA
Dataline 2012 Vladivostok NIA NIA 1000 509 NIA NIA
Transinfo 2012 Moscow NIA NIA 600 200 NIA NIA
I-Teco 2012 Krasnoyarsk NIA NIA 120 40 NIA NIA
kselereyt 2012 Moscow NIA NIA 580 200 NIA NIA
Stack 2012 Kazan $37 min NIA NIA 376 2,5 NIA
Stack 2012 Moscow NIA NIA 250 30 NIA NIA
Storedata 2012 Moscow NIA 250 125 30 0,3 NIA
Rostelecom 2012 Sochi 1bIn. Rub 2000 400 2 NIA NIA
Rostelecom 2012 Kaliningrad 33.5min. Rub NIA 150 20 0,1 NIA
Megafone 2012 Orenburg NIA NIA 270 110 NIA NIA
Fianco 2012 Krasnoyarsk NIA NIA 370 80 NIA NIA
Fianco 2012 | Ekaterinburg NIA NIA 56 12 NIA NIA
Inoventica 2012 Tatarstan NIA NIA 300 60 NIA NIA
Sberbank 2011 Moscow $1.2bin 16500 5000 1500 25 3
DataSpace 2011 Moscow $85min 6000 3000 1000 438 3
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Total area, | Area of service | Number of | Power, | Level,

Year (H141] ‘ Project cost

m? platform, m> | racks, pes. | MW Tier
Rostelecom 2011 Vladivostok 110 min. Rub 320 100 15 1.2 3
Yandex 2011 Moscow NIA 4500 NIA NIA 8 NIA
Linxdatacenter 2011 | St Petersburg 20 min. Euro 7500 NIA 250 NIA 3
KROK 2011 Moscow $100 min. 5000 2000 800 NIA 3
BSTelehouse 2011 Moscow NIA NIA 1000 75 NIA NIA
Selektel 2011 | St Petersburg NIA NIA 800 250 NIA NIA
Megafone 2011 Khabarovsk NIA NIA 390 50 NIA NIA
TEL-Hosting 2011 Moscow NIA NIA 350 60 NIA NIA
Permenergo 2011 Perm 14.6 min. Rub 44 34 14 0,06 NIA
Bank “Neiva” 2011 Ekaterinburg 6.9 min. Rub 34 25 4 0,04 NIA
OBIT 2011 | St. Petersburg 15 min. Rub 400 NIA 60 03 NIA
Bashneft 2011 Ufa 342.76 min. Rub 400 NIA NIA 0,56 3
QOversan Mercury 2010 Moscow 400 min. Rub 950 500 200 4 3
Oversan Luna 2010 Moscow NIA 120 50 0,5 NIA
Megaphone Samara 2010 Samara 930 min. Rub 6912 2400 720 8 3
MDM-bank 2010 Moscow 100 min. Rub 350 100 50 0,5
Miran 2010 | St Petersburg 80 min. Rub NIA NIA 100 35 3
Storedata 2010 Moscow 60 min. Rub NIA 250 100 1 NIA
Sibirtelecom 2009 Novosibirsk 124 min. Rub 900 300 70 15 3
General DataComm 2009 | St. Petersburg $5 min 2000 500 NIA NIA NIA
Komkor (Acad Telecom) | 2009 Moscow 400 min. Rub NIA NIA 140 NIA NIA
Dataline 2009 | MR Koo NCA + 217.5 min. NIA 2700 800 7 2
Dataline 2009 '\égﬁgfa“;; NCA + 122 min. Rub 1855 900 360 4 2
[T-park 2009 Kazan 3500 1000 294 5 3
Megafone (Synterra) 2009 Kazan 100 min. Rub 229,5 170 48 0,5 NIA
PiN Telecom 2009 | St. Petersburg 18 min. Rub 200 NIA 38 NIA NIA
ISG 2009 140 min. Rub 700 NIA 150 3 NIA
Trastinfo 2009 Moscow NCA + 176 min. Rub 3000 1600 800 6,4 NIA
OKB Progress 2009 Moscow NCA + 4 bin. Rub 480 480 100 NIA NIA
Infobox 2009 NCA +7.9 min. Rub NIA 600 NIA 25 NIA
Selektel 2009 Moscow 4.5-5min. US$ 500 300 80 NIA 2
Uralsvyazinform 2009 Ekaterinburg 300 min. Rub NIA 432 250 NIA NIA
Dataplanet 2009 Zelenograd NCA +9.8 min. Rub 170 160 40 0,3 NIA
Raduga -2 2009 | St. Petersburg NCA + 2.2 min. Rub NIA 60 20 NIA NIA
Rostelecom 2008 Ekaterinburg 10 min. Rub 155 100 36 NIA NIA
Troika Dialog 2008 Moscow $10 min 200 NIA NIA 05 NIA
Peter-Service 2008 $20 min 480 480 50 0,3 3
OBIT 2008 | St Petersburg | NCA+10.1 min. Rub 400 300 120 NIA 3
Selektel 2008 | St Petersburg | NCA +69.5 min. Rub 1500 700 200 2 2
YUTK 2008 320 min. Rub 1000 300 NIA 1,5 NIA
M1, Stack 2007 Moscow $15min 2500 NIA NIA NIA NIA
Tehnogorod 2007 Moscow NCA + 10 min. Rub 1500 NIA NIA 1 3
Karavan 2008 Moscow $7 min 1000 NIA NIA 2 NIA
Ixcellerate 2008 NIA 15000 6200 NIA NIA NIA
Zelenograd 2008 Zelenograd 3 bin. Rub 16000 14000 1215 21 3
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In some projects, the abbreviation NCA is seen in
the column “project cost”. This means that the project
cost has not been revealed by the company, but when
analyzing the data from the SPARK-Interfax system,
an increase in value of the noncurrent assets (NCA) to
include the specified amount can be found when con-
structing the data processing centers.

After collecting data on DPC construction projects, a
procedure of adjusting them to a single currency (in our
case the US dollar was selected) and prices of one year
(2013 was selected) was carried out. This has been done
using the price index for engines and equipment used in
construction.

Unfortunately, in some cases data on projects was in-
complete: for example, with the known cost of the con-
struction and area of engineering sites, the number of
racks was unknown. In such cases correlations identi-
fied in market research [8] and presented in Table 3 were
used for data recovery.

Table 3.
DPC market dynamics
in 2011-2016

‘ 2011 ‘ 2012 ‘ 2013 ‘ 2014 ‘ 2015 ‘ 2016

Racks, ‘000 units | 159 | 18.7 | 23.1 28.7 345
Area, ‘000 sq.m. | 528 | 626 | 84.6 | 103.7 | 121.8 | 146.8

Sq. m. / rack 3.3 3.3 3.7 3.6 3.5 3.5

22

After processing, the original sample regression mod-
els were constructed with breakdown across DPC con-
struction projects in Moscow and in the regions.

A planned DPC surface area (S) and planned number
of racks (N) were selected as independent variables.

Capital costs (CAPEX) across all projects in Russia
are determined by the following correlations:

1. CAPEX = —2856583 + 22136-S (in which case
R2?=0.72; P-value for the coefficient of variable S is
4.7E-11. P-value of free constant is 0.76). Low P-value
for the coefficient at variable S makes it possible to
predictably say that the construction cost of one square
meter (with a root-mean-square error of 2 339 dollars)
is in the range between 19 797 and 24 475 dollars. This
agrees with the expert assessments of 15—25,000 dol-
lars [10].

2. CAPEX = —3375063 + 78751 -N (in which case
R? = 0.8; P-value for the coefficient of variable N is
2.03E-13, P-value of free constant is 0.67). With a
root-mean-square error of the coefficient at N=, the
construction cost in terms of a rack is in the range from
71 994 to 85 508 dollars. Therefore, the obtained con-
struction cost of one rack is approximately 3.5 times
higher than the construction cost of one square meter
of DPC. This more or less equals the correlation ob-
tained from marketing research.

To refine the cost, separate regression models depend-
ing on DPC location can be constructed:

4+ Moscow: CAPEX Moscow = —2651754 +22612-S
or CAPEX_ Moscow = —3315038 + 73616-N;

4 Regions: CAPEX Regions = —8077885 + 26586-S
or CAPEX_ Regions =—6171183 + 95935-N.

Summarizing the construction of regressional
relationships and comparing the calculation results by a
model with real data, one may conclude that the model
rather suitably describes real data. Deviations of the es-
timated data from the averaged data for all selection of
values are shown in Table 4.

Table 4.
Geographical segmentation DPC construction cost
DPC location ‘ Moscow ‘ Regions ‘ Russia
Average cost of building 1 sq.m (aggregate CAPEX of sample / aggregate S) 19 686 22 890 22 291
Average cost of building 1 rack (aggregate CAPEX of sample / aggregate N) 62 080 85400 80 407
Unit cost of building 1 sg.m (regression) 22 612 26 586 22136
Unit cost of building 1 rack (regression) 73616 95935 78 751

Confidence interval — cost of building 1 sq.m (regression)

17 388 — 27 836 24153 -29019 19797 - 24 475

Confidence interval — cost of building 1 rack (regression)

59201 - 88 031 93 366 — 98 502 71994 — 85 508

Average surface area of DPC 1583 1041 1258
Average number of DPC racks 509 242 349
Deviation of construction cost of 1 sq.m 13% 14% -1%
Deviation of construction cost of 1 rack 16% 1% -2%
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A very interesting pattern can be derived from this ta-
ble: the cost of DPC construction per 1 sq.m (or 1 rack)
in Moscow is lower than in the regions by approximately
20%. This can be explained by the fact that the dimen-
sions of a statistically average Moscow DPC exceed
the dimensions of regional DPC by 80%, and with the
project scaling-up the unit cost significantly goes down
for each new rack or square meter.

These correlations can be used in evaluating the cost
in the initial construction phase, and in the cost estima-
tion for further development of the DPC, if it is foreseen.

Due to insufficient representativeness of the sample, it
turned out to be impossible to include such parameters
as Tier level and build time for the center in the regres-
sion model.

The impact of Tier level on the price of 1 sq.m can be
taken into account by multiplying the CAPEX value on
correction factor K, the values for which were obtained
based on Table I

Kt = 0.8 for level Tier 2; Kt = 1 for level Tier 3;
KTt = 1.8 for level Tier 4.

To take into account the price dynamics over time,
the research results presented in paper [11] can be used.
These show that the construction cost of 1 sq.m increas-
es by approximately 30% per year.

Thus, the DPC construction cost in year G is deter-
mined by the ratio:

CAPEX_,= CAPEX-KT-1.3(G2019),

3. Breakdown of DPC maintenance costs

Operating costs for DPC maintenance can be divided
into five main groups:

1. Payment for power consumption. In calculating this
parameter, one should rely not only on the value of kWh
consumed by racks, but take into account the power
consumption structure.

2. Rent of premises. This parameter depends heavily
on the geographical location of the DPC and vary with
time.

3. The payroll budget can depend heavily on the
processing centers, irrespective of the level of reliability,
on the basis of the operation continuity requirements.

4. Maintenance. The maintenance cost is determined
by the composition of the systems used.

5. Other costs: appreciation of equipment, processing
center insurance, etc.

Considering the research results of various companies,
significant differences in the structure of operating costs

of Russian and foreign processing centers should be not-
ed. In particular, the Russian market is characterized by
distribution of costs [1, 12, 13] presented in Table 5.

Table 5.
Structure of cost of Russian DPC composition

| Krok | I:’aot;' | CNews | I::::iu“:
for elgt?t¥{2§|n[t)ower 42% 25% 25% 42%
Rent of premises 9% 24% 20% 16%
Payroll budget 36% 40% 40% 35%
Maintenance 5% 11% - 7%
Other costs 8% - 15% 7%

American companies use a different structure of op-
erating costs [9]. The difference is due to a different
approach to clustering of costs subgroups among all
operating costs, as well as the specifics of the Russian
economy, in particular the wage gap, power cost and so
on. Nevertheless, in all research the DPC maintenance
cost includes expenses involved in electrical power (av-
erage 30%) and rent of premises. Typically, DPC main-
tenance cost also includes personnel costs and main-
tenance costs. Further articles of expense items for the
processing center operation can differ widely.

The operating costs can be derived from the capital
costs at the expense of such a key indicator as the DPC
power, and subsequently based on the DPC power and
power consumption costs.

From analysis of the power consumption structure in
various centers [9, 12], it is apparent that the IT equip-
ment used consumes about half of the power used by the
data processing center. This means that all DPC racks
consume power, and their cost is approximately 15% of
all operating costs. At the moment, most DPC suse 5 kW
racks for 42U, but the cost of 1 kWh of power in different
regions differs widely.

Thus, let us assume that the operating costs are di-
vided into five groups, each of which contributes to the
overall cost:

1. Payment for power consumption (~ 30-35%).
2. Rent of premises (~ 15-20%).

3. Payroll budget (~ 25-30%).

4. Maintenance (~ 10-15%).

5. Other costs: appreciation of equipment, insurance,
etc. (~ 10-15%).

To estimate the value of the operating costs, you can
use a regression model. Before we start developing it, we
have to highlight the main principles used to estimate

BUSINESS INFORMATICS No. 2(36) — 2016
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these costs. Let us consider DPC power as a central vari-
able for calculation, because:

4 it can be quite accurately determined from the ini-
tially claimed technical characteristics (in particular,
number of racks and DPC surface area)

4 costs associated with the payment for electric power
are the most notable group of the operating costs.

Thus, let us introduce new variables to generate regres-
sion enabling us to estimate the structure of the operating
costs:

<> OPEX — operating costs within a year, dollar

<> M — DPC power, mW

<> ¢ — electrical power cost, doll./kW/h (different for
each region of Russia).

Let us consider the relationship between the power of
the processing center and its characteristics, having con-
structed appropriate regressions:

oM =-0.17797 + 0.01192-N (R? = 0.93, P-value for
the coefficient at N is 6.61E-16);

o M = 0.24135 + 0.002671-S (R? = 0.66, P-value for
the coefficient at S is 2.28E-07).

It is interesting that the specific power of each addi-
tional rack in DPC became 11.9 kW. Considering the
fact that in the power consumption structure in-house
equipment uses about 50% of all power, a generic rack in

42U has a power of 5 kW. This confirms the suitability of
the data obtained.

As is clear from the regressions obtained, it is better to
use the number of racks to assess the power. In assess-
ing capital costs, it was proposed to build separate re-
gressions for Moscow, the regions and Russia as a whole.
In this case, it is inexpedient because such a key index
(except for DPC power), as the cost of electrical pow-
er is significantly different for each Russian region and
should be chosen separately.

In summary, proceeding from the previous analysis
of the operating cost structure (about 30% OPEX is ac-
counted for by electric power), the assessment can be
conducted by the following formula:

OPEX = M-[365 days]-[24 hours]-e/0.3 or
OPEX = (—0.17797 + 0.01192-N)-29200-¢/0,3
OPEX = (0.24135 + 0.002671-S)-29200-¢/0.3.

Conclusion

Obyviously, all data processing centers differ from each
other. Thus, there is no multipurpose tool which could
exactly calculate money flows. The proposed procedure
makes it possible with appropriate accuracy to estimate
the characteristics of data processing center develop-
ment projects. B
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AHHOTALUA

B coBpemeHHBIX yclnoBUSX HabmomaeTcsa pocT cmpoca Ha ycayru MT-ayrcopcuHra, 4tro BiedeT 3a cO0O0it
aKTUBU3AIMIO TIPOLIECCOB MPOCKTUPOBAHUSI U CTPOUTENILCTBA LIEHTPOB 00padoTku maHHbIX (LIO/). IMockonbky
O/ mpencraBisieT co0Oil CIOXHYIO M JTOPOTOCTOSIIYIO CHUCTEMY, BO3HMKAeT 3amadya 0OOCHOBAHHOTO BEIOOpaA
Oymyllero mpoekTa Ha OCHOBE TMoKa3aTeliell OLIeHKU 3aTpaT, KOTOpPble MOTYT BOBHUKHYTb Ha 3Tare NpOoeKTUPOBaHUS
M 9KCIUTyaTalMy LEHTPOB 00pabOTKM JaHHBIX.

B paGote aHanM3MpyeTCss OMUH M3 BO3MOXHBIX KOMIUIEKCOB ITOKa3aTeslell Ul OLIEHKU 3aTpaT Ha CO3MaHue U
SKCIUTyaTallMIO LIEHTPOB 00pabOTKM HaHHBIX. B mpolecce aHamM3a BBISBIECHBI OCHOBHBIE TPYIIIbI KAITMTAIbHBIX
3arpar npu cozgaHuu LIOJl, xkoTopble He B MOJHOM Mepe YYUTHIBAJIUCh MPU OLIEHKE CYMMapHOro o0ObeMa
KaIlMTaJbHBIX BJIOXKECHUI MO paHee TpemjiaraéMbIM METOOUMKaM. B cTaThe MpemioXeHBl PerpecCMOHHBIC MOIECIHN
OLICHKU IIPOEKTa CTPOUTEIbCTBA LIEHTpa 00pabOTKHM I10 IBYM IToKazaTesiM. [IpeutokeHO OLieHUBATh KalluTaabHbIe
3aTpaThl B 3aBUCHUMOCTH OT IIPOEKTUPYEMOM TUIOMIAAN TEXHWMIECKUX IUIOIIANOK U OT MPOEKTUPYEMOTO KOIMYeCTBa
croek cepBepoB. Ha ocHOBe pa3paboTaHHBIX MOMENE MPOBENEH aHAIW3 CTPOMUTEIbHBIX IUIOIIAHOK LIEHTPOB
00paboTKM JaHHBIX, KOTOPBI MOKa3ajl aIeKBaTHOCTh MOJIEIM PeabHbIM TaHHBIM. BB ycTaHOBJIEHBI OCHOBHBIC
IPYIIIBI ONEepPalMOHHBIX 3aTpaT Ha comepxanue IO u mpemjioXeHa perpecCMOHHAasi MOAENIb WX oleHKu. Ha
OCHOBE PErpeCCMOHHOrO YpaBHEHUsI MpeIaraeTcsl PacCYUTHIBATh MOIITHOCTD LIEHTPpa 00pa0OTKHU B 3aBUCUMOCTH OT
IO TEXHUUECKOU TUTOTIIAIKY WU KOJTMIEeCTBA CTOEK cepBepoB. CTOMMOCTH SKCIUTyaTalluy IIeHTpa 06paboTKu
MAHHBIX OIPENe/IsSIeTCs, UCXOOsd M3 BEIUYMHBI MOIIMHOCTU. AHAIM3 MHOOPMAIMU O CTOMMOCTM 3KCIUIyaTalluu
Pa3IMYHBIX IEHTPOB 00Pa0OTKM JaHHBIX JOCTATOYHO XOPOIIIO COITACYETCSI ¢ pacyeTaMu, MOJTYIEHHBIMUA Ha OCHOBE
pa3paboTaHHO MOIEIN.

IpenoxeHHBIE MOAEIU MO3BOJISTIOT C MPUEMJIEMON TOYHOCTBIO OLIEHUTh XapaKTePUCTUKY TIPOEKTa CO3MAHUS 1
MOCJIENYIOEel SKCIUTyaTalluy [IeHTpa 00pabOTKY TaHHBIX.

KiroueBbie ciioBa: LIeHTp 00pabOTKH TAHHBIX, PErPECCUOHHASI MOJIE/b, CTPOUTEILCTBO, PEMTPE3CHTATUBHOCTH BBIOOPKHU,
CTPYKTYpa 3aTpar, OlepalMOHHbIE 3aTPAThl, KAIIMTAILHBIE 3aTPATHL.

IMuruposanme: Pirogova L.A., Grekoul V.I., Poklonov B.E. Estimated aggregate cost of ownership of a data processing
center // Business Informatics. 2016. No. 2 (36). P. 32—40. DOI: 10.17323/1998-0663.2016.2.32.40.
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