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(consumers), T (products) and S (sellers and 
manufacturers) in the target market interesting 
for the company and defines relations between 
elements of this knowledge. In particular, the 
formation of the taxonomy of a set S is also called 
the procedure of mapping the business commu-
nity � � �� ��� � = � �  (Yakovlev A.V., 2010, 2011, 
2011a). Today there are several software products, 
such as MindManager, FreeMind, VUE, allowing 
to build the taxonomy in the form of so-called 
“Cognitive maps”.

After such description is generated, it is trans-
ferred to an input of the tool of specialized search. 
This tool performs extraction from Internet space 
only those references to information resources 
which enter into «a world picture» of analyst of 
the company, formalized by them in the form of 
taxonomy. The received set of references enters 
to the tool of annotation of texts which forms 
annotations of information resources. These An-
notations represent the prepared sets of the text 
and numerical data which then move on an input 
of the tool of revealing of regularities (Data mining 
and Text Mining) (Naidenova, X.A., & Yakovlev, 
A.V., 2009, Naidenova X.A., et al, 2004). Thus, it 
is formed the consecutive set of filters purposefully 
“cleaning” the information from unnecessary data 
and moves already “cleaned” data on for reveal-
ing of regularities.

The implementation of this approach requires 
the company’s expenditures for development and 
configuration of the corresponding tools of busi-
ness intelligence.

However, competent use of the resultant toolkit 
allows the company to analyze those areas of an 
external content which previously weren’t even 
considered as a competitive advantage. Result is 
the increase of the efficiency of the business pro-
cesses of marketing and sales and, as consequence, 
increasing the company’s marginal profit, i. e., the 
improvement of the solution of (5).

4. APPLICATION OF BUSINESS 
INTELLIGENCE IN THE FORMATION 
OF PRODUCT RANGE OF A RETAIL 
NETWORK (BUSINESS PROCESS 
MERCANTILE LOGISTICS)

Used Terms

Stock keeping unit (abbr. SKU), a number or code 
used to identify each unique product or item for 
sale (unit of one product group; products in one 
type of packaging; a set of products that are sold 
together; services; any entity that submitted for 
payment) in a warehouse management. SKU is 
also widely used in a data management of the 

Figure 10. Procedure of consecutive and purposeful revealing the regularities from the Internet
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trading companies, allowing operating product 
presence, both in warehouses and in retail outlets.

Product range is a full list of all stock keeping 
units confirmed for sale in a specific store for the 
certain period of time, taking into account require-
ments of the assortment policy of company and 
features of the format and location of the store 
(Buzukova E.A., 2011).

Problem Statement

Suppose a company has a distribution network 
that sells N SKU. Each of commodity positions 
SKUi ( , )i N= 1  passes the way from the sup-
plier to point of storage (warehouse) or to point 
of sale which realizes these commodity positions 
to end consumers. There are four sets of objects 
linked by relationships by means of SKU: sup-
pliers, storage facilities, points of sale (stores), 
and the end consumers. A business process that 
connects all four sets of objects (suppliers, points 
of storage (warehouses), points of sale (stores), 
the end consumers) for the purpose of obtaining 
profit, is called as mercantile logistics (Figure 
11).

The most difficult and, simultaneously, the 
most critical from the point of view of profit, is 
the stage of this business process associated with 

the conversion SKU’s in consumer properties of 
a products. This stage is also called the formation 
of product range of a retail network.

The formation of product range of trading net-
work is directly connected with the optimization 
of list of SKU, located in each store. The good 
product range should correspond to clients of 
store, to be balanced under their needs. Otherwise, 
the goods in the stores not sold, the company’s 
resources “frozen” in the products and the com-
pany loses money.

Thus, there is a task of formation of the good 
product range for stores of a retail network bal-
anced under needs of consumers. Otherwise this 
problem can be formulated as the problem of 
optimizing a set of consumer properties sold to 
consumers in a particular region in specific season.

The decision of this task is connected with 
the creation of system of converting of needs 
and psychological expectations of consumers 
(depending on properties of the goods, from the 
assortment of store, region, season, day of week, 
hour) to values of concrete SKU’s which should 
be in concrete store. On Figure 12 such system 
of converting is presented in the form of cyclic 
algorithm.

The application of this algorithm is entirely 
based on the use of information files of the com-

Figure 11. The fragment of the scheme of business process of mercantile logistics
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pany and business intelligence tools. Before the 
beginning of its work it is supposed that the com-
pany already has product range and there is the 
task to improve this product range. It is also as-
sumed that there is a history of buying of custom-
ers of trade network. If the company only enters 
the market and such data are not collected yet, 
they are formed by an expert way in the block 1.

The block 1 forms the base product range of a 
retail network. For this purpose data warehouses of 
the company (segment of department of logistics) 
are analyzed with the assistance as the experts 
of brands-managers, heads of points of sales and 
consultants on the psychology of consumers. 
SKU’s with similar consumer characteristics 
are combined into the “product categories”, and 
product categories are combined into the “prod-
uct groups”. In addition, for each product group 
and product category, the descriptions of fields 
of their consumer properties are defined. Also 

in the block 1 categorization of stores of a retail 
network is made.

The block 2 analyzes the location of the stores 
or retail network. Such analysis assumes the clas-
sification of stores of a retail network based on 
their spatial locations; forming a set of attributes 
describing their location; calculation of the values 
of these attributes and their analysis in conjunction 
with the results of financial activities of all the 
stores; definition of criteria for identification of 
new stores to the selected classes. In addition to 
Data Warehouse, the data from competitive intel-
ligence and graphical information systems are also 
the important sources of information for analysis.

Research of clients of stores or, more exactly, 
of their purchasing behavior is conducted in the 
block 3 and documented in the Data Warehouse. 
Their socially-demographic distribution, history 
of purchases, structure of consumer’s baskets for 
various categories of consumers are in details stud-
ied. Also variability of categories of consumers 

Figure 12. Algorithm of formation of product range of a retail network
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and their preferences depending on social factors, 
including the rates of development of a particular 
area or region is studied.

In the block 4, the product range for each 
class of stores is formed on the basis of results of 
performance of blocks 2 and 3 of the algorithm. 
I.e. the optimization of a set of sold consumer 
properties in according with consumers of con-
crete region is made. Each such product range 
contains optimum values of consumer properties 
for all product groups and categories and the list 
of SKU optimized with respect to them.

In the block 5, there is a definition of seasonal 
peculiarities for each class of stores. As a result, it 
is possible to “improve” product ranges for each 
class of stores taking into account of their seasonal 
(weekly) fluctuations in consumer demand.

After the end of work of blocks 2, 3, 4, and 5, 
the estimation is performed of key indicators of 
the business process of mercantile logistics and 
sales. If the KPI are outside the specified limits, 
then recalculation of parameters of product ranges 
of stores of a retail network is made.

Thus, the implementation of business intelli-
gence solutions to the problem of product range 
formation (in the framework of business process 
of mercantile logistics) allows to improve the 
solution of (5), but already from the point of view 
of reducing transaction costs for companies 
(F min).3 ®

Application of Business 
Intelligence in that Task

Realization of blocks 2-5, from the point of view 
of application of a business intelligence tools, is 
connected with the decision of two tasks:

1. 	 If there are objects and their descriptions 
in terms of their properties (attributes), it 
is necessary to construct classification or 
partition of these objects into homogeneous 
classes such that the classes would contain 
similar objects by their properties, and differ-

ent classes would differ as much as possible 
from each other;

2. 	 If there is the splitting of objects into classes, 
it is necessary to describe these classes from 
the point of view of their properties. The 
properties for each class must allow not only 
describing a generality of objects of class, 
but also to distinguish reliably the classes 
from each other.

The first task is solved by the methods of clus-
tering objects, which are called learning without 
a teacher (unsupervised learning). These methods 
are subdivided into methods of optimization of 
splitting and methods of constructing hierarchical 
classifications based on decision tree inference 
(Quinlan, 1986; Pietrzykowski, & Wojtusiak, 
2008).

The second task is reduced to a task of su-
pervised symbolic machine learning, namely, to 
inferring logical rules from examples or learning 
concepts by examples of object classes (Kotsianti, 
2007). The symbolic methods of machine learning 
work on objects with symbolic, Boolean, integer, 
and categorical attributes. With this point of view, 
these methods can be considered as the methods of 
mining conceptual knowledge or the methods of 
conceptual learning. Conceptual learning (Michal-
ski, 1980; Michalski, & Stepp, 1983; Michalski 
et al., 2006) is a special class of methods based 
on mining and using conceptual knowledge the 
elements of which are objects, attributes (values 
of attributes), classifications (partitions of objects 
into classes), and links between them. These links 
are expressed by the use of implications: «object 
↔ class», «object ↔ property», «values of at-
tributes ↔ class», and «subclass ↔ class». The 
most interesting idea advanced by Fanizzi et al. 
(2008) is about integrating conceptual clustering, 
as an unsupervised learning, with supervised 
learning. With a supervised learning phase, each 
cluster can be assigned with a refined or newly 
constructed intensional definition expressed in 
the adopted language.
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Note that definition of consumer’s basket for 
Consumers of each segment based on the records 
of their purchases also mathematically reduced to 
the task of constructing logical rules. This task is 
considered in practice of machine learning appli-
cation as a task of mining association rules from 
data (Vo, &Le, 2009; Vo, & Le, 2011; Tseng, & 
Lin, 2007; Umarani, & Punithavalli, 2010; Sri-
kant, & Agrawal, 1997). It is important to note 
that all these tasks can be solved by the same 
algorithm which is adjusted to a particular sample 
of data and particular requirements, concerning, 
for example, the number of rules, the number of 
features in rules (descriptions of the classes), the 
number of classes, the degree of rule confidence, 
etc (Naidenova, 1996, 2005, 2009; Naidenova, 
& Polegaeva, 1991; Nadenova, Shagalov, 2009).

Importantly, the business intelligence is de-
veloping. Constantly growing amounts of data, 
complicated and dynamic economic interactions, 
and incorporating unstructured data into analytics 
lead to new challenges of Business Intelligence. 
Contemporary analytical tools involve increas-
ingly complex analyses. However classical Busi-
ness Intelligence solutions, as a rule, do not take 
into account of the meaning of data. Currently 
new Semantic Technologies are advanced focus-
ing on the meaning of data and modeling human 
commonsense reasoning mechanisms. Thus, one 
of semantic techniques applied in BI is the Formal 
Concept Analysis (FCA) (Valtchev, et al., 2004; 
Ganter, & Wille, 1999). It is a key element of new 
hybrid BI system. FCA can be used to guide an 
analyst in discovering new facts which are not 
explicitly modeled in the data warehouse schema. 
The methodologies and a platform that combines 
essential features of Semantic Technologies and 
Business Intelligence are created in the framework 
of the CUBIST project (Eko-Gen, 2007).

CONCLUSION

Management of the company is the difficult 
process connected, first of all, with control and 
coordination of the key and auxiliary business 
processes, ensuring “transparency” to the owners 
and shareholders of corporate governance.

Correct application of information technology 
allows considerably accelerating and reducing the 
price of many standard procedures, entering in 
most business processes of the company. There-
fore they are present practically at each business 
process. The role of information technology in 
combination with business intelligence, from the 
point of view of corporate governance, consists 
in integrating, inside a company, the key and 
auxiliary business processes through a common 
information space and in the correct configuration 
of all interconnected business processes.

At the same time, the business intelligence 
acts as a link between corporate governance and 
business processes of a company. Modern business 
intelligence tools really help to transform of tera-
byte of the “raw” data in a very valuable product, 
which is referred to as the knowledge about the 
real state of the company. Practical application 
of this knowledge allows the executives to make 
qualitative management decisions, to reduce time 
and financial costs for achievement of the business 
goals, thereby raising competitiveness of their 
companies in the market and providing clearness 
of their decisions for shareholders and owners.
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KEY TERMS AND DEFINITIONS

Business Intelligence: A set of technologies 
and processes that use data to understand and 
analyze business (Devenport T. & Harris J., 2010).

Business Process: A stable, deliberate set of 
interrelated activities, which, by a certain technol-
ogy, transforms inputs into outputs of value to the 
consumer (Eliferov, V.G., & Repin, V.V., 2009).

Сompetitive Intelligence: The action of 
defining, gathering, analyzing, and distributing 
intelligence about products, customers, competi-
tors and any aspect of the external environment 
needed to support executives and managers in 
making strategic decisions for an organization.

Corporate Governance: The system by which 
companies are directed and controlled (Cadberry 
Report, 1992).

Formation of Product Range of a Retail Net-
work: The stage of business process mercantile 
logistics associated with the conversion SKU’s 
in consumer properties of a products for entire 
product range of a retail network.
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Market Niche: A segment of product market 
which is partially free from a competition and 
with high probability guarantees the companies 
financial success.

Marketing: The activity, set of institutions, 
and processes for creating, communicating, 
delivering, and exchanging offerings that have 
value for customers, clients, partners, and society 
at large (Definition of Marketing from American 
Marketing Association, 2007).

Mercantile Logistics:A business process 
that connects for the purpose of reception of 

profit four sets of objects: suppliers, points of 
storage (warehouses), points of sale (stores), end 
consumers.

Product Range: A full list of all stock keeping 
units (SKU) confirmed for sale in a specific store 
for the certain period of time, taking into account 
requirements of the assortment policy of company 
and features of the format and location of the store.

Sales Process: A defined series of steps you 
follow as you guide prospects from initial contact 
to purchase. (Strategic Marketing Process eBook, 
2011).
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