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Introduction

The interest in problems of general choice theory can be explained by the fact that many
problems of applied mathematics and control theory boil down to choosing the «best»
alternatives, in some sense, from a given set.

The choice problem can be formally defined as follows [1]. Let A be a finite set of
alternatives, |A|>2. Any subset Xe2" may be presented for choice; it is called a presentation.
Denote by C(:) a choice function that performs the mapping 2*->2" with the restriction C(X) € X
for any Xe2”. A choice consists in the selection according to some rule from some presentation X
of the non-empty subset of alternatives Y € X (non-empty subset of «best» alternatives).

The simplest example of the choice problem is the choice on one criterion. In that case,
some constraints are set and the choice consists in minimization or maximization of a given
criterion under these constraints. Thus, the choice of alternatives is accomplished on pre-defined
optimality criterion with the use of some extremization procedure.

However, most real-life choice problems usually deal with multiple criteria. Currently,
there are many methods of transforming multi-criteria optimization problem into a single
criterion optimization problem but, unfortunately, these methods cannot always be applied. For
instance, some criteria may conflict with others, and in that case, the choice problem lies in
providing a compromise set of alternatives, so the end-user can choose the most appropriate of
them.

There are a lot of different multi-criteria choice procedures that allow to choose and rank
alternatives from the initial set. All these choice procedures can be divided into 5 following
groups [1-9]:

1. Scoring rules;

2. Rules, using majority relation;

3. Rules, using value function;

4. Rules, using tournament matrix;

5. g-Paretian rules,
from which we consider only first 4 groups.

The change of presentation, a set of criteria or criterial values of some alternatives can
affect the final choice. Consequently, there is a need for more detailed study of existing choice
procedures and for understanding which of them can be used in a particular case.

In this paper we consider the situation when criterial estimates of alternatives are
presented in the form of rankings. We focus on the study of the properties of different multi-
criteria choice procedures in order to define which normative conditions are satisfied for the
given choice procedures. The paper is divided into several sections. First, the description of
different choice procedures is given. Second, normative conditions are presented. Finally, we
study the properties of choice procedures and give a theorem that shows how stable and sensible
Is a set of alternatives obtained after applying some choice procedure.



A description of choice procedures
In Table 1 we provide a list of multi-criteria choice procedures which are studied in this
work.

Table 1. A list of studied choice procedures
Ne Choice procedure Type of choice procedure
The simple majority rule
The plurality rule

The inverse plurality rule
The g-Approval rule

The run-off procedure
The Hare rule (the Ware procedure) Scoring rules
The Borda rule

The Black procedure

The inverse Borda rule
The Nanson rule

The Coombs procedure
Minimal dominant set
Minimal undominated set
Minimal weakly stable set
The Fishburn rule
Uncovered set | Rules, using majority
Uncovered set 11 relation

The Richelson rule
The Condorcet winner
The core

k-stable set

The threshold rule
The Copeland rule 1
The Copeland rule 2 Rules, using value function
The Copeland rule 3
The super-threshold rule

The minimax procedure Rules, using tournament
The Simpson procedure matrix
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Let us give a definition of the rules provided in Table 1.

Definition 1 [10]. The relation P is called

e the partial order if P is irreflexive (Vx € A (x,x) ¢ P) and transitive (Vx,y,z € A
xPy and yPz = xPz);,

e the weak order if P is a partial order satisfying the condition for negative transitivity
(Vx,y,z€ A(x,y) ¢ Pand (y,z) ¢ P = (x,z) € P); and

e the linear order if P is a connected (Vx,y € A x # y = xPy or yPx) weak order.



Definition 2 [11]. A set of binary relations (Py, ..., B,) is called a preference profile and is
denoted as P or {P}™.

Let us denote a set of profiles consisting of linear orders as . Obviously, if the number
of alternatives of the set A is equal to m, i.e., |[A| = m, then |P| = (m!)™. We also introduce the
notion of the contraction of the profile PontoasetX C A.

Definition 3 [10]. A contraction of the profile Pontoaset XS A, X £ 0, is a profile
Py = (P,/X, ...,P,/X), where P,/X = P, n (X X X).

Denote by C(ﬁX,X) a choice function which is a mapping of preference profile ﬁX on the
set of alternatives, i.e., C: P x 24 — 24, that satisfies the condition C(ﬁX,X) c X for any Xe2".
The g-Approval rule and the k-stable set which are described below also depend on parameters g
and k. We denote these choice procedures by C(Py, X, q) and C(Px, X, k), respectively.

Definition 4 [1].
a) Majority relation is a binary relation p which is constructed as
xpy < card{i € N|xP;y} > card{i € N|yP;x}.
b) A directed graph of majority relation u is called a majority graph.
Definition 5 [10].
a) Upper contour set of an alternative x for a given profile P is the set D (x, P) such that
D(x,P) = {y € A| yux}.
b) Lower contour set of x for a given profile P is the set L(x, ﬁ) such that
L(x,P) = {y € A| xuy}.
In this paper we consider criterial scales of a special type according to which all

alternatives are arranged in n linear orders P;. Let us now describe different multi-criteria choice
procedures which are used in this case [1-9].

1. The simple majority rule
Choose alternatives that have been admitted to be the best by 50% + 1 criteria, i.e.,

- - 1 - 1 -
aeC(PyX) = [n+(a, Py) >~ Srexn* (3, Py) = |PX|],
where n*(a, ﬁx) = card{i € N | Vy € X\{a}: aP;y}.
Example. Let X = {a, b, ¢, d} and the profile I3X is the following

P, P, P;3 P, Ps Ps P, Pg
a a a b b d d d

b b c c ¢ ¢ b b
c c d a a b ¢ ¢
d d b d d a a a

In this example n+(a, ﬁx) = 3, n+(b,l3x) =2, n+(c, ﬁX) =0, n+(d, I3X) =3, and
|Py| = Sxexnt(x, Py) = 8. Since Ax € X:n*(x, Py) > 4, the choice isempty, i.e., C(Py, X) = 9.



2. The plurality rule
Choose alternatives that have been admitted to be the best by the maximum number of
criteria, i.e.,
ae€ C(ﬁX,X) = [Vx € X: n+(a, I3X) > n+(x,I3)X)],
where n*(a, I3X) = card{i € N | Vy € X\{a}: aP;y}.

Consider the previous example. n*(a,Py)=3, n*(bPy) =2, n*(c,Py)=0,
n+(d, ﬁx) = 3. According to the plurality rule the alternatives a and d will be chosen, i.e.,
C(Py, X) = {a,d}.

3. The inverse plurality rule
The alternative, which is regarded as the worst by the minimum number of criteria, is
chosen, i.e.,
ae€ C(ﬁX,X) s [Vx € X: n‘(a,ﬁx) < n"(x,ﬁx)],
where n™(a, ﬁx) = card{i € N | Vy € X\{a}: yP;a}.

Consider the previous example. n=(a,Py) =3, n (bPy) =1, n (¢, Py)=0,
n‘(d, ﬁx) = 4. According to the inverse plurality rule the alternative ¢ will be chosen, i.e.,
C(Py, X) = {c}.

4. The g-Approval Rule
Let us define
n*(a, Py, q) = card{i € N | card{y € X|yP;a} < q — 1},
where n+(a, 13X, q) is the number of criteria for which the alternative a is placed on one of g first
places in the ordering of alternatives. Thus, if g=1, then a is the first best alternative for
criterion i; if =2, then a is either first best or second best alternative, etc. The integer q can be
called as the degree of the choice procedure.
Now we can define the g-Approval rule:
aeE C(ﬁX,X,q) = [Vx €X: n+(a,1_5x, q) > n+(x, ﬁx,q)],
I.e., the alternatives are chosen that have been admitted to be among q best alternatives by the
maximum number of criteria.
It can be easily seen that the g-Approval rule is a direct generalization of the plurality
rule; for the latter g =1.

Consider the previous example. Let us calculate the value n*(x, Py, q) for each x € X
depending on parameter value g.

q n+(a, ﬁX, q) n+(b, ﬁX, q) n+(c, ﬁX, q) nt (d, ﬁX, q) C(ﬁX, X, q)
g=1 3 2 0 3 {a,d}
q=2 3 6 4 3 {b}
g=3 5 7 8 4 {c}
g=4 8 8 8 8 {a,b,c,d}




5. The run-off procedure

First, the simple majority rule is used. If a winner exists, the procedure stops. Otherwise,
two alternatives that have been admitted to be the best by the maximum number of criteria are
taken. Assuming that preferences about these two alternatives do not change, again the simple
majority rule is applied. Since alternatives are arranged in n linear orders, single winner (if n is
odd) always exists.

Consider the previous example. First, the simple majority rule is used. As it was mentioned
before, according to the simple majority rule the choice is empty. In that case the alternatives a
and d are taken for the next stage of the procedure. Consider now the set X' = {a,d} and the

profile P, that looks as
P, P, Ps Py Py Py P; Pg

a a a a a d d d
d d d d d a a a

According to the simple majority rule n*(a,Py) =5, n*(d,Py) =3, |Py|=8.
Consequently, the alternative a will be chosen, i.e., C(ﬁX, X) = C(ﬁX,,X’) = {al.

6. The Hare procedure (the Ware procedure)

The Hare procedure (also known as the Ware procedure [4]) is a modification of a single
transferable vote system for the case when there is a need to choose a single alternative that have
been admitted to be the best by 50% + 1 criteria.

First, the simple majority rule is used. If a winner exists, the procedure stops. Otherwise,
the alternative x that have been admitted to be the best by the minimum number of criteria is

omitted. Then the procedure again applied to the narrowed set X’ = X\{x} and the profile ﬁXf.
The procedure stops when an alternative that has been admitted to be the best by 50% + 1 criteria
is found.

Consider the previous example. First, the simple majority rule is used. According to it the
choice is empty. In that case, the alternatives b and c are omitted for the next stage of the
procedure, as they are admitted to be the best by the minimum number of criteria. Consider now

the set X' = {a, d} and the profile P, that looks as
PL P, P3 P, Ps Ps P; Pg

a a a a a d d d
d d d d d a a a

For this case n*(a,Py/) =5, n*(d, Py/) = 3 and |Py/| = 8. According to the simple
majority rule the alternative a will be chosen, i.e., C(Py, X) = {a}.

7. The Borda rule

Put to each x € X into correspondence a number rl-(x, ﬁX) which is equal to the
cardinality of the lower contour set of x in P; € I3X, ie., rl-(x, ﬁx) = |{b € X: xP;b}|. The sum of
that numbers over all i e N is called the Borda count for the alternative X,

r(x, ﬁX) =YL in(x ﬁx)



An alternative with the maximum Borda count is chosen, i.e.,
a € C(Py,X) & [vb € X:1(a,Py) = r(b, Py)].
Consider the previous example. r(a, Py) = 11, r(b, Py) = 15, r(c,Py) = 12, r(d, Py) =
10. Thus, C(Py, X) = {b}.

8. The Condorcet winner

The Condorcet winner C(ﬁX, X) in the profile ﬁX is an alternative that dominates all other
alternatives via majority relation u (constructed according to the profile), i.e.,

C(ﬁX,X) = [a € X|Vx € X\{a}, aux].

Consider the previous example. Since aud, bua, buc, cua, cud, i.e., there is no alternative
that dominates all other alternatives via majority relation w, the Condorcet winner does not exist.

Thus, C(Py, X) = .

9. The Black procedure
If the Condorcet winner exists, it is to be chosen. Otherwise, the Borda rule is applied.

Consider the previous example. Since there is no Condorcet winner, the Borda rule is
applied. As it was shown before, the alternative b will be chosen, i.e., C(Py, X) = {b}.

10. The inverse Borda procedure

The inverse Borda procedure was proposed by J.M. Baldwin [4], so it is also known as
the Baldwin procedure.

For each alternative the Borda count is calculated and the alternative with the minimum

Borda count is omitted. Then Borda counts are re-calculated for the profile ﬁxr, X' = X\{x}, and
the procedure is repeated until the choice is found.

Consider the previous example. r(a, Py) = 11, r(b, Py) = 15, r(c, Py) = 12, v(d, Py) =

10. According to the inverse Borda procedure the alternative d is omitted on the first stage.
Consider now the set X' = {a, b, c} and the profile ﬁxf that looks as
P, P, P3 Py Ps Ps P; Pg
a a a b b ¢ b b

b b ¢ ¢ ¢ b ¢ ¢
c ¢ b a a a a a

Let us calculate the Borda count for each alternative x € X': r(a, ﬁX/) =6, r(b,ﬁX,) =

11, r(c, Pyr) = 7. According to the inverse Borda procedure the alternative a is omitted on the
second stage. Consider now the set X'" = {b, c} and the profile B, that looks as

P, P, Ps Py, Ps Ps P; Ps

b b ¢ b b ¢ b b

c ¢ b ¢ ¢ b ¢ ¢




The Bordacount for each alternative x € X"’ is the following: r(b, ﬁxu) = 6, r(c, ﬁxu) = 2.
According to the inverse Borda procedure the alternative c is omitted and the alternative b will be
chosen. Thus, C(Py, X) = {b}.

11. The Nanson procedure
For each alternative the Borda count is calculated. Then the average Borda count is
calculated,

Yixex r(x, ﬁx)

f(ﬁX,X): |X| y

and alternatives are omitted for which the Borda count is less or equal than the mean value. Then
the set X' = X\{Y} is considered, where Y c X is a set of alternatives with the Borda count that

is less or equal than the average value, and the procedure is applied to the profile I3Xr. Such
procedure is repeated until all remaining alternatives will have the same Borda count.

Consider the previous example. r(a, Py) = 11, r(b, Py) = 15, r(c, Py) = 13, 7(d, Py) =
10, f(ﬁX,X) = 12. According to the Nanson procedure the alternatives a and d are omitted.
Consider now the set X’ = {b, c} and the profile B, that looks as
P. P, Ps Py Ps Pg P; Pg

b b ¢ b b ¢ b b
c ¢ b ¢ ¢ b ¢ ¢

Let us calculate the Borda count for each alternative x € X': (b, Py/) = 6, 7(c, Pyr) = 2,

f(ﬁX,,X ’) = 4. According to the Nanson procedure the alternative c is omitted and, consequently,
the alternative b will be chosen. Thus, C(Py, X) = {b}.

12. The Coombs procedure

First, the simple majority rule is used. If a winner exists, the procedure stops. Otherwise,
the alternative x that have been admitted to be the worst by the maximum number of criteria is
omitted. Then the procedure again applied to the narrowed set X’ = X\{x} and the profile ﬁX:.
The procedure stops when an alternative that have been admitted to be the best by 50% + 1
criteria is found.

It is necessary to note the difference between the Coombs procedure and the Hare
procedure. In the Coombs procedure we eliminate alternatives that have been admitted to be the
worst by the maximum number of criteria while in the Hare procedure we eliminate alternatives
that have been admitted to be the best by the minimum number of criteria.

Consider the previous example. As it was mentioned before, according to the simple
majority rule the choice is empty. In that case, we eliminate alternatives that have been admitted

to be the worst by the maximum number of criteria. Since n~(a, Py) = 3, n~(b,Py) = 1,
n~(c,Py) = 0,n~(d, Py) = 4, the alternative d is omitted on the first stage of the rule. Consider
now the set X’ = {a, b, c} and the profile I3Xf that looks as



PL P, P3 P, Ps Ps P; Pg
a a a b b ¢ b b
b b ¢ ¢ ¢ b ¢ ¢
c c b a a a a a

According to the simple majority rule the choice is empty. Since n‘(a,ﬁX,) =5,

n~=(b,Py) =1, n=(c, Pys) = 2, the alternative a is omitted on the second stage of the rule.
Finally, let us consider the set X" = {b, c} and the profile P, that looks as

P, P, P3 Py Ps Ps P; Pg

b b ¢ b b ¢ b b

c ¢ b ¢ ¢ b ¢ c

The simple majority rule is applied for this case. Since n+(b,ﬁxu) =6,n%(c, ﬁxu) =2,
|Py| = 8, the alternative b will be chosen (n* (b, Pyrr) > % |Pyrr]). Thus, C(Py, X) = {b}.

13. Minimal dominant set
A set Q is called dominant one if each alternative in Q dominates each alternative outside
Q via majority relation u. Otherwise speaking, Vx € X

X €Q & [Vy € X\Q: xpy].
Then a dominant set Q is called the minimal one if none of its proper subsets is a

dominant set. The choice is defined as C(Py, X) = Q. If such set is not unique, then the social
choice is defined as the union of these sets.

Consider the previous example. A majority graph for the profile By is the following
b
a

(\C/,d

The alternatives a,b,c,d make the minimal dominant set. Thus, C(Py,X) = Q = X =
{a,b,c,d}.

14. Minimal undominated set
A set Q is called undominated one if no alternative outside Q dominates some alternative
in Q via majority relation 4, i.e.,
x €Q & [Ay € X\Q: yux].
Undominated set Q is called the minimal one if none of its proper subsets is undominated
set. The choice is defined as C(Px, X) = Q. If such set is not unique, then the choice is defined
as the union of these sets.

For the previous example the alternative b makes the minimal undominated set. Thus,
C(Py,X) = Q = {b}.

10



15. Minimal weakly stable set
Aset Q < A is called weakly stable if it has the following property: Vx € X

X €Q & [Ty € X\Q: yux = 3z € Q: zpy],
i.e., X belongs to Q if there exists an alternative y € X\ Q which dominates x via majority relation
u, then there exists an alternative z € Q, which dominates y, i.e., zuy. A set Q € A is called the
minimal weakly stable one if none of its proper subsets is a weakly stable set. The choice is

defined as C(Px,X) = Q. If such set is not unique, then the choice is defined as the union of
these sets.

For the previous example the alternative b makes the minimal weakly stable set. Thus,
C(Py,X) = Q = {b}.

16. The Fishburn rule

Construct the upper contour set D (x, ﬁX) of x in the relation x, and the binary relation y
as follows
xyy < D(x, ﬁX) c D(y, ﬁX).
Note that the binary relation vy is a partial order.
Then undominated alternatives on y are chosen, i.e.,

X € C(ﬁX,X) < [Ay € X yyx].

For the previous example the upper contour sets for each alternative are D(a, ﬁX) =
{b,c},D(b,Py) =, D(c,Py)={b}, D(dPy)={ac} Then bya, byc, byd, cya, and
C(Py, X) = {b}.

17. Uncovered set |

Construct the lower contour set L(x, Py) of x in the relation x, and the binary relation &
as follows
x8y & L(x, Py) D L(y, Py).
Then undominated alternatives on § are chosen, i.e.,
X E C(ﬁX,X) & [Ay € X ybx].

For the example above the lower contour sets for each alternative are L(a, I3X) =
{d},L(b,Py) ={a,c}, L(c,Py)={ad}, L(d Py)=@®. Then add, b&d, c8d, cda.
Consequently, C(Py, X) = {b, c}.

18. Uncovered set 11
An alternative x is said to B-dominate an alternative y (denoted as xBy) if xpy and

D(x, ﬁx) c D(y, 13X), where D (x, ﬁX) is the upper contour set of x in u. The choice consists of
B-undominated alternatives, i.e.,

x € C(Py, X) & [Ay € X yBx].

11



For the previous example the upper contour sets for each alternative are D(a, ﬁX) =
{b,c},D(b,Py) = @, D(c,Py) = (b}, D(d,Py) = {a,c}. Then bBa, bBc, cBa. Consequently,
C(Py, X) = {b,d}.

19. The Richelson rule

Construct lower and upper contour sets D(x, ﬁX) and L(x, I3X) for each x € X in the
relation w«, and the binary relation o as follows
D(x, ﬁX) C D(y, ﬁx) and
xoy & L(x, ﬁX) 2 L(y, ﬁX) and
D(x,Py) € D(y, Py) or L(x,Py) D L(y, By).
Then undominated alternatives on o are chosen, i.e.,
x € C(Py,X) & [Ay € X yox].

For the example above the upper and the lower contour sets for each alternative are
D(a, Py) = {b,c},D(b,Py) = @, D(c, Py) = (b}, D(d, Py) = {a,c}, L(a, Py) = {d},L(b,Py) =
{a,c}, L(c, Py) = {a,d}, L(d, Py) = @. Then bad, coa. Consequently, C(Py, X) = {b, c}.

20. The Core

The choice includes alternatives, which are undominated via majority relation , i.e.,
C(ﬁX,X) = [a € X|Ax € X, xual.

Obviously, if each alternative is dominated via majority relation x, the core is empty.

For the previous example the alternative b makes the core. Thus, C(ﬁx, X) = {b}.

21. k-stable sets
An alternative x belongs to Q if there exists an alternative y € X\Q which dominates x

via majority relation u, then there exists a p-path of length s, s<k, to y from some alternative
z € Q. Aset Q < Ais called the minimal k-stable one if none of its proper subsets is a k-stable
set. The choice is defined as C(Px, X) = Q. If such set is not unique, then the choice is defined
as the union of these sets. It follows from this definition that a weakly stable set is a 1-stable set.

For the previous example let us define k-stable sets for the set X depending on the
parameter value k.

k C(Py, X, k)
k=1 {b}
k=2 {b}
k=3 {b}

22. The threshold rule

Let v, (x, By) be the number of criteria for which the alternative x is the worst in their
ordering, v, (x, ﬁx) is the number of criteria placing x the second worst, and so on, v, (x, ﬁX) is
the number of criteria considering the alternative x as their best one. Then we order the

alternatives lexicographically. The alternative x is said to V-dominate the alternative y if
12



v1(x, Py) < vy (v, Py) or, if there exists k < m, such that v;(x, Py) = v;(y, Py), i = 1, ..,k — 1,
and vk(x, ﬁX) < v (y, ﬁX). In other words, first, the number of worst places are compared, if

these numbers are equal than the number of second worst places are compared, and so on. The
alternatives which are not dominated by other alternatives via V are chosen.

For the previous example let us calculate the value vi(x, ﬁx) for each alternative x € X
depending on the value i.

i v,(a, Py) vy(b, Py) vi(c, Py) vi(d, Py)
=1 3 1 0 4
i=2 2 1 1 1
=3 0 4 4 0
1= 3 2 0 3

According to the threshold rule the alternative c is the best one as it has the fewest
number of the worst places, i.e., C(Py,X) = c. As for other alternatives, the alternative b is
better than the alternative a which is better than the alternative d.

23. The Copeland rule 1

Construct a function u(x, I3X), which is equal to the difference of cardinalities of lower
and upper contour sets of the alternative x € X via majority relation g, i.e.,

u(x, ﬁx) = |L(x, ﬁX)| - |D(x, ﬁx)|.
Then the choice is defined by maximization of u(x, Py), that is
X €E C(ﬁX,X) = [Z]y € X: u(y,ﬁX) > u(x, ﬁx)]

Let us calculate for the previous example the function value u(x, Py) for each alernative
x € X. Then u(a, ﬁX) = -1, u(b,ﬁX) = 2, u(c, ﬁX) =1, u(d, ﬁx) = -2.
According to the Copeland rule 1 the alternative b will be chosen, i.e., C(Py, X) = {b}.

24. The Copeland rule 2
The function u(x, P}) is defined by cardinality of lower contour set of the alternative
x € X via majority relation u. The choice is defined by maximization of u(x, ﬁX).

Let us define for the previous example the lower contour sets for each alternative x € X.
L(a,Py) = {d}, L(b, Px) = {a,c}, L(c, Py) = {a,d}, L(d, Py) = @. According to the Copeland
rule 2 the alternatives b and ¢ will be chosen, i.e., C(Py,X) = {b, c}.

25. The Copeland rule 3
The function u(x, ﬁx) is defined by cardinality of upper contour set of the alternative
x € X via majority relation u. The choice is defined by minimization of u(x ﬁX).

For the previous example the upper contour sets for each alternative x € X are
D(a, Py) = {b,c}, D(b,Py) = @, D(c, Py) = {b}, D(d, Py) = {a, c}. According to the Copeland
rule 3 the alternative b will be chosen, i.e., C(Px,X) = {b}.
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26. The super-threshold choice rule

Let the criterion ¢ (x) be defined over the set A, and the threshold function V (X) over 2*
assigning to each subset Xe2” a threshold level V(X), V(-): 24 - R Define the super-threshold

rule as follows
yeC(ﬁX,X) e (yeX: (y) = V(X)).

For the previous example let us write the profile ﬁX in the following form

P1 | P2 | P3| Pa|P5|Pe | P7|Ps
a4 |4 4122|111
b| 3|3 |14 |4 | 2| 3|3
c| 2|2 |3 |33 ]|3]2]°2
d{1|1 ]2 |1]1)|4] 44

Suppose that the choice is made on the second criterion and the threshold value is equal
to 3. According to the super-threshold choice rule the alternatives a and b will be chosen,

ie., C(Py,X) = {a,b}.

27. The minmax procedure.
Construct the matrix S~ (Py, X), such that
Va,b € X, S (Py, X) = (n(a,b,Py)),
where n(a, b, By) = card{i € N |aP;b}, n(a,a,Py) = —o.
The choice is defined as
x € C(Py,X) & x € argmingey max,ex{n(b, a, Py)}.

For the previous example the matrix S‘(ﬁX,X) is the following

a b c d

al-o 3 3 5

o b| 5 -0 6 4
SPeX)= s 2 o 5
d| 3 4 3 -

max{n(b,a,P0)} 5 4 6 5
According to the minmax procedure the alternative b will be chosen.

28. The Simpson procedure
Construct the matrix S*(By, X), such that
Va,b € X, S*(Py,X) = (n(a,b, By)),
where n(a, b, 1_5X) = card{i € N |aP;b}, n(a, a, ﬁx) = 400,
The choice is defined as
X €E C(ﬁX,X) & x € argmax,ex mingex{n(a, b, ﬁX)}.

For the previous example the matrix S+(ﬁX,X) is the following

14



a b ¢ d rglel)l(l{n(a, b, Px)}
al+o0 3 3 5 3
s*(P.x)= b| 5 +o 6 4 4
(P X) c|l5 2 +w 5 2
d| 3 4 3 +w 3

According to the Simpson procedure the alternative b will be chosen.

Now let us discuss normative conditions.

Normative conditions

All normative conditions, which characterize different choice procedures, can be divided
into the following groups [1, 9, 12-14]
1. Rationality conditions;
2. Monotonicity conditions;
3. The non-compensatory condition.
Rationality conditions
There are four rationality conditions for choice functions.
1. Heredity condition (H)
VX, X'€e24X' S X = C(Py,X) 2 C(Pr, X) N X'
If the presented set is narrowed by eliminating some alternatives, those chosen from the
initial set and remaining in the narrowed set will be chosen from the narrowed set.

Example. Let X = {a, b, ¢} and the profile Py looks as
P]_ P2 P3 P4 P5
a a ¢ a b
b b b b a
c ¢ a ¢ ¢
Let for the choice the inverse plurality rule is applied. According to this rule the
alternative b will be chosen, i.e., C(ﬁX, X) = {b}.
Consider now the subset X' = X\{c}. A contraction of the profile P, onto a set X', i.e.,
Py, looks as

Pt P, P3s Ps Ps
a a b a b
b b a b a

According to the inverse plurality rule the alternative a will be chosen, i.e., C(ﬁXr,X’) =

{a}.
Thus, C(ﬁX,,X’) 2 C(ﬁX,X) N X'. Hence, the inverse plurality rule does not satisfy the
condition H.

2. Concordance condition (C)
VX', X"e24 - C(ﬁXIUxH,X' ux" 2 C(ﬁXI,X') N C(ﬁXH,X”).
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The Concordance condition (C) requires that all the alternatives chosen simultaneously
from X’ and X"’ be included in the choice when their union X = X' U X"’ is presented.

Consider the previous example. According to the inverse plurality rule the alternative b
will be chosen, i.e., C(ﬁX,X) = {b}. Consider the subset X' = X\{c}. A contraction of the

profile 13X onto a set X', i.e., ﬁX,, looks as
Pr P, P3 Ps Ps
a a b a b
b b a b a

According to the rule the alternative a will be chosen, i.e., C(Pys, X") = {a}.

Finally, let us consider the subset X" = X\{b}. A contraction of the profile Py onto a set
X" i.e., Py, looks as
P, P, P; P, Ps
a a ¢ a a
c ¢ a ¢ ¢

According to the rule the alternative a will be chosen, i.e., C(Pyr, X"") = {a}.
Then C(Py,X') n C(Py, X") = {a} & C(Py, X). Thus, the inverse plurality rule does
not satisfy the condition C.

3. Outcast condition (O)
VX, X'€24,X" € X\C(Py, X) = C(Pyg\y1, X\X") = C(Py, X).
Choice functions for which narrowing of X by rejection of some or all the alternatives not
chosen from the initial set X does not change the choice, satisfy the condition O.

Consider the previous example. According to the inverse plurality rule the alternative b
will be chosen, i.e., C(ﬁX, X) = {b}. Now let us consider the set X' = {c}. A contraction of the
profile 13X onto a set X\ X', i.e., ﬁX\Xr, looks as

Pr P, P3 Py Ps
a a b a b
b b a b a

According to the rule the alternative a will be chosen, i.e. C(ﬁX\X,,X\X’) = {a}.

Then C(Pyyr, X\X') # C(Px,X). Thus, the inverse plurality rule does not satisfy the
condition O.

4. Arrow’s choice axiom (ACA)
if C(Py,X) = @,then C(Py,X') = @,
if C(Py,X)N X" # @,then C(Py,X') = C(Py,X) N X"
For the case where the choice is not empty, the condition ACA requires that the

alternatives chosen from the initial set X and left in the narrowed one X' and only such
alternatives be chosen from X’.

vX,X'e24, X' c X :{
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Consider the previous example. The condition ACA is not satisfied for the inverse
plurality rule as the condition H is not satisfied for this choice procedure.

Classical rationality includes conditions H, C and O, i.e., Heredity condition,
Concordance condition and Outcast condition. The condition ACA is a stronger version of the
conditions H, C, O.

Monotonicity conditions
1. Monotonicity condition 1

VXe24, xeC(Py, X),¥Py, Py: (Va,b € X,aP;b © aP/b & 3y € X,yPix = xP}y) = xeC (PT;, X).
Let the alternative x be chosen from initial set X. Suppose now that the relative position
of the alternative x was improved while the relative comparison of any pair of other alternatives

remains unchanged. The Monotonicity condition 1 is satisfied if the alternative x is still in
choice.

Example. Let X = {a, b, ¢} and the profile P looks as
Pr P2 Ps Ps Ps
a a ¢ a b
b b b b a
c ¢ a ¢ ¢
Let for the choice the inverse plurality rule is applied. According to this rule the
alternative b will be chosen, i.e., C(ﬁX, X) ={b}.

Consider now the profile ?, which differs from the profile ﬁX only by improved position
of the alternative b in P;:

Py P, P; P, Py
a b ¢ a b
b a Db b a
c C¢c a ¢ ¢
According to the inverse plurality rule the alternative b is chosen, i.e., C(?, X) = {b}.
Then b € C(Py,X) and b € C(?, X). Thus, the Monotonicity condition 1 is satisfied for
this case.

2. Monotonicity condition 2
vXe24, x,y € C(Py,X), X' = X\{x}, X" = X\{y} = x € C(Pyr,X"") & y € C(Py,X").

Let two alternatives x,y be chosen from the initial set X. The Monotonicity condition 2 is
satisfied if one of the chosen alternatives (x or y) is still in choice when the other chosen
alternative (y or X) is eliminated.

It is necessary to mention that since some choice procedures choose no more than one
best alternative, the Monotonicity condition 2 is not applicable to these procedures as it considers
the choice of more than two alternatives. In other words, such procedures obey the Monotonicity
condition 2 trivially.
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Example. Let X = {a, b, ¢} and the profile P looks as
Pr P2 P3 Ps Ps
b a a a a
c b b b ¢
a ¢ ¢ ¢ b
Let for the choice the inverse plurality rule is applied. According to this rule the

alternatives a and b will be chosen, i.e., C(Py, X) = {a, b}.
Consider now the set X' = X\{b}. A contraction of the profile ﬁx onto a set X', i.e., ﬁX:,

looks as

P]_ PZ P3 P4 P5
c a a a a
a ¢ ¢ ¢ ¢
According to the inverse plurality rule the alternative a will be chosen, i.e., C(ﬁXf,X’) =

{a}.

Finally, consider the set X" = X\{a}. A contraction of the profile P, onto a set X", i.e.,

P11, looks as
Pr P2 Ps Py Ps
b b b b c
c ¢ ¢ ¢ b
According to the rule the alternative b will be chosen, i.e., C(ﬁXu,X”) = {b}.
Then {a, b} € C(Py, X), {a} € C(Pys,X") and {b} € C(Py, X"). Thus, the Monotonicity

condition 2 is satisfied for this example.

3. Strict monotonicity condition
VXe24,Vy € X,y ¢ C(Py, X), Py, Bj: (Va,b € X,aP;b & aP{b & aP;y = yP|a)
C(ﬁx, X) or
*C(F)@X)= {y}or
C(Py,X)u {r}
The change of the relative position of unchosen alternative y € X\C(Py, X) so that its

position will be improved while the relative comparison of any pair of other alternatives remains
unchanged leads to the choice of the alternative y or/and all alternatives that were in the initial

choice ¢ (Py, X).

Example. Let X = {a, b, c} and the profile Py looks as
Pt P2 P3 Py
a a b b
c b a a
b ¢ ¢ ¢
Let for the choice the Borda rule is applied. The Borda counts are r(a,Py) = 6,

r(b,Py) =5, r(c,Py) = 1. According to this rule the alternative a will be chosen, i.e.,

C(Py,X) = {a}.
18



Consider now the profile ?, which differs from the profile 13X only by improved position
of the alternative c in P;:
P, P, P; P,
c a b b
a b a a
b ¢ ¢ ¢

The Borda counts are now r(a, Eﬁ) = r(b,Eg) = 5,r(c, F)ﬁ) = 2. According to the

Borda rule the alternatives a and b will be chosen, i.e., C(?, X) ={a, b}.
C(ﬁx, X) or
C (PT;, X) #* {c}or
C(Py, X) U {c}.
Thus, the Borda rule does not satisfy the strict monotonicity condition.

The non-compensatory condition

Consider two alternatives x, yeX that characterized by a set of criterial estimates ¢1(X),
©2(X),..., en(x) and @i(y), @2(y),..., @n(y), which may take m different values (n is the number of
criteria). Denote by v;(x) the number of criteria for which the alternative x take value j, where

j€[1,m].
vi(x) = |{i € [1,n]: ;(x) = j}I.
The non-compensatory condition can be formulated as

v1(x) <vy(y) or
() >9() < dke2m—1]:Vj € [Lk—1]v;(x) = v;(y) and v (x) < v (y).

In other words, low estimates on one criterion cannot be compensated by high estimates
on other criteria.

Example. Let X = {a, b, c} and the profile I3X looks as
P]_ P2 P3 P4
c a b b
a b a a
b ¢ ¢ ¢

Let for the choice the Borda rule is applied. The Borda counts are r(a, Py) = (b, Py) =

5,r(c, ﬁX) = 2. According to this rule the alternatives a and b will be chosen, i.e., C(ﬁX,X) =
{a, b}.
Now we write the profile Py in the following form
X | @1|92| P3| Pa
al|2|3]|2]|2
b|1]2]|3]3
c|3|1]|1]1
According to the non-compensatory condition the alternative a is better than the
alternative b while the alternative b is better than the alternative c. Thus, the non-compensatory

condition is not satisfied as b € C(Py, X).
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A study of the properties of choice procedures
A study of the properties is conducted as follows. If a choice procedure does not satisfy
given normative condition, a counter-example is provided. On the country, if a choice procedure
satisfies given normative condition a necessary proof is followed.
The results of the study of the properties are given in Theorem 1.

Theorem 1. Information on which choice procedures satisfy given normative conditions
is provided in Table 2.

Table 2. Properties of existing choice procedures («+» - choice procedure satisfies given
normative condition, «-» - choice procedure does not satisfy given normative condition)

Normative conditions
Rationality conditions Monot_ommty >
conditions S
g
Ne Choice procedure >, g% ) o @_m S AE}‘ - E o %‘ . 8 2
S sS 5|§ 5558588558 €
CESESEE 3 Ys 5|8 SE 2828 S
T 25 EC B< S5 §5 8§ § 95
g0 8 8 & |=°=° g |2
1 The simple majority rule + - + - + | + - -
2 The plurality rule - - - + R B _
3 The inverse plurality rule - - - - + - - -
4 The g-Approval rule - - - - + R - -
5 The run-off procedure - - - - - + - -
6 The Hare rule (the Ware procedure) - - - - - + - -
7 The Borda rule - - - - + - - -
8 The Black procedure - - - - + - - -
9 The inverse Borda rule - - - - - - - -
10 | The Nanson rule - - - - - - - -
11 The Coombs procedure - - - - - + - -
12 | Minimal dominant set -+ |+ - + - - -
13 | Minimal undominant set - - - - + - - -
14 Minimal weakly stable set - - - - + - - -
15 The Fishburn rule - - - - + - - -
16 | Uncovered set | - - - - + - - -
17 Uncovered set 1 - + - - + - - -
18 The Richelson rule - - - + - - -
19 | The Condorcet winner + | 4+ - - + | + - -
20 | The core + | + - - + | + - -
21 k-stable set (k>1) - - - - + B - -
22 The threshold rule - - - - + R - +
23 | The Copeland rule 1 - - - - + - - -
24 The Copeland rule 2 - - - - + - - -
25 The Copeland rule 3 - - - - + - - -
26a | The super-threshold rule (fixed threshold) + |+ |+ | + + | + + -
26b | The super-threshold rule (threshold depends on X) - - - - + | + - -
27 The minimax procedure - - - - + - - -
28 The Simpson procedure - - - - + - - -

The proof of the theorem is provided in Appendix 1.
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Conclusion

We have studied the properties of 28 existing choice procedures, which can be used in
various social and multi-criteria problems. It was defined which choice procedures satisfy given
normative conditions, showing how a final choice is changed due to the changes of preferences
or a set of feasible alternatives. Such information leads to a better understanding of different
choice procedures and how stable and sensible is a set of alternatives obtained after applying
some choice procedure.

The results show that only the simple majority rule, the Condorcet winner, the core and
the threshold rule with fixed threshold level satisfy the condition H, only minimal dominant set,
uncovered set 11, the Condorcet winner, the core and the threshold rule with fixed threshold level
satisfy the condition C, and only the simple majority rule, minimal dominant set and the
threshold rule with fixed threshold level satisfy the condition O. More detailed information is
provided in Table 2.
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Appendix 1. Properties of existing choice procedures

1. The simple majority rule

1.1 Heredity condition (H)

Let C(Py,X) = {a}, ie., n*(a, Py) >%- |P,|. For a contraction of the profile By onto a set
X' € X (a € X) itis true that n*(a, Pyr) = n*(a, Py) and |Py| = |Pys|. Then n*(a, Pyr) >~
|Pyr| and C(Pyr, X') = {a}.

Thus, C(Py, X) N X' = {a} = C(Pys, X"). The simple majority rule satisfies the condition H.

1.2 Concordance condition (C)
Let X = {a, b, c} and the profile ﬁx is the following

P1 P2 Ps
a b c
b a b
C C a

According to the simple majority rule the choice is empty, i.e., C(ﬁX,X) = Q.
Now let us consider the subset X' = X\{c}. A contraction of the profile ﬁX onto a set X', i.e.,
Py, looks as

Pi1 P2 Ps
a b b
b a a

According to the simple majority rule the alternative b will be chosen, i.e., C(Pys, X") = {b}.
Finally, let us consider the subset X”' = X\{a}. A contraction of the profile By onto a set X", i.e.,
ﬁXu, looks as

Pi P2 Ps
b b ¢
c c b

According to the rule the alternative b will be chosen, i.e., C(ﬁX,,,X” = {b}.
Then C(Pyr, X') 0 C(Pyi, X'"") = {b} & C(Px, X). The simple majority rule does not satisfy the
condition C.

1.3 Outcast condition (O)
The simple majority rule satisfies the condition O (see paragraph 1.1 of this section).

1.4 Arrow’s choice axiom (ACA)
The simple majority rule does not satisfy the condition ACA as the condition C is not satisfied.
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1.5 Monotonicity condition 1

Let C(ﬁX,X) = {a},ie., n*(a, ﬁx) > % |Py|.

Consider now a profile PTQ which differs from the profile ﬁx only by improved position of the
alternative a. Then, n* (a, Ef) >n*(a,Py) and |Py| = |P}|. Thus, n* (a, F;) > i |P{| and the
alternative a will be chosen, i.e., C (E{ X) = {a}.

Since a € C(ﬁX,X) and a € C(?,X), the simple majority rule satisfies the Monotonicity
condition 1.

1.6 The Monotonicity condition 2

Since the simple majority rule always chooses no more than one best alternative, the Monotonicity
condition 2 is not applicable to it as it considers the choice of more than two alternatives. In other
words, the simple majority rule obeys the Monotonicity condition 2 trivially.

1.7 The strict monotonicity condition
Let X = {a, b, c} and the profile ﬁx is the following

P: P2 Ps
a a b
c b ¢
b ¢ a

According to the simple majority rule the alternative a will be chosen, i.e., C(ﬁx, X) ={a}.

Consider now a profile F), which differs from the profile 13X only by improved position of the
alternative c in Py

Py P; Pj
c a b
a b ¢
b ¢ a

According to the rule the choice is empty, i.e., C(Ef, X) =0.
C(ﬁx, X) or
C (E?, X) * {c}or
C(Py, X) U {c}.
Thus, the simple majority rule does not satisfy the strict monotonicity condition.

1.8 The non-compensatory condition
Let X = {a, b, c} and the profile ﬁX is the following

P1 P2 Ps
a a b
b b ¢
C C a

According to the rule the alternative a will be chosen, i.e., C(ﬁX, X) ={a}.
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Let us write the profile Py in the following form

P1| P2 | P3
al3 3|1
b| 2|23
cl|1|1]2

According to the non-compensatory condition the alternative b is better than the alternative a
while the alternative a is better than the alternative c. Thus, the non-compensatory condition is

not satisfied as {b} # C(ﬁX,X).

2. The plurality rule

2.1 Heredity condition (H)

Let X = {a, b, c} and the profile Py is the following
P, P, P3 P, Ps
a a ¢ b b
c ¢ b a a
b b a ¢ c

Let us calculate the value n*(x, Py) for each alternative x € X: n*(a, Py) = 2, n*(b, Py) = 2,
n+(c, ﬁx) = 1. According to the plurality rule the alternatives a and b will be chosen, i.e.,
C(Py,X) = {a, b}.

Consider now the subset X' = X\{c}. A contraction of the profile I3X onto a set X', i.e., ﬁXf,
looks as

Pt P, P3 Ps Ps
a a b b b
b b a a a

According to the rule the alternative b will be chosen, i.e., C(Pyr, X') = {b}.
Then C(P,1,X") 2 C(Py, X) N X'. Thus, the plurality rule does not satisfy the condition H.

2.2 Concordance condition (C)
Let X = {a, b, c,d} and the profile ﬁX is the following
Pr P2 Ps Py Ps Pg Pz Pg P9 Py Pu Pz Piz Py
c ¢ ¢ b b b d d d d a a a a
a a a d d d b b ¢ c b b b c
d d d a a a c¢c ¢ b b ¢ c c b
b b b ¢ ¢ ¢ a a a a d d d d
Let us calculate the value n*(x, Py) for each alternative x € X: n*(a, Py) = 4, n*(b, Py) = 3,

n*(c,Py) = 3, n*(d, Py) = 4. According to the plurality rule the alternatives a and d will be
chosen, i.e., C(Py, X) = {a, d}.
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Consider now the subset X' = X\{d}. A contraction of the profile ﬁX ontoaset X', i.e., I3Xf, looks
as

Pi. P Pz Py Ps Pg P7 Pg Py Pio Puu Pz Pz Pu

c ¢ ¢ b b b b b ¢ ¢ a a a a

a a a a a a ¢ ¢ b b b b b c

b b b ¢ ¢ ¢ a a a a ¢ c c b

Let us calculate the value n* (x, Py ) for each alternative x € X": n*(a, Pys) = 4, n* (b, Pys) =

5, n+(c, ﬁXf) = 5. According to the plurality rule the alternatives b and ¢ will be chosen, i.e.,
C(Pyr, X") = {b,c}.
Finally, let us consider the subset X' = X\{a}. A contraction of the profile ﬁX onto a set X", i.e.,
Py, looks as

Pr P Ps Py Ps Pg Pz Pg P9 Py Pu Pz Pz Py

c ¢ ¢ b b b d d d d b b b C

d d d d d d b b ¢ ¢ ¢ ¢ ¢ b
b b b ¢ ¢ ¢ ¢ ¢ b b d d d d

Let us calculate the value n*(x, P) for each alternative x € X': n*(b, Pyi) = 6, n*(c, Pyrr) =

5, n*(d,Pyr) = 4. According to the plurality rule the alternative b will be chosen, i.e.,
C(ﬁXH,X” = {b}.

Then C(Py1,X') N C(Pyi,X"") = {b} & C(Py, X). Thus, the plurality rule does not satisfy the
condition C.

2.3 Outcast condition (O)

Let us consider the example from paragraph 2.1 of this section. Then C(ﬁXr,X’) * C(ﬁx, X).
Thus, the plurality rule does not satisfy the condition O.

2.4 Arrow’s choice axiom (ACA)
The plurality rule does not satisfy the condition ACA as the condition H is not satisfied.

2.5 Monotonicity condition 1

Let C(Py, X) = {a}, i.e., Vx € X n*(a,Py) = n*(x, Py).

Consider now a profile F), which differs from the profile 13X only by improved position of the
alternative a. Then n* (a, Ef) > n*(a, Py) and Vx € X\{a} n* (x, Eﬁ) < n*(x, Py). Thus, the
alternative a will be chosen, i.e., a € C(PT;, X),asn”* (a, E{) >nt (x, Ef)

Since a € C(ﬁx, X)anda € C(Ef, X)), the plurality rule satisfies the Monotonicity condition 1.

2.6 The Monotonicity condition 2

Let X = {a, b, c} and the profile ﬁX is the following
Pr P, P3 Py Ps

a a c b b
c c a ¢ ¢
b b b a a
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Let us calculate the value n*(x, Py) for each alternative x € X: n*(a, Py) = 2, n*(b, Px) = 2,
n*(c, ﬁx) = 1. According to the plurality rule the alternatives a and b will be chosen, i.e.,
C(Px, X) = {a, b}.
Consider now the subset X' = X\{b}. A contraction of the profile ﬁx onto a set X', i.e., ﬁXr,
looks as

P, P, P3 P, Ps

a a ¢ ¢ ¢

c € a a a

According to the plurality rule the alternative c will be chosen, i.e., C(ﬁX,,X’) = {c}.

Finally, let us consider the subset X' = X\{a}. A contraction of the profile ﬁX onto a set X", i.e.,
P, looks as

P, P, Ps Py Ps

¢ ¢ ¢ b b

b b b ¢ ¢
According to the plurality rule the alternative ¢ will be chosen, i.e., C(ﬁXu,X”) = {c}.
Then {a, b} € C(Px,X), {a} & C(Py/,X") and {b} & C(Pyn,X"). Thus, the plurality rule does
not satisfy the Monotonicity condition 2.

2.7 The strict monotonicity condition
Let X = {a, b, c} and the profile ﬁX is the following

Pr P> P3
a a b
c € ¢
b b a

Let us calculate the value n*(x, Py) for each alternative x € X: n*(a, Py) = 2, n*(b, Px) = 1,
n*(c, Py) = 0. According to the plurality rule the alternative a will be chosen, i.e., C(Py, X) =
@ 3 )

Consider now a profile Py, which differs from the profile Py only by improved position of the
alternative c in P;:

Py P, P
a ¢ b
c a ¢
b b a
According to the rule the alternatives a,b,c will be chosen, i.e., C(?, X) ={a,b,c}.
C(P_’)X, X) or

C (E;’, X) * {c}or
C(Py, X) U {c}.
Thus, the plurality rule does not satisfy the strict monotonicity condition.

2.8 The non-compensatory condition
The plurality rule does not satisfy the non-compensatory condition (see paragraph 1.8 of this
section).
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3. The inverse plurality rule
3.1 Heredity condition (H)

Let X = {a, b, ¢, d} and the profile I3X is the following

P1 P2 Ps
b d a
a b d
cC a ¢
d ¢ b

According to the inverse plurality rule the alternative a will be chosen, i.e., C(Py, X) = {a}.

Consider now the subset X’ = X\{c,d}. A contraction of the profile By onto a set X', i.e., Py,
looks as

Pi P2 Ps
b b a
a a b

According to the inverse plurality rule the alternative b will be chosen, i.e., C(Py/, X") = {b}.
Then C(ﬁX,,X’) 2 C(ﬁX,X) N X'. Thus, the inverse plurality rule does not satisfy the condition H.

3.2 Concordance condition (C)
Consider the example from paragraph 3.1 of this section. According to the inverse plurality rule

the alternative a will be chosen, i.e., C(I3X, X) ={a}.

Consider now the subset X' = X\{c}. A contraction of the profile ﬁX onto aset X', i.e., I3Xr, looks
as

P1 P2 Ps
b d a
a b d
d a b

According to the inverse plurality rule the alternatives a,b,d will be chosen, i.e., C(ﬁXI,X’) =
{a,b,d}.

Finally, let us consider the subset X" = X\{a, d}. A contraction of the profile ﬁX onto a set X",
i.e., Py, looks as

P, P, Ps
b b ¢
c ¢ b

According to the inverse plurality rule the alternative b will be chosen, i.e., C(Pyr, X"") = {b}.

Then C(Pyr,X') 0 C(Pyn,X") = {b} & C(Py,X). Thus, the inverse plurality rule does not
satisfy the condition C.

3.3 Outcast condition (O)
Consider the example from paragraph 3.1 of this section. C(ﬁX/,X’) +* C(ﬁX, X), consequently,
the inverse plurality rule does not satisfy the condition O.

3.4 Arrow’s choice axiom (ACA)
The inverse plurality rule does not satisfy the condition ACA as the condition H is not satisfied.
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3.5 Monotonicity condition 1

Let C(ﬁX,X) ={a},ie,Vx € Xn‘(a, ﬁx) < n‘(x, ﬁX)

Consider now a profile PTQ which differs from the profile ﬁx only by improved position of the
alternative a. Then n~ (a, Pj}) < n~(a, Py)andVx € X\{a} n~ (x, PT}) >n~(x,Py). Thus, the

alternative a will be chosen, i.e., a € C(F, X),asn” (a, E{) <n” (x F){)

Then a € C(ﬁX,X) and a € C(ﬁ, X). Thus, the inverse plurality rule satisfies the Monotonicity
condition 1.

3.6 The Monotonicity condition 2
Let X = {a, b, c} and the profile ﬁx is the following
Pr P, P3 Py Ps Pg Py
Cc C a a a ¢ ¢
a a b b b b b
b b ¢ ¢c ¢ a a
According to the inverse plurality rule the alternatives a,b will be chosen, i.e., C(ﬁX,X) = {a, b}.

Consider now the subset X' = X\{b}. A contraction of the profile ﬁX onto a set X', i.e., I3Xr,
looks as

PL P Ps Py Ps Ps P;
c € a a a ¢ ¢C
a a € ¢ ¢ a a

According to the inverse plurality rule the alternative c will be chosen, i.e., C(Pys, X") = {c}.
Finally, let us consider the subset X”' = X\{a}. A contraction of the profile By onto a set X", i.e.,
Py, looks as

P, P, P3 Ps Ps Pg Ps
c ¢ b b b ¢ ¢
b b ¢ ¢ ¢ b b

According to the inverse plurality rule the alternative ¢ will be chosen, i.e., C(ﬁXu,X”) = {c}.
Then {a, b} € C(Py, X), {a} & C(Py/,X") and {b} & C(Py,X""). Thus, the inverse plurality rule
does not satisfy the Monotonicity condition 2.

3.7 The strict monotonicity condition
Let X = {a, b, c} and the profile ﬁX is the following

P1 P2 Ps
c a b
a ¢ ¢
b b a

According to the inverse plurality rule the alternative ¢ will be chosen, i.e., C(By, X) = {c}.
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Consider now a profile ?, which differs from the profile I3X only by improved position of the
alternative b in P;:

Py P; Pj
c a b
a b ¢
b ¢ a

According to the inverse plurality rule the alternatives a,b,c will be chosen, i.e., C(?,X) =
{a,b,c}.
C(ﬁx, X) or
C ( E{, X) + {b} or
C(Py, X) U {b}.
Thus, the inverse plurality rule does not satisfy the strict monotonicity condition.

3.8 The non-compensatory condition
Let X = {a, b, c} and the profile Py is the following

P, P, Ps
a a b
b b a
cC ¢ ¢

According to the inverse plurality rule the alternatives a,b will be chosen, i.e., C(ﬁX,X) = {a, b}.
Let us write the profile Py in the following form

P1| P2 | P3
a| 3| 3|2
bl 2|23
c| 1|11

According to the non-compensatory condition the alternative a is better than the alternative b
while the alternative b is better than the alternative c. Thus, the non-compensatory condition is

not satisfied as b € C(ﬁX, X).

4. The g-Approval rule
The g-Approval rule satisfies the same conditions as the plurality rule regardless the value of
parameter g. For the case q =1 the proof is provided in paragraph 2 of this section. For the case

q > 1 we can use the same examples but with larger number of alternatives. Let us prove it for
the condition H.

4.1 Heredity condition (H)
Suppose the set X is finite and the profile Py is the following
PL P, P; Py Ps

a a c b b }q
B Ny > e
vy € X\{a,b,c}:n (y,PX,q) 1 b b b 2 a

C C

C C a
WEN@hY T
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Let us calculate the value n*(x,Py,q) for each alternative x € X: n*(a,Py,q) =2,
n*(b,Py,q) = 2, n*(c,Py,q) = 1, n*(y, Py, q) = 1. According to the g-Approval rule the
alternatives a and b will be chosen, i.e., C(Py, X) = {a, b}.

Consider now the subset X' = X\{c}. A contraction of the profile ﬁx onto a set X', i.e., ﬁX:,

looks as
P, P, P3 Py Ps

a a (b b }
q
vy € X'\{a,b}: n*(y, By, q) = 1 %:

WXV s

Let us calculate the value n*(x,Py,q) for each alternative x € X': n*(a,Py,q) =2,
n*(b,Py,q) = 3, n*(y, Py, q) = 1. According to the rule the alternative b will be chosen, i.e.,
C(Pyr, X',q) = {b}.

Then C(F’XI,X’, q) 2 C(F’X, X,q) N X'.Thus,the g-Approval rule does not satisfy the condition H.

5. The run-off procedure

5.1 Heredity condition (H)

Let X ={a,b,c,d,e, f} and the profile ﬁX is the following
P]_ P2 P3 P4 P5 P6 P7 P8

a b b c¢c d

D O O T Q2
D O O T
O O O D
O O O D
© O Q9 T
@ 9 T O
o o T Q9 @
o 9 T O —

f f f f f f f ‘e
Let us calculate the value n*(x, Py) for each alternative x € X: n*(a, Py) = 2, n*(b, Py) = 2,
n*(c,Py) = 1,n*(d, Px) = 1,n*(e,Py) = 1, n*(f, Px) = 1.
According to the simple majority rule the choice is empty. Consider now the subset X' =

X\{c,d, e, f}. A contraction of the profile Py ontoasetX’, ie., ﬁXr, looks as
Pr P, Ps Py Ps Pg P7 Pg
a a b b b b a b
b b a a a a b a

Thus, according to the run-off procedure the alternative b will be chosen, i.e., C(ﬁX,X) = {b}.
Consider now the subset X" = X\{d, e, f}. A contraction of the profile B, onto a set X", i.e.,
P, looks as

P, P, Ps Py Ps Ps P; Pg
a a b b ¢ ¢ a c
b b a a b b b b
c ¢ ¢ ¢ a a ¢ a
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According to the simple majority rule the choice is empty. Consider the subset X' = X""\{b}. A

contraction of the profile P, onto a set X", i.e., Py, looks as
Pr P, Ps Py, Ps Ps P7 Pg
a a a a ¢ ¢c a ¢
c ¢ ¢ CcC a a ¢ a

According to the rule the alternative a will be chosen, consequently, C(ﬁxu,x ”) = {a}.
Then C(ﬁX,,,X”) 2 C(Py,X) N X". Thus, the run-off procedure does not satisfy the condition H.

5.2 Concordance condition (C)
The run-off procedure does not satisfy the condition C (see paragraph 1.2 of this section).

5.3 OQutcast condition (O)
The run-off procedure does not satisfy the condition O (see paragraph 5.1 of this section).

5.4 Arrow’s choice axiom (ACA)
The run-off procedure does not satisfy the condition ACA as the condition H is not satisfied.

5.5 Monotonicity condition 1
Let X = {a, b, ¢, d} and the profile ﬁX is the following
Pr P, P3 Py Ps Pg Py
b c a b c¢ d
a b ¢c a b c
c a b ¢ a b
d d d d d a
According to the simple majority rule the choice is empty. Thus, the alternatives ¢ and d are
omitted. Consider now the subset X' = X\{c, d}. A contraction of the profile P, onto a set X',
i.e., Py, looks as

o T o 9

P]_ P2 P3 P4 P5 P6 P7
a b b a b b b
b a a b a a a
According to the rule the alternative b will be chosen, consequently, C(ﬁx, X) = {b}.
Suppose now that the position of the alternative b was improved in P; while the relative
comparison of any pair of other alternatives remained unchanged.
Py P, P; P, Py Py Py
b b ¢ a b ¢ d

a a b ¢ a b ¢
c ¢ a b ¢ a b
d d d d d d a

According to the simple majority rule the choice is empty. Thus, the alternatives a and d are
omitted. Next, consider the subset X' = X\{a, d}. A contraction of the profile PTQ onto a set X",
e, a, looks as

Py P, P; P, Py Py Py

b b ¢ ¢ b ¢ ¢

c ¢ b b ¢ b b
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According to the rule the alternative ¢ will be chosen, i.e., C (E{ X) =C (a,X”) = {c}.

Then {b} € C(Py, X), {b}eC(E;),X). Thus, the run-off procedure does not satisfy the
Monotonicity condition 1.

5.6 The Monotonicity condition 2

Since the run-off procedure always chooses no more than one best alternative, the Monotonicity
condition 2 is not applicable to it as it considers the choice of more than two alternatives. In other
words, the run-off procedure obeys the Monotonicity condition 2 trivially.

5.7 The strict monotonicity condition
Let X = {a, b, c} and the profile ﬁx is the following

Pi P, P3
c c a
a b b
b a ¢

According to the run-off procedure the alternative ¢ will be chosen, i.e., C(ﬁX, X) ={c}.

Consider now a profile F, which differs from the profile ﬁX only by improved position of the
alternative b in P;:

Py P; Pj
c b a
a ¢ b
b a ¢

According to the rule the alternative a will be chosen, i.e., C(?, X) ={a}.
C(ﬁX, X) or
C ( F;, X) +* {b} or
C(Py, X) U {b}.
Thus, the run-off procedure does not satisfy the strict monotonicity condition.

5.8 The non-compensatory condition
The run-off procedure does not satisfy the non-compensatory condition (see paragraph 1.8 of this
section).

6. The Hare rule (the Ware procedure)

6.1 Heredity condition (H)

Let X = {a, b, c,d} and the profile Py is the following
Pi P Pz Py Ps Pg Py
a a a ¢ ¢ d d
b b b b b b b
c ¢ ¢ d d a a
d d d a a ¢ ¢

According to the Hare rule the alternative a will be chosen, i.e., C(Py, X) = {a}.

Consider now the subset X' = X\{c,d}. A contraction of the profile ﬁx onto a set X', i.e., ﬁXr,
looks as
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P, P, P3 P, Ps Pg P;
a a a b b b b
b b b a a a a

According to the rule the alternative b will be chosen, i.e., C(ﬁX,,X’) = {b}.

Then C(Pyr,X") 2 C(Py, X) N X'. Thus, the Hare rule (the Ware procedure) does not satisfy the
condition H.

6.2 Concordance condition (C)
Consider the previous example. According to the Hare rule (the Ware procedure) the alternative
a will be chosen, i.e., C(ﬁX,X) = {a}.
Consider now the subset X’ = X\{c,d}. A contraction of the profile By onto a set X', i.e., Py,
looks as

Pr P Pz Py Ps Ps Py

a a a b b b b

b b b a a a a

According to the Hare rule the alternative b will be chosen, i.e., C(Py, X') = {b}.

Finally, let us consider the subset X'’ = X\{a}. A contraction of the profile ﬁx onto a set X", i.e.,
P11, looks as

Pi. P, P3 Py Ps Pg Py

b b b ¢ ¢ d d

c ¢c ¢ b b b b

d d d d d ¢ c

According to the rule the alternative b will be chosen, i.e., C(Pyr, X"") = {b}.
Then C(Pyr,X') N C(Pyi,X'") = {b} & C(Py,X). Thus, the Hare rule (the Ware procedure)
does not satisfy the condition C.

6.3 Outcast condition (O)
Consider the example from paragraph 6.1 of this section. Then C(Py, X) # C(Px, X). Thus, the
Hare rule (the Ware procedure) does not satisfy the condition O.

6.4 Arrow’s choice axiom (ACA)
The Hare rule (the Ware procedure) does not satisfy the condition ACA as the condition C is not
satisfied.

6.5 Monotonicity condition 1
Let X = {a, b, c,d} and the profile ﬁX is the following
Pr P P3 Py Ps Ps P7 Pg Py Pig Pin P Pis
a a a a a ¢ ¢c ¢ ¢ d d d d
b b b b b b b b b b b b
c ¢ ¢c ¢c ¢c d d d d a a a
d d d d d a a a a ¢ ¢ ¢
According to the rule the alternative a will be chosen, i.e., C(Py, X) = {a}.
Suppose now that the position of the alternative a was improved in P; while the relative
comparison of any pair of other alternatives remained unchanged.

o 9 T
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Py P, P3 Py, Py Py P; Pg Py Pyy Py Py Py
a a a a a a ¢ ¢ ¢ d d d d
b b b b b ¢ b b b b b b b
c ¢ ¢ ¢ ¢ b d d d a a a a
d d d d d d a a a ¢ C c C
According to the Hare rule (the Ware procedure) the alternative ¢ is omitted on the first stage.

Next, consider the subset X' = X\{c}. A contraction of the profile E{ onto a set X', i.e., P—,’;
looks as

Py P, P; Py Py Pg P; Pg Py Pyy Py Py, Py

a a a a a a b b b b b b b

b b b b b b a a a a a a a

According to the rule the alternative b will be chosen, i.e., C (EZ X) =C (PT’(,,X’) = {b}.

Then {a} € C(ﬁX,X), {a} & C (Ef X). Thus, the Hare rule (the Ware procedure) does not satisfy
the Monotonicity condition 1.

6.6 The Monotonicity condition 2

Since the Hare rule (the Ware procedure) always chooses no more than one best alternative, the
Monotonicity condition 2 is not applicable to it as it considers the choice of more than two
alternatives. In other words, the Hare rule (the Ware procedure) obeys the Monotonicity condition
2 trivially.

6.7 The strict monotonicity condition
The Hare rule (the Ware procedure) does not satisfy the strict monotonicity condition (see the
proof in paragraph 5.7 of this section).

6.8 The non-compensatory condition
The Hare rule (the Ware procedure) does not satisfy the non-compensatory condition (see
paragraph 1.8 of this section).

7. The Borda rule

7.1 Heredity condition (H)
Let X = {a, b, c,d, e} and the profile ﬁX is the following
Pi1 P2 P3s Py Ps

e e a b b
a a d ¢ ¢
b b ¢ e a
c ¢ b a d

d d e d e
Let us calculate the Borda count for each alternative: r(a, Py) = r(b, Py) = 13,7(c, Py) = 10,
r(d, Py) = 4,7(e, Py) = 10. According to the Borda rule the alternatives a,b will be chosen, i.e.,
C(Py, X) = {a, b}.
Consider now the subset X' = X\{d}. A contraction of the profile Py onto a set X', i.e., ﬁX:,
looks as
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P. P, P Py Ps
e e a b b
a a ¢ ¢ ¢
b b b e a
cC CcC e a e

Let us calculate the Borda count for each alternative: r(a, Py:) = 8,7(b, Py) = 9,7(c, Pyr) =
6,7(e, ﬁXr) = 7. According to the rule the alternative b will be chosen, i.e., C(Pys, X") = {b}.
Then C(ﬁX,,X’) 2 C(Py,X) N X'. Thus, the Borda rule does not satisfy the condition H.

7.2 Concordance condition (C)
Let X = {a, b, c,d} and the profile ﬁx is the following

P, P, P3 P4
a ¢ b c
d d a b
b a d a
c b ¢ d

Let us calculate the Borda count for each alternative: r(a,Py) = 7,7(b,Py) = r(c, Py) =
6,7(d, Py) = 5. According to the Borda rule the alternative a will be chosen, i.e., C(Py, X) =
{a}.

Consider now the subset X' = X\{d}. A contraction of the profile ﬁX onto aset X', i.e., ﬁXf, looks
as

P, P, P; Py
a ¢ b c
b a a b

c b ¢ a
Let us calculate the Borda count for each alternative: r(a, Py/) = r(b, Py) = r(c, Py) = 4.
According to the Borda rule the alternatives a,b,c will be chosen, i.e., C(ﬁX/,X’) = {a,b,c}.
Finally, let us consider the subset X”' = X\{a}. A contraction of the profile By onto a set X", i.e.,
P, looks as

P, P, P3 P4
d ¢ b ¢
b d d b
c b ¢ d

Let us calculate the Borda count for each alternative: (b, Pyrr) = r(c, Pyn) = r(d, Pyr) = 4.
According to the rule the alternatives b,c,d will be chosen, i.e., C(ﬁXu,X”) = {b,c,d}.

Then C(Py,X') n C(Pyn,X") = {b,c} & C(Py,X). Thus, the Borda rule does not satisfy the
condition C.

7.3 Outcast condition (O)

Consider the example from paragraph 7.2 of this section. Then C(ﬁX,,X’) ¢C(I3X,X),
consequently, the Borda rule does not satisfy the condition O.
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7.4 Arrow’s choice axiom (ACA)
The Borda rule does not satisfy the condition ACA as the condition H is not satisfied.

7.5 Monotonicity condition 1

Leta € C(Py, X), i.e., Vx € X\{a} r(a, ﬁx) > r(x, Py).

Consider now a profile F, which differs from the profile I3X only by improved position of the
alternative a. Then r (a, E{) > r(a, Py) and r (x, E{) < r(x, Py). Thus, r (a, F){) > r(x, E{) and
a € C(P,X).

ac€ C(ﬁx, X)anda € C(?, X). Thus, the Borda rule satisfies the Monotonicity condition 1.

7.6 The Monotonicity condition 2

Let X ={a,b,c,d,e, f} and the profile ﬁX is the following
P, P, Ps Py, Ps Pg P; Pg

a a a f f f f ¢
b b b b b b ¢ f
c C CcC a a a e e
d d d ¢ ¢ ¢ d d
e e e d d d b a
f f f e e e a b

Let us calculate the Borda count for each alternative: r(a, Py) = r(b, Py) = 25, r(c, Py) = 24,
r(d, Py) = 13,r(e, Py) = 9,7(f, Py) = 24. According to the Borda rule the alternatives a,b will
be chosen, i.e., C(Py, X) = {a, b}.

Consider now the subset X' = X\{b}. A contraction of the profile P, onto a set X', i.e., ﬁX,,

looks as
P, P, P P, Ps Pg P; Pg

a a a f f f f

c ¢ ¢ a a a c¢ f
d d d ¢ ¢ ¢ e e
e e e d d d d d
f f f e e e a a

Let us calculate the Borda count for each alternative: r(a, Pys) = 21,7(c,Py) = 22,
r(d,Py) = 13,7(e, Py') = 7,7(f, Pyr) = 19. According to the Borda rule the alternative ¢ will
be chosen, i.e., C(P,s, X") = {c}.

Finally, let us consider the subset X’' = X\{a}. A contraction of the profile P onto a set X", i.e.,

P, looks as
P, P, Ps Py Ps Ps Py Py
b b f f f f

-~ D QO O T
-~ D O O
-~ @ O O
O O O T
D QO O T
D O O T
O o o O
O O d =
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Let us calculate the Borda count for each alternative: (b, Pyr) =21, r(c,Pyn) = 22,
r(d,Pyr) =13, (e, Pyr) = 7,7(f, Pyrr) = 19. According to the rule the alternative ¢ will be
chosen, i.e., C(Pyr, X" = {c}.

Then {a, b} € C(Px,X), {a} & C(Py/,X") and {b} & C(Py,X""). Thus, the Borda rule does not
satisfy the Monotonicity condition 2.

7.7 The strict monotonicity condition

Let X = {a, b, c} and the profile ﬁx is the following
P P, Ps P4
a a b b
c b a a
b ¢ ¢ ¢

Let us calculate the Borda count for each alternative: r(a, Py) = 6,7(b, Py) = 5,7(c, Py) = 1.

According to the Borda rule the alternative a will be chosen, i.e., C(ﬁX,X) = {a}.

Consider now a profile F, which differs from the profile f’X only by improved position of the
alternative c in Py

P, P, P; P,

c a b b

a b a

b ¢

a
c
Let us calculate the Borda count for each alternative: r (a, ) =5, r( )g) =57 (c, F){) = 2.

According to the rule the alternatives a,b will be chosen, i.e., C(P’,X) = {a, b}.
C(ﬁx, X) or
C (PT;, X) #* {c}or
C(ﬁx, X) U {c}.
Thus, the Borda rule does not satisfy the strict monotonicity condition.

7.8 The non-compensatory condition
Let X = {a, b, c} and the profile ﬁX is the following

P1 P2 Ps
a a b
b b ¢
cC C a

According to the rule the alternatives a,b will be chosen, i.e., C(Py, X) = {a, b}.
Let us write the profile Py in the following form

P1| P2 | P3
al3 3|1
b| 2|23
cl|1]1]2

According to the non-compensatory condition the alternative b is better than the alternative a and
the alternative a is better than the alternative c. Thus, the non-compensatory condition is not

satisfied as a € C(Py, X).
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8. The Black procedure
8.1 Heredity condition (H)
Let X = {a, b, c} and the profile ﬁX is the following
Pr P, P3 Py Ps
a a d b b
b b a d d
d d b a a
In this example none of alternatives is a Condorcet winner (aub, dua, bud). Thus, the Borda rule
is applied.
Let us calculate the Borda count for each alternative: r(a, Py) = 5,7(b, Py) = 6,7(c, Py) = 4.

According to the Black procedure the alternative b will be chosen, i.e., C(ﬁX, X) = {b}.

Consider now the subset X’ = X\{d}. A contraction of the profile Py onto a set X', i.e., B, looks
as

P1 P2 P3 Py Ps

a a a b b

b b b a a
According to the rule the alternative a will be chosen, i.e., C(Py, X') = {a}.

Then C(ﬁX,,X’) 2 C(ﬁX,X) N X'. Thus, the Black procedure does not satisfy the condition H.

8.2 Concordance condition (C)
Let X = {a, b, ¢, d} and the profile ﬁX is the following

Pi P, P3 Py Ps

a a c¢c d d

d d b b b

c ¢ a a a

b b d ¢ ¢
In this example none of alternatives is a Condorcet winner (auc, aud, bua, cub, dub, duc). Thus,
the Borda rule is used for this case. Let us calculate the Borda count for each alternative:
r(a,Py) = 9,7(b,Py) = 6,7(c, Px) = 5, r(d, Py) = 10. According to the Black procedure the
alternative d will be chosen, i.e., C(ﬁX, X) ={d}.
Consider now the subset X' = X\{d}. A contraction of the profile ﬁX onto aset X', i.e., ﬁXf, looks
as

P, P, P3s Py Ps
a a ¢ b b
c ¢ b a a
b b a ¢ ¢

According to the Black procedure the alternative a will be chosen, i.e., C(ﬁXI,X’) = {a}.
Finally, let us consider the subset X" = X\{b, c}. A contraction of the profile I3X onto a set X",
i.e., Py, looks as

P, P, P; Ps Ps
a a a d d
d d d a a

According to the rule the alternative a will be chosen, i.e., C(Pyr, X"') = {a}.

38



Then C(Pyr, X") 0 C(Pyi, X") = {a} & C(Px,X). Thus, the Black procedure does not satisfy
the condition C.

8.3 Outcast condition (O)
Consider the example from paragraph 8.1 of this section. Then C(ﬁXf,X’) = C(ﬁX, X). Thus, the
Black procedure does not satisfy the condition O.

8.4 Arrow’s choice axiom (ACA)
The Black procedure does not satisfy the condition ACA as the condition H is not satisfied.

8.5 Monotonicity condition 1

Leta € C(ﬁx, X). Consider two possible situations:
1. None of alternatives is a Condorcet winner. Thus, the Borda rule is used for this case.

Then vx € X\{a} r(a, Py) = r(x, By). Consider now a profile P{, which differs from the
profile ﬁX only by improved position of the alternative a. Then
r (a, PT}) >r(a, ﬁx) and r (x, E{) <r(x, ﬁX). Thus, r (a, F;) > r(x, E{) and a €
C(B, X).

2. The alternative a is a Condorcet winner, i.e., a € CW(ﬁX, X). Then Ax € X, xua. Since

for any profile F; which differs from the profile f’X only by improved position of the
alternative a the relative comparison of the alternative a and any other alternative remains
unchanged, the alternative a will be in choice, i.e., a € C(Ef, X).

Then a € C(ﬁX,X) and a € C(?,X). Thus, the Black procedure satisfies the Monotonicity
condition 1.

8.6 The Monotonicity condition 2
Let X = {a, b, c,d, e} and the profile Py is the following
Pr P, P3 Py Ps Pg Pz Pg Pg P Pu Pz Pis

e b b a ¢c ¢c ¢ a e a e d d
a a a b d d d b b b b e b
b ¢ ¢ ¢c e e e ¢ a ¢ a a ¢
Cc e e e a b a e ¢ e c ¢ e

d d d d b a b d d d
In this example none of alternatives is a Condorcet winner (aub, auc, aud, epa, cpe). Thus, the

Borda rule is used for this case. Let us calculate the Borda count for each alternative: r(a, Py) =
r(b,Py) = 29,7(c, Py) = 28, 7(d, Px) = 17, r(e, Py) = 27. According to the Black procedure
the alternatives a,b will be chosen, i.e., C(Py, X) = {a, b}.

Consider now the subset X' = X\{a}. A contraction of the profile P, onto a set X', i.e., ﬁxr,
looks as

o
(o
QD

Pr P, Ps Ps Ps Ps P; Pg Pg Pio Puu P Pa3
b b b ¢ ¢c ¢ b e b e d d

o O T o

c ¢ ¢c d d d ¢ b ¢ b e b
e € e e e e e ¢ e c c c
d d d b b b d d d d b e
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In this example none of alternatives is a Condorcet winner (buc, bud, eub, cpe). Thus, the Borda
rule is used for this case. Let us calculate the Borda count for each alternative: r(b, Py/) =
23,7(c,Pyr) = 24, r(d,Py) = 12, r(e,Pyr) = 19. According to the Black procedure the
alternative ¢ will be chosen, i.e., C(P,+, X") = {c}.

Finally, let us consider the subset X' = X\{b}. A contraction of the profile I3X onto a set X", i.e.,

P, looks as
Pr P P3 P4 Ps Pg P; Pg Pg Pig P11z P12 Pis
e a a a ¢c c¢c c a e a e d d
a ¢ ¢c ¢c d d d c¢c a ¢ a e <¢c
C e e e e e e e ¢c e ¢ a e
d d d d a a a d d d d ¢ a
In this example none of alternatives is a Condorcet winner (apc, aud, eua, cpe). Thus, the Borda

rule is used for this case. Let us calculate the Borda count for each alternative: r(a, Pyrr) =
22,7(c, Pyrn) = 24, r(d,Pyr) = 12, (e, Pynr) = 20. According to the rule the alternative ¢
will be chosen, i.e., C(Pyr, X'") = {c}.

Then {a,b} € C(Px,X), {b} & C(Py,X")and {a} ¢ C(Pyr,X"). Thus, the Black procedure
does not satisfy the Monotonicity condition 2.

8.7 The strict monotonicity condition
Let X = {a, b, c,d} and the profile ﬁx is the following

Pr P Ps Py Ps Ps P; Pg Pg

d a a a a ¢ b b b

a d d ¢c ¢c d c¢c ¢ ¢

b b b d d b d d d

c ¢ ¢ b b a a a a
In this example none of alternatives is a Condorcet winner (aub, apc, dua, buc, dub, cud). Thus,
the Borda rule is used for this case. Let us calculate the Borda count for each alternative:
r(a,Py) = 14,7(b, Py) = r(c, Py) = 13, 7(d, Py) = 14. According to the Black procedure the

alternatives a,d will be chosen, i.e., C(Py, X) = {a, d}.

Consider now a profile PT; which differs from the profile Py only by improved position of the
alternative c in P;:
P, P, P; P, P, P, P, Pg; P
d a a ¢ a ¢ b b b
a d d a ¢ d ¢ ¢ ¢
b b b d d b d d d
c ¢ ¢ b b a a a a
In this example none of alternatives is a Condorcet winner (aub, cpa, dua, buc, dub, cud). Thus,
the Borda rule is used for this case. Let us calculate the Borda count for each alternative:

r (a, PT}) =r (bPT}) =13,r (c, E{) =14,r (d, Ef) = 14. According to the rule the alternatives
c,d will be chosen, i.e., C(E{,X) = {c,d}.
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C(ﬁX, X) or
C (E?, X) * {c}or
C(Py, X) U {c}.
Thus, the Black procedure does not satisfy the strict monotonicity condition.

8.8 The non-compensatory condition

The Black procedure does not satisfy the non-compensatory condition (see paragraph 1.8 of this
section).

9. The inverse Borda rule
9.1 Heredity condition (H)
Let X = {a, b, c,d, e} and the profile ﬁX is the following
P, P, P Py Ps Pg
a b c¢c a d c
b d a b ¢ a
d ¢c b d b b
c a d ¢ a d
Step 1. Let us calculate the Borda count for each alternative: r(a, By) = 10, r(b, By) = 10,
r(c, ﬁX) =9,r(d, ﬁX) = 7. According to the Inverse Borda rule the alternative d is omitted.
Step 2. Consider the subset X' = X\{d}. A contraction of the profile Py onto a set X', i.e., Py,
looks as

Pt P> P3 Py Ps Ps Borda count
a b c a ¢ ¢ r(a,Py) =6
b ¢ a b b a r(b,Py) =5
c a b c a b r(c,Py) =7

According to the Inverse Borda rule the alternative b is omitted.
Step 3. Consider the subset X"’ = X’\{b}. A contraction of the profile P, onto a set X", i.e.,
P, looks as

Pr P, Ps Py Ps Pg Borda count
a ¢ c a c ¢ r(a,Pyn) = 2
Cc a a ¢ a a r(c,Pyn) = 4

According to the Inverse Borda rule the alternative ¢ will be chosen, i.e., C(P,X) = {c}.

Consider now the subset X" = X\{a, b} = {c, d}. A contraction of the profile P, onto a set X",
i.e., By, looks as

Pi P, P3 Py Ps Pg Borda count
d d C d d C T'(C, ﬁXIII) =2
c ¢ d ¢ ¢ d r(d,Bym) = 4

According to the rule the alternative d will be chosen, i.e., C(Pyr, X'"") = {d}.
Then C(ﬁXm,X”’) 2 C(Py, X) N X"".Thus, the Inverse Borda rule does not satisfy the condition H.
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9.2 Concordance condition (C)

Let X = {a, b, ¢, d} and the profile ﬁX is the following
Pir P2 P3 Py Ps
a a b b c
c b ¢ d d
d c d a a
b d a ¢ b

Step 1. Let us calculate the Borda count for each alternative: r(a, Pgpcqy) = 7(b, Pupea) =
(¢, Papeay) = 8,7(d, Papcay) = 6. The alternative d is omitted.
Step 2. Let us calculate the Borda count for each alternative: r(a, Pigp.¢y) = 6,7(b, Papey) = 5,

7(¢, Papea) = 4. The alternative c is omitted.
Step 3. Let us calculate the Borda count for each alternative: 7(a, P ;) = 3,7(b, P y) = 2.
According to the Inverse Borda rule the alternative a will be chosen, i.e., C(Py, X) = {a}.
Consider now the subset X' = X\{a} = {b, c,d}. A contraction of the profile ﬁx onto a set X',
i.e., Py, looks as

P, P, Ps Py Ps

c b b b c

d ¢ ¢ d d
b d d ¢ b

Step 1. Let us calculate the Borda count for each alternative: r(b, Py, .ay) = 7(c, Pipcay) = 6,

r(d, Ppcay) = 3. According to the rule the alternative d is omitted.
Step 2. Let us calculate the Borda count for each alternative: r(b, Py, ) = 3,7(c, Pyyey) = 2.
According to the Inverse Borda rule the alternative b will be chosen, i.e., C(Py,, X') = {b}.

Finally, let us consider the subset X" = X\{c}. A contraction of the profile P onto a set X", i.e.,

ﬁXu, looks as
Pr P, Pz Py Ps
a a b b d
d b d d a
b d a a b

Step 1. Let us calculate the Borda count for each alternative: r(a,Pyrr) = r(b,Pyi) =
r(d, Py) = 5. According to the rule the alternatives a,b,d will be chosen, i.e., C(Pyr, X") =
{a,b,d).

Then C(Py,X') N C(Py, X"") = (b} & C(Py, X). Thus, the Inverse Borda rule does not satisfy
the condition C.

9.3 Quitcast condition (O)

Consider the example from paragraph 9.1 of this section. Then C(ﬁXI,X’) ¢C(ﬁX,X),
consequently, the Inverse Borda rule does not satisfy the condition O.

9.4 Arrow’s choice axiom (ACA)
The Inverse Borda rule does not satisfy the condition ACA as the condition H is not satisfied.
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9.5 Monotonicity condition 1
Let X = {a, b, ¢, d} and the profile ﬁX is the following
Pi P, P3 Py Ps Pg Py

b ¢ b d b a c
a a a a ¢ d d
c d d ¢ d ¢ b
d b ¢c b a b a

Step 1. Let us calculate the Borda count for each alternative: r(a, ﬁx) =11, r(b, ﬁx) = 10,

r(c, I3X) =11, r(d, ﬁx) = 10. According to the Inverse Borda rule the alternatives b and d are
omitted.

Step 2. Consider the subset X' = X\{b, d}. A contraction of the profile ﬁX onto a set X', i.e., ﬁXr,
looks as

Pr P, P3 P; Ps Ps Py Borda count
a c a a c a c r(a,Py) = 4
c a c c a c a r(c,Py) =3

The alternative ¢ is omitted and the alternative a will be chosen, i.e., C(P,X) = {a}.

Consider now a profile ?, which differs from the profile ﬁX only by improved position of the
alternative a in Ps.
Py P, P; Py Py Py Py

b ¢ b d b a ¢
a a a a a d d
c d d ¢ ¢ ¢ b
d b ¢ b d b a

Step 1. Let us calculate the Borda count for each alternative: r(a,Ef) = 13, r(b,Eg)) = 10,
r(c, Ef) =10,r(d, E{) = 9. The alternative d is omitted.

Step 2. Consider the subset X" = X\{d}. A contraction of the profile Eg’ onto a set X', i.e., P'yr,
looks as

P, P, P; P, P P, P, Borda count
b ¢ b a b a ¢ r(a,P'y)) =8
a a a ¢ a ¢ b r(b, P’ y) =7
c b ¢ b ¢ b a r(c,Piy) =6

The alternative c is omitted.

Step 3. Consider the subset X" = X'\{c}. A contraction of the profile PT} onto aset X", i.e., P/ yr,
looks as

P, P, P; P, P P, P, Borda count
b a b a b a b r(a, ?X,,) =3
a b a b a b a r(b, FX,,) =4

The alternative a is omitted. Thus, according to the rule the alternative b will be chosen, i.e.,
¢ (P, X) = (b}
Then {a} € C(Py,X), {a} & C(E{,X). Thus, the Inverse Borda rule does not satisfy the

Monotonicity condition 1.
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9.6 The Monotonicity condition 2

Let X = {a, b, ¢, d} and the profile ﬁX is the following
Pi1 P2 Ps3s Py
a a b c¢
d d ¢ b
b ¢ d d
c b a a

Let us calculate the Borda count for each alternative: r(a,Py) = r(b,Py) = 7(c,Py) =
r(d,F’X) = 6. According to the Inverse Borda rule the alternatives a,b,c,d will be chosen, i.e.,
C(ﬁX,X) ={a,b,c,d}.

Consider now the subset X’ = X\{a}. A contraction of the profile Py onto a set X', i.e., P, looks
as

P P2 P P

d d b ¢
b c c b
c b d d

Let us calculate the Borda count for each alternative: r(b, Py:) = r(c, Pyr) = 4,7(d, Pyr) = 2.
According to the rule the alternatives b,c will be chosen, i.e., C(Py, X) = {b, c}.

Then {d} € C(Py,X), {d} & C(ﬁX,,X’). Thus, the Inverse Borda rule does not satisfy the
Monotonicity condition 2.

9.7 The strict monotonicity condition
The Inverse Borda rule does not satisfy the strict monotonicity condition (see the proof in
paragraph 2.7 of this section).

9.8 The non-compensatory condition
The Inverse Borda rule does not satisfy the non-compensatory condition (see paragraph 1.8 of this
section).

10. The Nanson rule
10.1 Heredity condition (H)

Let X = {a, b, c,d, e} and the profile Py is the following
P, P, Ps Py Ps Pg

a b c¢c a d c¢
b d a b ¢ a
d ¢ b d b b
c a e ¢ a d

e e d e e e
Step 1. Let us calculate the Borda count for each alternative: r(a, 13X) =16, r(b, ﬁx) = 16,
r(c,Py) = 15, (d,Py) = 12, r(e,Py) = 1, 7(Px,X) = 12. According to the Nanson rule the
alternatives d,e are omitted.
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Step 2. Consider the subset X’ = X\{d, e}. A contraction of the profile By onto a set X', i.e., ﬁX:,
looks as

Pr P, P Py Ps Ps Borda count
a b c a ¢ ¢ r(a,Py) =6
b ¢ a b b a r(b,Py) =5
c a b c¢c a b r(c,Py) =7

The average Borda count is equal to 6, i.e., f(ﬁX,,X’) = 6. According to the Nanson rule the
alternative b is omitted.

Step 3. Consider the subset X" = X"\{b}. A contraction of the profile ﬁX onto aset X", i.e., ﬁxu,
looks as

Pr P, Ps Py Ps Pg Borda count
a ¢ c a c ¢ r(a,Pyn) =2
Cc a a ¢ a a r(c,Pyn) = 4

The average Borda count is equal to 6, i.e., f(ﬁXu,X”) = 6. Thus, according to the Nanson rule
the alternative c will be chosen, i.e., C(Py, X) = {c}.

Consider now the subset X" = X\{a, b} = {a, d, e}. A contraction of the profile P onto a set X",
i.e., Pyrrr, looks as

Pi P, P3 Ps Ps Ps Borda count
d d C d d C T'(C, P)XIII) =2
c ¢ d c ¢ d r(d,Bym) = 4

According to the rule the alternative d will be chosen, i.e., C(Pyr, X""") = {d}.
Then C(Pym,X""") 2 C(Py, X) N X"". Thus, the Nanson rule does not satisfy the condition H.

10.2 Concordance condition (C)

Let X = {a, b, ¢, d} and the profile ﬁX is the following
P]_ P2 P3 P4 P5
a a b b c

c b c d d
b c d a a
d d a ¢ b

Step 1. Let us calculate the Borda count for each alternative: 7(a, Pipcq) = 8, 7(b, Papeay) =
9, 7(¢, Papeay) =8, 7(d, Pupeay) =5, 7(Py,X) =7.5. According to the Nanson rule the
alternative d is omitted.
Step 2. Let us calculate the Borda count for each alternative: r(a, P ) = 6,7(b, Papey) = 5,
(¢, Papey) = 4 7(Papey, (@ b, c}) = 5.. According to the Nanson rule C(Py, X) = {a}.
Consider now the subset X’ = X\{a} = {b, c,d}. A contraction of the profile P, onto a set X',
i.e., Py, looks as

Pr P, P3 Py Ps

c b b b c
b ¢ ¢ d d
d d d ¢ b
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Step 1. Let us calculate the Borda count for each alternative: 7(b, Py, cqy) = 7,7(c, P eay) =
5,7(d, Pieay) = 2,7(Poyc.ay {b, ¢, d}) ~ 4,7. According to the Nanson rule the alternative d is
omitted.

Step 2. Let us calculate the Borda count for each alternative: r(b, Py, ) = 3,7(c, Pppy) = 2,
7(Pp,ep, (b, c}) = 2,5. According to the Nanson rule C(Py,, X') = {b}.

Finally, let us consider the subset X" = X\{c}. A contraction of the profile ﬁx onto a set X", i.e.,

ﬁxu, looks as
Pir P2 P3 Py Ps
a a b b d
b b d d a
d d a a b

Step 1. Let us calculate the Borda count for each alternative: r(a,ﬁXu) = 5,r(b,ﬁxu) =

6,7(d, Pyn) = 4. According to the Nanson rule the alternative b will be chosen, ie.,
C(Pyr, X") = {b}.

Then C(Py,X') n C(Pyr,X") = (b} & C(Py,X). Thus, the Nanson rule does not satisfy the
condition C.

10.3 OQutcast condition (O)
Consider the example from paragraph 10.1 of this section. Then C(ﬁXm,X”’) * C(ﬁX,X),
consequently, the Nanson rule does not satisfy the condition O.

10.4 Arrow’s choice axiom (ACA)
The Nanson rule does not satisfy the condition ACA as the condition H is not satisfied.

10.5 Monotonicity condition 1
Let X = {a, b, c,d} and the profile Py is the following
Pi1 P, P3s Py Ps

a ¢ b ¢ b
b a ¢ a a
c b d d d
d d a b ¢

Step 1. Let us calculate the Borda count for each alternative: r(a,Py) = 7, (b, Py) = 7,
r(c, ﬁx) =7, r(d, ﬁx) = 3. According to the rule the alternatives a,b,c will be chosen, i.e.,
C(P,X) ={a,b,c}.
Consider now a profile ?, which differs from the profile ﬁX only by improved position of the
alternative a in Ps.

Py P, P3; P, Py
C c a

o O T QO

b
a ¢ a b
b d d d
d a b c
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Step 1. Let us calculate the Borda count for each alternative: r(a, E{) =8, r(b, F)f) = 6,
r(c, Eg) =7,r (dEf) = 3,7’(@: X) = 6. The alternatives b,d are omitted.

Step 2. Consider the subset X' = X\{b}. A contraction of the profile PT; onto a set X', i.e., FXI,
looks as

Py, P, P; P, P Borda count
a ¢ c c a r(a,Pyr) =2
c a a a ¢ r(c,P'y) =3

The alternative a is omitted. Thus, according to the rule the alternative ¢ will be chosen, i.e.,
¢ (B X) = (c}.

Then {a}eC(ﬁX,X), {a}%C(Eﬁ,X). Thus, the Nanson rule satisfies the Monotonicity
condition 1.

10.6 The Monotonicity condition 2
The Nanson rule does not satisfy the Monotonicity condition 2 (see paragraph 9.6 of this
section).

10.7 The strict monotonicity condition
Consider the example from paragraph 9.7. According to the rule the alternative ¢ will be chosen,
.e., C(ﬁX,X) = {c}. Consider now a profile ?, which differs from the profile Py only by
improved position of the alternative b in Ps:

Py P, P; Py Py Py

a b ¢ a b ¢

b d a b d a

d ¢ b d ¢ b

c a d ¢ a d

Step 1. Let us calculate the Borda count for each alternative: r(a,EZ) = 10, r(b,F;) =12,
r(c, E;)) =8, r (d, Ef) = 6, f(PT} X) = 9. According to the Nanson rule the alternatives ¢ and d
are omitted.

Step 2. Consider the subset X' = X\{c, d}. A contraction of the profile E{ onto a set X', i.e., P'yr,
looks as

P, P, P; P, P Pg Borda count
a b a a b a r(a,P'y) = 4
b a b b a b r(b,Py) =2

According to the rule the alternative a will be chosen, i.e., C (PT; X) = {a}.
C(P_’)X, X) or
C ( P, x) * {b} or
¢(Py, X) U {b}.
Thus, the Nanson rule does not satisfy the strict monotonicity condition.

10.8 The non-compensatory condition
The Nanson rule does not satisfy the non-compensatory condition (see paragraph 1.8 of this

section).
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11. The Coombs procedure
11.1 Heredity condition (H)
Let X = {a, b, ¢, d} and the profile I3X is the following
Pr P Ps Py Ps Pg Py

c ¢ ¢ d d a a
a d d b a ¢ ¢
d b b a b b b
b a a ¢ ¢ d d

According to the Coombs procedure the alternative b will be chosen, i.e., C(Py, X) = {b}.

Consider now the subset X’ = X\{d}. A contraction of the profile By onto a set X', i.e., P/,
looks as

P, P, P3 P, Ps Ps P,
c ¢ ¢ b a a a
d b b a b ¢ ¢
b a a ¢ ¢ b b

n~(a,Pyr) = 2,n"(b,Py) = 3,n7(c, Py) = 2. The alternative b is omitted.
Thus, according to the rule the alternative a will be chosen, i.e., C(Py, X') = {a}.
Since C(ﬁX,,X’) 2 C(ﬁX,X) N X', the Coombs procedure does not satisfy the condition H.

11.2 Concordance condition (C)

Consider the previous example. According to the Coombs procedure C(ﬁX,X)z{b},
C(Pyr, X") = {a}.
Consider now the subset X”" = X\{b}. A contraction of the profile Py onto a set X", i.e., Py,
looks as

P, P, P3 P, Ps Ps P,

c ¢c ¢ d d a a

a d d a a c¢c c

d a a ¢c ¢ d d
n~(a,Pyn) = 2,n (¢, Pyn) = 2,n~(d, Pyr) = 3. The alternative d is omitted.
Thus, according to the rule the alternative a will be chosen, i.e., C(Pyr,X") = {a}. Then
C(Pyr,X') 0 C(Py, X") = {a} & C(Px, X). Thus, the Coombs procedure does not satisfy the
condition C.

11.3 Quitcast condition (O)

Consider the example from paragraph 11.1 of this section. Then C(13X,,X’) * C(ﬁX,X),
consequently, the Coombs procedure does not satisfy the condition O.

11.4 Arrow’s choice axiom (ACA)
The Coombs procedure does not satisfy the condition ACA as the condition H is not satisfied.
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11.5 Monotonicity condition 1

Let X = {a, b, c} and the profile ﬁX is the following
Pr P, P3 P, Ps Ps P7; Pg
a ¢ ¢ ¢ ¢ a a a
c a b b b b b b
b b a a a ¢ ¢ ¢

According to the rule the alternative b will be chosen, i.e., C(P, X) = {b}.
Suppose now that the position of the alternative b was improved in P; while the relative
comparison of any pair of other alternatives remained unchanged.

Pi P, P3 P, Ps Ps P; Pg

a ¢ c ¢ ¢c a a a

b a b b b b b b

c b a a a c¢c ¢ c
n~(a,Py) = 3,n7(b, Py) = 1,n"(c, Py) = 4. According to the Coombs procedure the alternative

c is omitted. Next, consider the subset X' = X\{c}. A contraction of the profile Ef onto a set X',
i.e., P7,/, looks as

P, P, P; P, Py Py, P, Pg

a a b b b a a a

b b a a a b b b
According to the rule the alternative a will be chosen, i.e., C (Eﬁ X) =C (P_}’{,),X’) = {a}.

Then {b}eC(ﬁX,X), {b}(,i_C(Ef,X). Thus, the Coombs procedure does not satisfy the
Monotonicity condition 1.

11.6 The Monotonicity condition 2
Let X = {a, b, c} and the profile ﬁX is the following
Pr P, Ps Py Ps Pg
c ¢C ¢ a a a
d b d d b b
a d b b d c
b a a ¢ ¢ d
According to the Coombs procedure the alternatives b and d will be chosen, i.e., C(Py, X) =
{b,d}.
Consider the subset X' = X\{b}. A contraction of the profile ﬁX onto aset X', i.e., ﬁXf, looks as
Pi P2 P3 Py Ps Pg
c ¢C ¢ a a a
d d d d d c
a a a ¢ ¢ d

n=(a,Py) =3, n~(c,Py) =2, n~(d,Py) =1. According to the Coombs procedure the
alternative a is omitted. Next, consider the subset X"’ = X'\{a}. A contraction of the profile P
onto aset X", i.e., B, 10oks as

P, P, Ps Py Ps Pg
c ¢ ¢ d d ¢
d d d ¢ ¢ d
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According to the Coombs procedure the alternative ¢ will be chosen, ie., C(Py,X') =
C(ﬁXH,X”) = {C}
Finally, consider the subset X’ = X\{d}. A contraction of the profile Py onto a set X", i.e.,
Py, l00oks as
P, P, P3 Py Ps Pg
c ¢c a a a

c
a b b b b b
b a a ¢ ¢ ¢

n~(a,Pyn) =2, n~(b,Pym) =1, n~(c,Pym) = 3. According to the Coombs procedure the
alternative c is omitted.

Next, consider the subset X" = X"""\{c}. A contraction of the profile ﬁxm onto a set X", i.e,,
Py, looks as

P, P, P3 Ps Ps Ps
a b b a a a
b a a b b b

According to the rule the alternative a will be chosen, i.e., C(ﬁXm,X”’) = C(ﬁXIIII,X””) =
{a}.Then {b,d} € C(Py,X), {d} & C(PppyX\(P}) and {b} & C(Pp(ay, X\{d}). Thus, the
Coombs procedure does not satisfy the Monotonicity condition 2.

11.7 The strict monotonicity condition
The Coombs procedure does not satisfy the strict monotonicity condition (see paragraph 3.7 of
this section).

11.8 The non-compensatory condition
The Coombs procedure does not satisfy the non-compensatory condition (see paragraph 2.8 of this
section).

12. Minimal dominant set
12.1 Heredity condition (H)
Let X = {a, b, c} and the profile ﬁX is the following

P1 P> P3

a ¢ b

b a ¢

c b a
For this case a matrix of majority relation p is the following
albj|c
al-11]0
b|0]|-|1
c|1/|0]-
According to the rule the alternatives a,b,c are included in minimal dominant set Q. Thus,

C(Py,X)=Q = {a,b,c}.

50



Consider now the subset X' = X\{b}. A contraction of the profile ﬁx onto a set X', i.e., ﬁXr,
looks as

Pt P2 P3
a C C
C a a

According to the rule the alternative c will be chosen, i.e., C(ﬁX,,X’) = {c}.
Then C(ﬁX,,X’) 2 C(Py,X) N X'. Thus, the condition H is not satisfied.

12.2 Concordance condition (C)
The condition C is satisfied if VX', X" €24 — C(ﬁXfUXu,X’ UX")2C(Py,X)N C(ﬁXII,X”).
Let us proof it by contradiction.
1. Suppose that 3x € C(Py,X") N C(Pym,X"):x & C(Pyryxr, X' UX"). Then vy €
C(Pyruxm X' UX') = yux. Itis also true that y € X’ and/or y € X",
2. Lety e X'. Sincex € C(ﬁXr,X’), Vz € X’\C(ﬁXI,X’) — xuz. Thus, y € C(ﬁX/,X’) and
YUZ.
The alternatives x and y can be chosen from the set X' iff 3u € C(Pys, X"): uuy and xpu.
Since upy and y € C(Pyryyr, X' U X"), u € C(Pyryyr, X' U X'). Thus, upx which is a
contradiction. Thus, the assumption 1 is incorrect.
Thus, the condition C is satisfied.

12.3 Outcast condition (O)
The condition O is satisfied (the proof follows from definition of the rule).

12.4 Arrow’s choice axiom (ACA)
Minimal dominant set does not satisfy the condition ACA as the condition H is not satisfied.

12.5 Monotonicity condition 1

Let a € C(I3)X,X). Then Vvx € X\C(ﬁX,X) — aux and AX' < C(ﬁX,X)\{a}: Vye X andVz €
X\X' yuz. Consider now a profile ?, which differs from the profile ﬁx only by improved position
of the alternative a. Then auxand?X'C C(ﬁx, X)\{a}: Vy € X'and Vz € X\X' yuz.

Consequently, a € C (Eg X). Thus, the Monotonicity condition 1 is satisfied.

12.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).

12.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

12.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).
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13. Minimal undominated set

13.1 Heredity condition (H)
The condition H is not satisfied (see paragraph 12.1 of this section).

13.2 Concordance condition (C)
Let X = {a, b, ¢, d} and the profile ﬁX looks as
P1 P, P3 Py Ps Pg
b a a b a d
a ¢ d a ¢ b
c d b ¢ d ¢
d b ¢c d b a
For this case a matrix of majority relation p is the following
a|b|lc|d
-1011]1
-1110
1

O|T|D

o|o| o
o
1

d 110 -
According to the rule the alternative a is included in minimal undominated set Q. Thus,

C(ﬁX, X) = Q = {a}. Consider now the subset X’ = X\{a}. A contraction of the profile P, onto a
set X', i.e., B, looks as

Pj_ P2 P3 P4 P5 P6

b ¢ d b ¢ d

c d b ¢ d b

d b ¢c d b c
According to the rule the alternatives b,c,d make the minimal undominated set. Thus,
C(Py, X") = {b,c,d}.
Finally, consider the subset X" = X\{c,d}. A contraction of the profile ﬁX onto a set X', i.e.,
ﬁXu, looks as

P1 P, P3 Ps Ps Ps
b a a b a b
a b b a b a

According to the rule the alternatives a and b will be chosen, i.e., C(Pyr, X"") = {a, b}.
Then C(Pyr, X') N C(Pyi, X") = {b} & C(Py, X). Thus, the condition C is not satisfied.

13.3 QOuitcast condition (O)
Consider the previous example. Then C(Py,X) # C(Py#,X""). Thus, the condition O is not
satisfied.

13.4 Arrow’s choice axiom (ACA)
Minimal undominated set does not satisfy the condition ACA as the condition H is not satisfied.
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13.5 Monotonicity condition 1

Let a € C(ﬁX,X). Then Ax € X\C(ﬁX,X) - xpa and AX' € C(ﬁX,X)\{a}: Vye X andVz €
X\X' zuy. Consider now a profile Eg’ which differs from the profile ﬁX only by improved position
of the alternative a. Then #Ax € X\C(Py,X) — xua and 24X’ € C(Py, X)\{a}: Vy € X' and Vz €
X\X' zuy. Thus,a € C (Ef X). The Monotonicity condition 1 is satisfied.

13.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).

13.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

13.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

14. Minimal weakly stable set
14.1 Heredity condition (H)
The condition H is not satisfied (see paragraph 12.1 of this section).

14.2 Concordance condition (C)
Let X = {a, b, c,d, e} and a matrix of majority relation p is the following

alb|lc|d]|e
al-]11]0]0]0
b|0O|-]1]0]|0
c|0]O0|-1]1]|1
d{1({0/0]|-1]0
e| 00|01 -

According to the rule the alternatives a and c are included in minimal weakly stable set Q. Thus,

C(Py,X) =Q = {a,c}.
Consider now the subset X' = X\{e}. Then a matrix of majority relation p is the following

alblc|d
al-]1]01]0
b{0|-]1/0
c|0]0]-|1
d{1(0]|0] -

According to the rule the alternatives a,b,c,d are included in minimal weakly stable set, i.e.,
C(Py,X') = {a,b,c,d}.
Finally, consider the subset X" = X\{a}. Then a matrix of majority relation p is the following

blc|d]e
b|-]1]0|0
c|0|-11]1
d{ 00| -1]0
e|0]0]1]-
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According to the rule the alternative b is included in minimal weakly stable set, i.e.,
C(Pyr, X") = {b}.
Then C(Pyr, X') N C(Pyr, X") = {b} & C(Py, X). Thus, the condition C is not satisfied.

14.3 Ouitcast condition (O)
Consider the previous example. C(ﬁXn,X”) * C(ﬁX,X), consequently, the condition O is not
satisfied.

14.4 Arrow’s choice axiom (ACA)
Minimal weakly stable set does not satisfy the condition ACA as the condition H is not satisfied.

14.5 Monotonicity condition 1
Leta € C(Py,X). Then
1. 3x’ € C(Py, X)\{a}:
vy € X\(X' U {a}) ypa = 3z € X' zny and
{EX” cX:beX"uU{a}),VceX\(X"U{a}) cub = 3d € (X" U {a}) duc.
2. VX' < X\{a}:
{e € X", Vx € X\X"" eux = g € X" gue and
X" = [X" U {a}].
Consider now a profile F), which differs from the profile f’X only by improved position of the
alternative a. Then the cardinality of a set X' is reduced or remained the same while the cardinality

of a set X' is higher than the cardinality of a set X’. Thus, a € C (Eﬁ X) and the Monotonicity
condition 1 is satisfied.

14.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).

14.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

14.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

15. The Fishburn rule
15.1 Heredity condition (H)
Condition H is not satisfied (see paragraph 12.1 of this section).

15.2 Concordance condition (C)
Let X = {a, b, c,d, e} and a matrix of majority relation p is the following

alblc|d|e]|f
a|l-[1]010]1 1
b|O0O|-]1]1|0]1
c|1|0|-11]1]0
d{1({0|0|-]01|0
e|0(0]0|1]-]1
f{0o|0|21]21]0]-
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Let us define the upper contour sets for each alternative. D(a, Py) = {c,d}, D(b, Py) = {a},
D(c,Py) = {b,f}, D(d,Py) = {b,c,e,f}, D(e,Py) = {a,c}, D(f,Py) = {a,b,e}. Then cyd,
bye, byf. Thus, C(Py,X) = {a, b, c}.

Consider now the subset X' = X\{c, f}. Then a matrix of majority relation p is the following

alb|d]e
a|-|1]0|1
b{0|-]1/0
d{1(0]|-1]0
e|0]0]1]-

Let us define the upper contour sets for each alternative. D(a, Py:) = {d},D(b, Py/) = {a},
D(d,Py) = {b,e}, D(e, Py:) = {a}. Thus, C(Py:,X") = {a, b, d,e}.
Finally, consider the subset X" = X\{a, b}. Then a matrix of majority relation p is the following

c|d|e]|f
c|-1111]0
d 0|-]01]0
el0]1]-11
fl1]1/0]-

Let us define the upper contour sets for each alternative. D(c, ﬁXn) ={f}, p(d, ﬁX,,) =
{c,e, f}, D(e, ﬁXn) = {c}, D(f, ﬁXr/) = {e}. Then cyd, eyd, fyd. Thus, C(ﬁX/r,X” ={c,e f}
Then C(Pyr, X") N C(Pyi,X"") = {e} & C(Px, X). Thus, the condition C is not satisfied.

15.3 Quitcast condition (O)
Let X = {a, b, c,d, e} and a matrix of majority relation p is the following

alblc|d]|e
al-|1]01]1
bi0o|-]1|1]0
c|1|0|-11]0
d{o(0|0]|-]1
e| 00|00 -

Let us define the upper contour sets for each alternative. D(a, Py) = {c}, D(b, Py) = {a},
D(c, ﬁx) = {b}, D(d, ﬁx) = {a,b,c}, D(e, ﬁx) = {a,d}. Then cyd, bye. Thus, C(ﬁX,X) =
{a,b,c}.

Consider now the subset X' = X\{d}. Then a matrix of majority relation p is the following

alblcle
a|-|[1]0]|1
b{0|-]1/0
c|l|0]-10
e|0]0]0] -

Let us define the upper contour sets for each alternative. D(a, Py/) = {c},D(b, Py') = {a},
D(c,Pyr) = (b}, D(e,Py) = {a}. Thus, C(Py,X") = {a,b,c,e}.
Then C(Py1,X") # C(Py, X), Thus, the condition O is not satisfied.
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15.4 Arrow’s choice axiom (ACA)
The Fishburn rule does not satisfy the condition ACA as the condition H is not satisfied.

15.5 Monotonicity condition 1

Leta € C(Py,X). Then 2y € X D(y, Py) < D(a, Py).

Consider now a profile F, which differs from the profile I3X only by improved position of the
alternative a. Then D (a, E{) - D(a, ﬁX) and Vy € X\{a} D (y, E{) 2 D(y, ﬁX) Thus, Ay € X

D(y, E{) cD (a, Ef) Thus,a € C (Eﬁ X) and monotonicity condition 1 is satisfied.

15.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).

15.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

15.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

16. Uncovered set |
16.1 Heredity condition (H)
The condition H is not satisfied (see paragraph 12.1 of this section).

16.2 Concordance condition (C)
Let X ={a,b,c,d, e, f} and a matrix of majority relation p is the following

alblc|d|e]|f
a|-[1]010]1 1
bl{0o|-]1|1]0]|1
c|1|0-]21(1]0
d{1({0|0|-]01|0
el0]0]O0O|21]-]1
fl0|]0|212]1]0]-

Let us define the lower contour sets for each alternative. L(a,Py) = {b,e,f},L(b,Py) =
{c,d,f}, L(c,Py) = {a,d,e}, L(d,Py) = {a}, L(e,Py) = {d,f}, L(f, Px) = {c,d}. Then c&d,
bSe, b8f. Thus, C(Py,X) = {a, b, c}.

Consider now the subset X' = X\{c, f}. Then a matrix of majority relation p is the following

alb|d]e
al-11]0/(1
b{0|-]11/0
d{1(0]|-1]0
e 0|01 -

Let us define the lower contour sets for each alternative. L(a, Pys) = {b, e}, L(b, Py') = {d},
L(d,Py/) = {a}, L(e, Pyr) = {d}. Thus, C(Py:, X') = {a,b,d, e}.
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Finally, consider the subset X" = X\{a, b}. Then a matrix of majority relation p is the following

c|d|e|f
c|-|1111]0
d{ 0|-]01]0
el0]1]-11
fl1|1|0] -

Let us define the lower contour sets for each alternative. L(c, ﬁxu) ={d, e}, L(d, ﬁxu) = Q,
L(e,Byn) = {d, f}, L(f, Py) = {c,d}. Then c&d, edd, fyd. Thus, C(Pyr, X") = {c, e, f}.
Then C(Pyr, X') N C(Pyr, X") = {e} & C(Px, X). Thus, the condition C is not satisfied.

16.3 Qutcast condition (O)
Let X = {a, b, c,d, e} and a matrix of majority relation p is the following

alb|lc|d]|e
al-]0(1]1]0
b{1|-]0]1|0
clO|1|-1]1]1
d{o(0|0]|-]1
e(1(0[0]|0] -

Let us define the lower contour sets for each alternative. L(a, Py) = {c,d}, L(b, Py) = {a, d},
L(c, ﬁX) ={b,d, e}, L(d, ﬁX) = {e}, L(e, ﬁx) = {a}. Then bye, cyd. Thus, C(ﬁX, X) = {a, b, c}.
Consider now the subset X' = X\{d}. Then a matrix of majority relation p is the following

albjc]e
al-10]1]0
b|1]-]0]0
cl|O01]-1]1
e|1]0]|0] -

Let us define the lower contour sets for each alternative. L(a, Py) = {c}, L(b, Py/) = {a},
L(c, ﬁXr) = {b, e}, L(e, ﬁx’) = {a}. Thus, C(ﬁXr,X’) ={a,b,c, e}
Then C(Pyr, X') # C(Py, X), Thus, the condition O is not satisfied.

16.4 Arrow’s choice axiom (ACA)
Uncovered set | does not satisfy the condition ACA as the condition H is not satisfied.

16.5 Monotonicity condition 1

Leta € C(Py,X). Then 2y € X L(y,Py) o L(a, Py).

Consider now a profile ?, which differs from the profile ﬁX only by improved position of the
alternative a. Then L (a, Eﬁ) > L(a,Py) and vy € X\{a} L (y, Ef) c L(y,Py). Thus, Ay €
X L(y, EZ) oL (a, F,{) Consequently, a € C (F,f X) and monotonicity condition 1 is satisfied.

16.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).
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16.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

16.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

17. Uncovered set 11
17.1 Heredity condition (H)
The condition H is not satisfied (see paragraph 12.1 of this section).

17.2 Concordance condition (C)
The condition C is satisfied iff VX', X" €24 —» C(Pyryx, X' UX") 2 C(Pyr, X") N C(Pyrr, X').
Let us proof it by contradiction.
1. Suppose that 3x € C(Py,X') 0 C(Pyn,X"):x & C(Pyroyr, X' UX'). Then 3y e
C(ﬁXfUXu,X’ U X"") - yux and D(y, By) € D(x, Py). Moreover, y € X' andfory € X"'.
2. Lety e X'. Since yux, D(y,Py) € D(x,B,). Thus, y € C(ﬁxr,X’) and x ¢ C(ﬁxr,X’)
which is a contradiction. Consequently, the assumption 1 is incorrect.
Thus, Uncovered set 11 satisfies condition C.

17.3 Outcast condition (O)
Let X = {a, b, c,d, e} and a matrix of majority relation p is the following

albj|c|d
al|l-10]1/0
b{1|-]0(0
c|0|0}|-1]1
d{1(1]|0] -

Let us define the upper contour sets for each alternative. D(a, Py) = {b,d},D(b, Py) = {d},
D(c,Py) = {a}, D(d, Py) = {c}. Then bBa. Thus, C(Py,X) = {b,c,d}.
Consider now the subset X' = X\{a}. Then a matrix of majority relation p is the following

b|lc|d
b|-]10|0
c|0]-11
d|{1]0] -

Let us define the upper contour sets for each alternative. D(b,Py/) = {d}, D(c, Py') = @,
D(d,Pyr) = {c}. Thus, C(Py1,X") = {b, c}.
Then C(Py1,X") # C(Py, X), Thus, the condition O is not satisfied.

17.4 Arrow’s choice axiom (ACA)
Uncovered set Il does not satisfy the condition ACA as the condition H is not satisfied.

17.5 Monotonicity condition 1
Leta € C(13X,X). Then 4y € X yua &D(y,ﬁx) c D(a,ﬁx).
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Consider now a profile ?, which differs from the profile I3X only by improved position of the
alternative a. Then D (a, E{) c D(a,Py) and ¥y € X\{a} D (y, F)f) 2 D(y,Py). Thus, Ay € X

yux & D(y, E{) cD (a, E{) Thus,a € C (E{ X) and monotonicity condition 1 is satisfied.

17.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).

17.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

17.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

18. The Richelson rule
18.1 Heredity condition (H)
The condition H is not satisfied (see paragraph 12.1 of this section).

18.2 Concordance condition (C)
The condition C is not satisfied (see paragraph 15.2 of this section).

18.3 Qutcast condition (O)
The condition O is not satisfied (see paragraph 15.3 of this section).

18.4 Arrow’s choice axiom (ACA)
The Richelson rule does not satisfy the condition ACA as the condition H is not satisfied.

18.5 Monotonicity condition 1
The Monotonicity condition 1 is satisfied (see paragraph 15.5 and 16.5 of this section).

18.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).

18.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

18.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

19. The Condorcet winner
19.1 Heredity condition (H)

Since a contraction of the profile ﬁX onto any set X' € X does not affect the pairwise comparison
of any alternatives, C(Py,X') =C(Py,X) if C(Px,X)# @. Consequently, C(Py:,X")2
C(Py,X) N X' and condition H is satisfied.

19.2 Concordance condition (C)
The condition C is satisfied iff VX', X" €24 - C(Pyr xn X' UX") 2 C(Py, X") 0 C(Pym, X").
Let us proof it by contradiction.
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1. Suppose that 3x € C(Py,X') N C(Pyr,X"):x & C(Pyroxr, X' UX"). Then 3y €
C(Pyroxm, X' UX"): ¥z & C(Pyryxr, X' UX') - yuz. Moreover, y € X' andlory €
X",

2. Letye X'. Since yux, x ¢ C(ﬁXf,X’) which is a contradiction. Thus, the assumption 1

is incorrect.
Thus, the condition C is satisfied.

19.3 Quitcast condition (O)
The condition O is not satisfied as the choice C(Py, X") of the subset X’ € X can be non-empty
when C(Py, X) = 0.

19.4 Arrow’s choice axiom (ACA)
The condition ACA is not satisfied since the first condition of the axiom (if C(ﬁX, X) =0 then
C(Py,X") = @) is not satisfied.

19.5 Monotonicity condition 1
The Monotonicity condition 1 is satisfied since the advancement of the chosen alternative does not
worsen its pairwise comparison with other alternatives.

19.6 The Monotonicity condition 2

Since the Condorcet winner always chooses no more than one best alternative, the Monotonicity
condition 2 is not applicable to it as it considers the choice of more than two alternatives. In other
words, the Condorcet winner obeys the Monotonicity condition 2 trivially.

19.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

19.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

20. The core

20.1 Heredity condition (H)

Let us proof it by contradiction. Suppose that 3x € C(Py,X) N X':x & C(Py,X'). Then
3y € X": yux. Since y € X and yux, x & C(Py, X) which is a contradition. Thus, the previous

assumption is incorrect and, consequently, the condition H is satisfied.
20.2 Concordance condition (C)
The condition C is satisfied (see paragraph 20.1 of this section).

20.3 Outcast condition (O)
Let X = {a, b, c} and a matrix of majority relation p is the following

al|lb]|c
al|-10]1
b|0|-]0
c|0|1]-

According to the rule the alternative a will be chosen, i.e., C(Py, X) = {a}.

Consider now the subset X' = X\{c}. Then a matrix of majority relation p is the following
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alb
al-1]0
b|0]| -
According to the rule the alternatives a and b will be chosen, i.e., C(ﬁXI,X’) = {a, b}.
Then C(Pyr,X") # C(Py, X). Thus, the condition O is not satisfied.

20.4 Arrow’s choice axiom (ACA)
The core does not satisfy the condition ACA as the condition O is not satisfied.

20.5 Monotonicity condition 1
The Monotonicity condition 1 is satisfied since the advancement of the chosen alternative does not
worsen its pairwise comparison with other alternatives.

20.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 20.1 of this section).

20.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

20.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

21. k-stable set

To check the properties of k-stable set similar examples from the paragraph 14 of this section
can be used. For the case k = 1 properties of k-stable set are equal to the properties of minimal
weakly stable set (see paragraph 14 of this section). For the case k > 1 we can use examples that
differs from the paragraph 14 of this section by the addition of k-1 extra vertices (i.e.,
alternatives) to each edge between alternatives of minimal weakly stable set.

Let us show it for an example from the paragraph 14.2 of this section. Let X = {a, b, c,d, e} and
a majority graph is the following

b

d e
For the case k = 1, the alternatives a and c will be chosen, i.e., C(Py, X, 1) = {a, c}.
Transform this majority graph for the case k > 1

b

a ( >c
(k-1) additional alternatives on each edge

d €
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For the case k > 1, the alternatives a and ¢ will be chosen, i.e., C(ﬁX,X, k) = {a,c}.

22. The threshold rule
22.1 Heredity condition (H)
The condition H is not satisfied (see paragraph 12.1 of this section).

22.2 Concordance condition (C)
Let X = {a, b, c} and the profile ﬁx is the following

P. P2 P3
a b b
c a a
b ¢ ¢

According to the threshold rule the alternative a will be chosen, i.e., C(ﬁX, X) ={a}.

Consider now the subset X' = X\{a}. A contraction of the profile ﬁX onto aset X', i.e., ﬁXr, looks
as

Pi P2 Ps3
c b b
b ¢ ¢

According to the threshold rule the alternative b will be chosen, i.e., C(Pys, X") = {b}.
Finally, let us consider the subset X" = X\{c}. A contraction of the profile ﬁX onto a set X", i.e.,
Py, looks as

Pi P2 Ps3
a b b
b a a

According to the rule the alternative b will be chosen, i.e., C(ﬁXu,X”) = {b}.
Then C(Pyr, X') N C(Pyi, X") = {b} & C(Py, X). Thus, the condition C is not satisfied.

22.3 Qutcast condition (O)
Consider the example from paragraph 22.2 of this section. Then C(ﬁxu,X”) + C(ﬁx, X). Thus,
the condition O is not satisfied.

22.4 Arrow’s choice axiom (ACA)
The threshold rule does not satisfy the condition ACA as the condition H is not satisfied.

22.5 Monotonicity condition 1

Let a € C(Py, X). Then Ax € X\{a} xVa.

Consider now a profile F, which differs from the profile ﬁX only by improved position of the
alternative a. Then Ax € X\{a} xVa. Thus, a € C(?, X).

ac€ C(ﬁx, X)anda € C(F, X). Thus, threshold rule satisfies the Monotonicity condition 1.
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22.6 The Monotonicity condition 2
Let X = {a, b, c,d} and the profile ﬁx is the following
Pr P2 Ps Py Ps Pg
a b b b b d
d d c¢c ¢ a a
c a d a d c
b ¢c a d c¢c b
According to the threshold rule the alternatives a,d will be chosen, i.e., C(ﬁX,X) = {a,d}.

Consider now the subset X' = X\{d}. A contraction of the profile ﬁX onto a set X', i.e., ﬁXf,
looks as

Pi P, P3s Py Ps Ps

a b b b b a

c a ¢ c a ¢c

b ¢ a a ¢ b
According to the threshold rule the alternative b will be chosen, i.e., C(Pys, X") = {b}.
Finally, consider the subset X’' = X\{a}. A contraction of the profile P, onto a set X", i.e., Py,
looks as

Pr P, P3 Py, Ps P
d b b b b d
c d ¢c ¢ d c
b ¢ d d ¢ b

According to the threshold rule the alternative b will be chosen, i.e., C(Pyrr, X'") = {b}.
Then {a,d} € C(Py,X), {a} & C(Py/,X") and {d} & C(Py»,X""). Thus, threshold rule does not
satisfy the Monotonicity condition 2.

22.7 The strict monotonicity condition
The threshold rule does not satisfy the strict monotonicity condition (see paragraph 1.7 of this
section).

22.8 The non-compensatory condition
The non-compensatory condition is satisfied by the definition of the rule.

23. The Copeland rule 1
23.1 Heredity condition (H)
The condition H is not satisfied (see paragraph 12.1 of this section).

23.2 Concordance condition (C)
Let X = {a, b, c,d, e} and a matrix of majority relation p is the following

alblc|d]|e
al-|1]01]1
bio|-]1]|0|1
c|1|0|-10]0
d{o(o0o|1]-]1
e|0[0]|1|0] -
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According to the Copeland rule 1 the alternative a will be chosen, i.e., C(Py, X) = {a}.
Consider now the subset X' = X\{b}. Then a matrix of majority relation p is the following

alc|d]e
a|-10]1]|1
c|1(-1]01]0
d{0o|1]|-]1
e|0]1]0]-

According to the Copeland rule 1 the alternatives a and d will be chosen, i.e., C(ﬁXI,X’) =
{a,d}.
Finally, consider the subset X" = X\{a}. Then a matrix of majority relation p is the following

blc|d]e
b|-]1]0]|1
c|0|-]01]0
d{0o|1]-]1
e|0]1]0]-

According to the rule the alternatives b and d will be chosen, i.e., C(ﬁXn,X” = {b,d}.
Then C(Pyr, X") N C(Pyr, X") = {d} & C(Px, X). Thus, the condition C is not satisfied.

23.3 Outcast condition (O)

Consider the previous example. C(Py,X) = {a} # C(Py,X'). Thus, the condition O is not
satisfied.

23.4 Arrow’s choice axiom (ACA)
The Copeland rule 1 does not satisfy the condition ACA as the condition H is not satisfied.

23.5 Monotonicity condition 1

Leta € C(ﬁX,X). Then 4y € Xu(y, f’)X) > u(a, ﬁx).

Consider now a profile ?, which differs from the profile ﬁX only by improved position of the
alternative a. Then u (a, Eg’) >u(a,Py) and Vy € X\{a} u (y, Ef) <u(y,By). Thus, 2y €
Xu (y, F,{) >u (a, E{) Consequently, a € C (F){ X) and monotonicity condition 1 is satisfied.

23.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).

23.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

23.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

24. The Copeland rule 2
24.1 Heredity condition (H)
The condition H is not satisfied (see paragraph 12.1 of this section).
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24.2 Concordance condition (C)
The condition C is not satisfied (see paragraph 23.2 of this section).

24.3 Outcast condition (O)
The condition O is not satisfied (see paragraph 23.3 of this section).

24.4 Arrow’s choice axiom (ACA)
Copeland rule 2 does not satisfy the condition ACA as the condition H is not satisfied.

24.5 Monotonicity condition 1

Leta € C(Py, X). Then vy € X |L(a, Px)| = |L(y, Py)|-

Consider now a profile ?, which differs from the profile ﬁX only by improved position of the
alternative a. Then |L (a, F,f)l > |L(a, Py)| and Vy € X\{a} |L (y, F;)l < |L(y,Py)|. Thus,
Vy e X |L (a, EZ)| >|L (y, F,Z) |. Consequently, a € C (Ef X) and monotonicity condition 1 is
satisfied.

24.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).

24.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

24.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

25. The Copeland rule 3
25.1 Heredity condition (H)
The condition H is not satisfied (see paragraph 12.1 of this section).

25.2 Concordance condition (C)
Let X ={a,b,c,d,e, f} and a matrix of majority relation p is the following

alblc|d|e]|f
al-/11]0]0|1]1
b|O0O|-]1]1|0]1
c|1|0|-]212(1]0O0
d{1({0|0|-]01|0
el0]0]O0O|21]-]1
f{o|O0|21]1]0]-

According to the Copeland rule 3 the alternative b will be chosen, i.e., C(ﬁX, X) = {b}.
Consider now the subset X' = X\{c, f}. Then a matrix of majority relation p is the following

alb|d]e
al-11]01(1
b|0|-]1|0
d{1]0]|-10
e|0]0]1]-
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According to the Copeland rule 3 the alternatives a,b,e will be chosen, i.e., C(Py,X') =
{a,b,e}.
Finally, consider the subset X" = X\{a, b}. Then a matrix of majority relation p is the following

c|d|e|f
c|l-11]110
d{ 0|-]01]0
el 0|1]-1]1
fl1]1/0] -

According to the rule the alternatives c,e,f will be chosen, i.e., C(Py, X"") = {c, e, f}.
Then C(Pyr, X") 0 C(Pyr, X"") = {e} & C(Px, X). Thus, the condition C is not satisfied.

25.3 Outcast condition (O)
Consider the previous example. C(Py,X) = {b} # C(Py,X'). Thus, the condition O is not
satisfied.

25.4 Arrow’s choice axiom (ACA)
The Copeland rule 3 does not satisfy the condition ACA as the condition H is not satisfied.

25.5 Monotonicity condition 1

Leta € C(Py,X). Then vy € X |D(a, Py)| < |D(v, Py)|-

Consider now a profile F, which differs from the profile I3X only by improved position of the
alternative a. Then |D (a, E{)| < |D(a, Py)| and vy € X\{a} |D (yPTg)| > |D(y, Py)|. Thus,

vy € X |D (a, Ef)| <|D (y, PT;) |. Consequently, a € C (PT},X) and monotonicity condition 1 is
satisfied.

25.6 The Monotonicity condition 2
The Monotonicity condition 2 is not satisfied (see paragraph 12.1 of this section).

25.7 The strict monotonicity condition
The strict monotonicity condition is not satisfied (see paragraph 1.7 of this section).

25.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

26a. The super-threshold rule (fixed threshold)

The super-threshold rule with fixed threshold value chooses alternatives for which the criterion
value is more or less than some fixed threshold value. Hence, the results of such choice
procedure do not depend on the initial set X. Thus, the super-threshold choice rule with fixed
threshold value satisfies all given condition except the non-compensatory condition (see
paragraph 1.8 of this section).

26b. The super-threshold rule (threshold depends on X)
26.1 Heredity condition (H)

The condition H is satisfied iff VX, X'e24, X' € X = C(ﬁX,,X’) 2 C(ﬁX,X) N X'. Let us proof
it by contradiction.
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Suppose that the condition H is not satisfied, i.e., 3x € C(Py,X) N X":x & C(Py,X"). Then
@(x,Py) = V(X,Py) and @(x,Py) < V(X',Py). In other words, there should be a subset

X' € X such that the threshold value V (X’, ﬁX/) will be more than V (X, ﬁx) and some alternative
x will not be chosen. Obviously, this situation may occur, consequently, the condition H is not
satisfied.

26.2 Concordance condition (C)
The condition C is not satisfied (see paragraph 26.1 of this section).

26.3 Outcast condition (O)
The condition O is not satisfied (see paragraph 26.1 of this section).

26.4 Arrow’s choice axiom (ACA)
The condition ACA is not satisfied as the condition H is not satisfied.

26.5 Monotonicity condition 1

Let a € C(Py, X). Then @(a, Py) = V (X, By). Consider now a profile B}, which differs from the
profile ﬁX only by improved position of the alternative a. Then ¢(a, E{) >V (X, E{) since
¢(a, E{) - ¢(a, ﬁX) >V (X, E{) -V, ﬁx). Thus, the Monotonicity condition 1 is satisfied.

26.6 The Monotonicity condition 2

Let {a, b} € C(Py,X). Then @(a, Py) = V(X, By) and ¢ (b, Py) = V (X, Py). By definition it is
obvious that the threshold value does not increase when one of the chosen alternative is
eliminated. Consequently, ¢(a, ﬁx\{b}) > V(X\{b}, ﬁx\{b}) and ¢(b, ﬁx\{a}) > V(X\{a}, ﬁx\{a}).
Then {a,b} € C(Py,X), {a} € C(Px\y, X\{b}) and {b} € C(Px\(a, X\{a}). Thus, the
Monotonicity condition 2 is satisfied.

26.7 The strict monotonicity condition
The super-threshold rule with the threshold value that depends on X does not satisfy the strict
monotonicity condition (see paragraph 26.1 of this section).

26.8 The non-compensatory condition
The non-compensatory condition is not satisfied (see paragraph 1.8 of this section).

27. The minimax procedure
27.1 Heredity condition (H)

Let X = {a, b, c} and the profile ﬁX looks as

Pi P Ps P4 Ps Ps P; Pg Py Py
a a a a b b b ¢ ¢ ¢
b b b b ¢ ¢ ¢ a a a
c ¢ ¢ ¢c a a a b b b
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Let us construct a matrix S~ (Py, X) for the profile Py.

a b |c
a | - 7 |4
b | 3 - |7
c 6 3 | -

According to the minimax procedure the alternative a will be chosen, i.e., C(Py, X) = {a}.
Consider now the subset X' = X\{b}. A contraction of the profile ﬁx onto a set X', i.e., ﬁX,,

looks as
Pi. P, Pz Ps Ps Ps P; Pg Pg Py
a a a a C C C C C C
C C C C a a a a a a

According to the rule the alternative c will be chosen, i.e., C(Pys, X') = {c}.
Then C(ﬁX,,X’) 2 C(Py,X) N X'. Thus, the condition H is not satisfied.

27.2 Concordance condition (C)
Let X = {a, b, c, d} and the profile Py looks as

P P, Ps Py Ps Ps Pz Pg Pg Pig Pn
d a a a a ¢ b b b d a
a d d ¢ ¢c d ¢ ¢ ¢ a ¢
b b b d d b d d d b d
c ¢ ¢ b b a a a a ¢ b
Let us construct a matrix S~ (Py, X) for the profile Py.

a b |c|d

a - 7 | 7|5

b | 4 - 1713

c| 4 4 | - |7

d| 6 8 | 4| -

According to the minimax procedure the alternative a will be chosen, i.e., C(Py, X) = {a}.

Consider now the subset X' = X\{c}. A contraction of the profile ﬁx onto a set X', i.e., ﬁX:,
looks as

P. P, P3 P4, Ps Ps P; Pg Py Pig Pu
d a a a a d b b b d a
a d d d d b d d d a d
b b b b b a a a a b b
Let us construct a matrix S‘(ﬁX,,X’) for the profile P,.
a b | d
a | - 7 |5
b | 4 - |3
d| 6 8 | -

According to the minimax procedure the alternative d will be chosen, i.e., C(Py, X') = {d}.
Finally, consider the subset X"' = X\{a}. A contraction of the profile P, onto a set X", i.e., Py,

looks as
P. P, P3 P4, Ps Ps P; Pg Py Pig Pn
d d d ¢ ¢ ¢ b b b d ¢
b b b d d d ¢c ¢ ¢ b d
c ¢ ¢ b b b d d d ¢ b

Let us construct a matrix S‘(ﬁXu,X”) for the profile ﬁXu.



b |c|d
b | - |7]3
C 4 - 7
d| 8 |4 -

According to the rule the alternatives c,d will be chosen, i.e., C(Pyr, X"') = {c, d}.
Then C(Py,X") 0 C(Pyr,X"") = {d} & C(Py, X). Thus, the condition C is not satisfied.

27.3 Outcast condition (O)

Let X = {a, b, d} and the profile ﬁx looks as
Pi P, Ps Py Ps

a a d b b
b b a d d
d d b a a
Let us construct a matrix S‘(ﬁX,X) for the profile f’X
a b | d
a | - 3 |2
b | 2 - | 4
d| 3 1| -

According to the minimax procedure the alternatives a,b will be chosen, i.e., C(ﬁx, X) ={a, b}.
Consider now the subset X’ = X\{d}. A contraction of the profile By onto a set X', i.e., P/,
looks as

Pi P, P3 Py Ps

a a a b b

b b b a a

Let us construct a matrix S~ (Pys, X") for the profile B,
a | b
a|l - |3
b| 2 |-
According to the rule the alternative a will be chosen, i.e., C(Py, X') = {a}.
Then C(Pyr, X") # C(Py, X). Thus, the condition O is not satisfied.

27.4 Arrow’s choice axiom (ACA)
The minimax procedure does not satisfy the condition ACA as the condition H is not satisfied.

27.5 Monotonicity condition 1
Leta € C(ﬁx, X). Then a € arg min,cy max ex{n(b,c, ﬁX)}

Consider now a profile PT; which differs from the profile Py only by improved position of the
alternative a. Then Vx,y € X\{a}

1. n (x, a, Eg) < n(x, a, 13X) and
2 n( ) >n(a,x, ﬁX) and
3. n (x, y, E{) =n(x,y, I3X) and
4 n( E;’) =n(y,x, ﬁX).
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Thus, a € arg minyey max.cx{n(b,c, E{)}, ie,a€cC (E?,X).

Thena € C(ﬁX,X) and a € C(PTg, X). The Monotonicity condition 1 is satisfied.

27.6 The Monotonicity condition 2

Let X = {a, b, ¢, d} and the profile Py looks as
Pi P, Ps Py

a d b

b a

c b

d c

Let us construct a matrix S‘(ﬁX,X) for the profile Py
a b
- 3

loo oo
D OO

2 1
3 2 | 1] -
According to the minimax procedure the alternatives a,b,c,d will be chosen, i.e., C(ﬁX,X) =
{a,d}.

Consider now the subset X' = X\{d}. A contraction of the profile ﬁX onto a set X', i.e., ﬁXf,
looks as

HWINIO
WIN |

o0 ||
[EN

Pi P, P3 Py
a a ¢ b
b b a ¢

c ¢ b a
Let us construct a matrix S~ (Pys, X") for the profile B,

a b | c
a - 3 |2
b | 1 - 13
c | 2 1 | -

According to the rule the alternative a will be chosen, i.e., C(Py, X") = {a}.
Then {b,c} € C(Py,X) and {b,c} & C(Py/,X"). Thus, the Monotonicity condition 2 is not
satisfied.

27.7 The strict monotonicity condition
Let X = {a, b, c} and the profile ﬁX looks as
P1 P2 Ps
a a b
c b ¢
b ¢ a
Let us construct a matrix S‘(ﬁX,X) for the profile 13X
a|b|c
al-|12]2
b|l1]-]2
c|1|1]-
According to the minimax procedure the alternative a will be chosen, i.e., C(ﬁx, X) ={a}.
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Consider now a profile ?, which differs from the pr
alternative c in Py:

ofile I3X only by improved position of the

Py P; Pj
c a b
a b ¢
b ¢ a

Let us construct a matrix S‘(?, X) for the profile Ef

al|lb]|c
al|l-12]1
bl1]-1]2
c|2|1]-

According to the rule the alternatives a,b,c will be chosen, i.e., C(?, X) ={a,b,c}.
C(ﬁX, X) or
C(P,;,X);t {c}or

c(Py,
Thus, strict monotonicity condition is not satisfied.

27.8 The non-compensatory condition
Let X = {a, b, c} and the profile ﬁx is the following

X) U {c}.

Pt P2 Ps

a a b
b b ¢
cC Cc a

Let us construct a matrix S‘(ﬁx, X) for the profile ﬁX

alb

b|1]-

C
al|-|12]|2
3

c|10

According to the rule the alternative a will be chosen,
Let us write the profile P, in the following form

i.e., C(Py,X) = {a}.

P1| P2 | P3
al3]|3 |1
bl 2|23
c| 1 /|1]|2

According to the non-compensatory condition the alternative b is better than the alternative a and
the alternative a is better than the alternative c. Thus, the non-compensatory condition is not

satisfied as {b} # C(Py, X).

28. The Simpson procedure
The Simpson procedure satisfies the same condition

s as the minimax procedure. To prove it

examples from paragraphs 27.1-27.8 of this section can be used.
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