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NNPEJUCJIOBUE

B koHTekcTe WHTEpHAIIMOHAIU3AIMH COBPEMEHHOTO Hay4yHO-
00pa30BaTeNIbHOTO TPOCTPAHCTBA OCOOYI0 pOJb WUrpaeT Biaje-
HUE MHOCTPAHHBIM S3bIKOM, B YaCTHOCTH, aHIIMHUCKUM, MUHUMYM
Ha YpOBHE He3aBHCHMOTO Toib3oBareis, win Upper-Intermediate
(B2) mo llkane Cosera EBponbl. Ha mepBblil miiaH BBIXOAUT Kade-
CTBEHHOE TPOPECCHOHATLHOEC W aKaJIeMUYeCKoe OOIICHHEe CIie-
[MAJIMCTOB B YCIIOBUSIX MEXIYHApOIHOTO B3aMMOACUCTBUSA. ITO
BBIPA)KACTCS B YYaCTUH B KOH(EPEHIMAX, a TaKKe MyOmuKanun pe-
3yJBTaTOB HAYYHOU AESITEILHOCTU B PELIEH3UPYEMBIX )KypHaaX, UH-
JEKCUpyeMbIX B 0a3zax maHHBIX Scopus u Web of Science. B Takux
YCIIOBUSIX OCOOBIE TPeOOBaHMS BBIIBHTAIOTCS K MyOJUKAI[MOHHOM
AKTUBHOCTH HE TOJBKO MpEIoaBaTelNiei, acupaHTOB M HayYHBIX
COTPYIHUKOB, HO M CTYJICHTOB MarucTparypsl U OakanaBpuara, 4yTo
npearnonaraeT 0ojgee BHICOKMH MUHHUMAJIbHO HEOOXOIUMBIH YPOBEHb
BJIaJIEHUS aHITIMHCKUM 3bIKOM — C1.

C 1enbpi0 COOTBETCTBHUS IOJATOTOBKH BBITYCKHUKOB BY30B BBI-
nieyKa3aHHbIM TpPEOOBaHUSAM, B yUEOHBIX IJIaHAX OTBOAMUTCS Me-
CTO AHIJIUICKOMY SI3BIKY JJISi CHENHANbHBIX (TpodeccHoHaNbHBIX)
U aKaJleMUYecKuX Ienel. B psnae yHUBEpCHUTETOB MpPEayCMOTPEHBI
HalMCaHWe M 3alIUTa KOHIETIUH BBITYCKHON KBaJIM(UKAIIMOHHOM
pabotsl (BKP) nHa anrmmmiickom si3pike. B HanmonansnoMm uccneno-
BaTeNbCKOM yHHUBepcuTere «Bpicimas mikoma skoHomukwy (HUY
BIID) xonnenuus BKP na anmmuiickom sizeike (Project Proposal)
BBITIONTHSETCA B (OpME HAy4YHOM MCCIENOBATEIbCKOM CTaThH, IO
dopmary MakCHMaldbHO MPUOIMKEHHOM K CTaThsiM, IpelCTaBisie-
MBIM K IyOJNHKAIMK B MEKIYHAPOIHBIX PEIEH3NPYEMbIX KypHajax.
[TonroroBka k Hanucanuto U 3amute Project Proposal ocymectsis-
eTCsl B paMKax Kypca Ho BbIOOpY «AKaJeMHYeCKOe MHCbMO Ha aH-
IJIMICKOM SI3BIKE», MpernoaaBaeMoro Ha 4 Kypce oOpa3zoBaTeIbHBIX
nporpamm OakajiaBpHara.

Vyeonuk ‘“Academic Writing for STEM Students” npenna-
3HAUeH Ui CTYACHTOB WH)KEHEPHO-TEXHWYECKUX HAINPABICHUNA H
npoduneil MOArOTOBKU, M3YUYaIOUIUX AHITIMHCKUN S3BIK JUIS aKa-
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JEMUYECKUX LIeJiel M Mpu3BaH cOpPMHUPOBATH PEICBAHTHHIE KOM-
NETeHIMU B 00JaCTH CO3/aHUS NMMCHbMEHHBIX aKaJeMHUYECKHUX TeK-
CTOB B (popmare HayyHBIX CTaTel, BBIMONHEHHBIX B Joruke IMRAD
(Introduction — Materials and Methods / Literature Review —
Methods — Results and Discussion — (Conclusion)) u 3amuTsl Ha-
YYHOU paboThl — Mpe3eHTAlluy W y4acTHUs B HAyYHOH IUCKYCCHH.
Pecypc mpeana3zHaueH Il CTYACHTOB, BIAACIOIIMX AHITIMHCKUM
A3bIKOM He HIbke ypoBHs B2. [lo uToram ocBoeHHs MaTepHalioB
MpEeoiaraeTcsi MOBBIIICHUE YPOBHS BIAJICHUSI aHIIIMUCKUM SI3bI-
koM 10 Cl.

VYyeOnuk pazpaboran s cTyaeHTOB-OakanaBpoB 4 Kypca da-
KynbTeTa KoMmibioTepHbix Hayk (PKH) u MockoBckoro MHCTHUTYTa
ANEeKTpOHUKH M Mmarematuku uM. A.H. Tuxonoa (MUDOM) HUY
BIIID, HO MOXeT UCTIONB30BAThCS Il paboThl OakanaBpaMu, Maru-
CTpPaMHU U acTUpPaHTaMHU JAPYTUX By30B, U3yYaAIOLUX MAaTEeMaTHKY, HH-
(opMaTHKy ¥ BEIYMCIUTENBHYIO TEXHHUKY, IPUKIIQTHYIO MaTEMaTHKY,
MH(GOPMAIIMOHHYIO U KOMITBIOTEPHYIO O€301MacCHOCTb.

B yueOHuKe BaxkHYIO pOJib B (JOPMHUPOBAHUN KOMMYHUKAaTHBHOU
KOMITETEHIIMM B HCIIOJIb30BAaHUM AHIJIMHCKOTO fA3bIKA NIl aKaJeMH-
YECKUX IeJIell UrpaeT KOMMYHHKATHBHO-/IEATEIHOCTHBIA MOAXO]L,
B paMKax KOTOpPOTO IIMPOKO MCHOJB3YETCS CaMO- U B3aUMOOIICHH-
BaHHE YCTHO- ¥ MUCHbMEHHOPEYEBOI MPOIYKIMU CTYIEHTOB, YTO OT-
BEYAET COBPEMEHHBIM TPEOOBAaHUAM I'yMaHHU3AIMH, UHIUBUIyaIH3a-
UM U CTYAEHTOLEHTPHUYHOCTH 00pa30BaTeIbHOTO MpoIecca.

YuebHuk coctouT u3 7 ocHOBHBIX pasnenoB (Units), pasme-
Ja, BKJIIOYAIOIIETO JOMOJHUTENIbHBIC YHNPAXHEHUS M MaTepualbl
(Extra Materials and Activities), OTBETOB K 3a/JlaHUsIM M yHpa)KHe-
Huit (Keys), cipaBouHBIX MaTepuaioB u npuioxenuid (Appendices)
U crHcKa ucnonb3yeMbix pecypcoB (References). B kauectBe marte-
PHAJIOB MCIIONB3YIOTCS (PparMeHThl M MOJTHOTEKCTOBBIE BEPCHH OPH-
TMHAIBHBIX HAyYHBIX CTaTel, HAIMCAHHBIX KaK HOCHTEISIMHU, TaK U
HEHOCHUTEIISIMH aHIIIMICKOTO A3bIKa, (PParMEHTHI CTAaTeld Ha PYCCKOM
A3bIKE, a TaK)Ke BUACOPECYPCHl U CIPABOYHbIE MaTepuabl, JOCTYII-
HbIe OHJIaH. [[71s1 y1o0CTBa CTYICHTOB CCHUIKHM Ha OHJIAHH-PECYPCHI
MPEICTaBIICHbI KaK THIEPCChUIKAMHU (B CIy4yae MCIOIb30BAHUS AJIEK-
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TPOHHOI Bepcun yueOHHKa / mocobust), Tak 1 QR-komamu (B ciryuae
HCTIONIb30BaHUSI OyMa)KHOU BEpCHN).

Lenbto Unit I sBnsieTcs 3HAKOMCTBO CTYIACHTOB C OCOOCHHOCTSI-
MU Hay4yHoro ctwis. Unit 2 mocBslIeH HanmMcaHuio pasjena «Bae-
nenue» (Introduction). Unit 3 Gokycupyercs Ha HamucaHUHu 0030pa
auteparypsl (Literature Review). B pamkax Unit 4 ocymecTBisieTcs
paboTa Hax CO3MaHMEM TaKHWX Pa3lenoB, kKak «Metonb» (Methods)
u «Pesynbrarely (Results). Unit 5 HalleleH Ha HamMCaHHUE 3aKIIIO-
4yeHus1 HaydyHOU pabotel, win Conclusion. Marepuansl M 3aJaHUsS
Unit 6 cocpenoToyeHbl Ha CO3JaHHE aHHOTAIMM HAy4YHOH CTaTbu
(dbstract). lenp Unit 7 — TNOATOTOBKAa K YCTHOW IpE3CHTAIUH
Project Proposal u OTBEeTOB Ha BOIPOCHI B paMKax Hay4dHOW AMC-
kyccun. B pasnene Extra Materials and Activities pacTIONOXEHBI J10-
MOJTHUTENIbHBIE YIPAaXXHEHHSI, OTPHIBKM M TOJHOTEKCTOBBIE BEPCHU
crareil. Keys cOIEp>KUT OTBETHI K yIpakHEeHUsM. biiok Appendices
COJZICPXKHUT CIIPABOYHBIE MaTepuabl, KPUTEPUU OLIEHUBAHUS TEKCTa
W 3amuTel Project Proposal m npuMepsl (pparMeHTOB W TTOJTHOTEK-
CTOBBIX Bepcuil Project Proposals, BeinonHeHHbIX cTyneHTaMmu @KH
n MUDOM HIY BIIID. B paznene References npuBeneH CUCOK MC-
MOJIb30BaHHBIX CTaTel M IaB B KHUrax / COOpHHMKAaX Hay4dHBIX TpY-
JIOB, a TAKXKE CCBUIKU Ha I0JIE3HBIE OHJIANH-PECYPCHI.

Unit 1

FEATURES OF ACADEMIC STYLE

Academic writing is relatively formal. In general, this means that
in an essay you should avoid:

e vague data

e non-objective statements or overstatements

e colloquial words and expressions: a lot of, thing, stuff, sort
of, to kick the bucket etc.
emotional words: really, very, tremendously etc.
abbreviated forms: can t, doesn t, shouldn t etc.
phrasal verbs (two-word verbs): put off, bring up, get over
overusing There is / There are-sentences
overusing the passive voice

Practice 1. The following sentences are mixed formal and

informal. Write F (formal) or | (informal) and improve stylistically
inappropriate sentences.

1. The project will be completed next year.

2. The mob was very rowdy during the protest against cuts to
university funding.

3. The extracted structures don’t contain any simple points
and they are topologically equivalent to the original objects.

4. Tt appears that these arguments do not hold water.
5. In 1990, Miaoulis, Free and Parsons presented this wonderful
technique.



6. The technique is perfectly applicable when we have a product
that we want to launch on the market.

7. If p wouldn’t be a border pixel, then a new white component
would be arisen by the removal of p, which can’t happen
because of the simplicity of p.

8. Real-world phenomena are very often depicted by graphs
where vertices represent entities and edges represent their
relationships or interactions.

9. The research project won’t be continued next year.

10. T wonder whether the multiple predictors that influence a
response or outcome do so independently or whether they
interact.

Practice 2. Improve the style of the following sentences.

1. At high level, this architecture relies on the same principles
as a a lot of known robotic layered architectures.

2. For more details, we refer to the excellent textbook [74].

3. Not long ago, Goldwasser and Kilian [14] proposed a
randomized algorithm based on elliptic curves running in
expected polynomial-time, on almost all inputs.

4. Some analysis points out that the volatility in financial time
series data is asymmetric.

5. Let’s illustrate our proposal on a co-authorship graph depicted
in Figure 1.

6. This is a model distribution that postulates that very many
innovations are generated by a normal density with a small
variance, while too few innovations are generated by a
normal density.

7. It has now been well-established that Bayes’ rule isn’t an apt
characterization of how individuals actually respond to new
data (Kahneman et al. [14]).

8. In this survey, we requested average values for full cycle
efficiency, durability and some other parameters.
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9. The determination of the process noise covariance is
generally more difficult as we typically don’t have the ability
to directly observe the process we are estimating.

10. Generalization of the contradictory information is dangerous
and may lead to the creation of a great deal of redundant rules.

Practice 3. Non-objective statements and overstatements may
appear, for instance, when introducing research results. It
should be borne in mind that any result might face an exception;
therefore, it is necessary to hedge statements to show that they
do not pretend to cover a hundred percent of all possible cases.
Caution can be shown in several ways:

Verbs — argue, claim, consider, hypothesise, suggest, state, accept,
admit, agree, deny, assume, discover, imply, indicate, presume,
reveal

Modal verbs — may, might, would, can, could

Adverbs — apparently, approximately, frequently, generally, hardly,
practically, perhaps, probably, possibly, presumably, reasonably,
relatively, scarcely, seemingly, slightly, sometimes, typically,
usually, virtually

Adjectives — probable, possible, certain, uncertain

IMPERSONAL PHRASES

It appears to/that It is likely that

It seems to/that It is unlikely that

It would seem to/that smth is likely to

It would appear to/that smth is unlikely to

It is believed that It is said that

It is assumed that It has been suggested that
It tends to It is generally agreed that
There is a tendency to/for It is widely accepted that

Some researchers say that It is doubtful if
Some of the evidence shows that
It is now generally recognised that

Find cases of hedging in the following extracts.

9



A.
The available PPI data are incomplete and often noisy, thus the
graphs are generally rather sparse and their edges not very reliable.
(from J.K. Aggarwal et al. Combinatorial image analysis)

B.

A third study found norepinephrine response to bicycle ergometry
together with psychological factors and blood pressure responses to
mental arithmetic to be relatively weak predictors of future blood
pressure classification.

(from F. Arnljot et al. Sympathoadrenal stress reactivity is a predictor
of future blood pressure)

C.

The number of iterations of the loop could be reduced if we
could show that a still smaller set of (X + a)’s generates a group of
the required size. This seems very likely.

...Recently, Hendrik Lenstra and Carl Pomerance [LP2] have
given a heuristic argument which suggests that the above conjecture
is false. However, some variant of the conjecture may still be true
(for example, if we force r > log n).

(from M. Agrawal et al. Primes in P)

D.

A product’s neighbors are other products that tend to get similar
ratings when rated by the same user. For example, consider the
movie Saving Private Ryan. Its neighbors might include war movies,
Spielberg movies, and Tom Hanks movies, among others. To predict
a particular user’s rating for Saving Private Ryan, we would look for
the movie’s nearest neighbors that this user actually rated. As Figure
1 illustrates, the user-oriented approach identifies like-minded users
who can complement each other’s ratings.

(from Y. Koren et al. Matrix factorization techniques
for recommender systems)
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E.

Figure 2 illustrates this idea for a simplified example in two
dimensions. Consider two hypothetical dimensions characterized
as female- versus male-oriented and serious versus escapist. The
figure shows where several well-known movies and a few fictitious
users might fall on these two dimensions. For this model, a user’s
predicted rating for a movie, relative to the movie’s average rating,
would equal the dot product of the movie’s and user’s locations on
the graph. For example, we would expect Gus to love Dumb and
Dumber, to hate The Color Purple, and to rate Braveheart about
average. Note that some movies — for example, Ocean’s 11 — and
users — for example, Dave — would be characterized as fairly
neutral on these two dimensions.

(from Y. Koren et al. Matrix factorization techniques
for recommender systems)

F.

For instance, a book laying on a furniture might be picked up
by Spark and represented in symbolic terms as (BOOKI1 type Book,
BOOKI1 isOn TABLE). These symbolic statements are stored in
the knowledge base Oro and made available to the other cognitive
modules. Later, the robot might process a sentence like “give me
another book”. The Dialogs module would then query the knowledge
base: find (?obj type Book, ?obj differentFrom BOOK1), and write
back assertions like (HUMAN desires GIVE_ACTION45, GIVE
ACTION45 actsOn BOOK?2) to Oro. This would in turn trigger the
execution controller Shary to prepare to act. It would first call the
HATP planner. The planner uses the knowledge base to initialise the
planning domain (e.g. find (BOOK2 isAt ?location)), and returns a
full symbolic plan to the execution controller. Finally, the controller
would execute the plan and monitor its achievement, both for
itself and for the human. We present complete examples of similar
interactions in Section 4.

(from S. Lemaignan et al. Artificial cognition for social human —
robot interaction: An implementation)
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G.

However, market players are confronted with some questions, for
example regarding the limited price difference for the final consumer
between peak and valley hours or the lack of experience in the
commercial deployment of some of the technologies. This applies
even to technologies that seem, theoretically at least, to be cost-
effective. In fact, an EU-27 regulatory framework, covering not only
power supply, but also energy supply and ancillary services, would
be advantageous for the deployment of storage technologies.

(from H.L. Ferreira et al. Characterisation of electrical energy
storage technologies)

Practice 4. Make the following sentences cautious using the
adverbs quite, fairly and rather. Mind that rather helps convey both
positive and negative evaluation.

E.g.: asignificant discovery — quite a significant discovery
an accurate summary — a fairly accurate summary
an inconvenient location — a rather inconvenient location
(or: rather an inconvenient location)

This requires ... substantial cash inflows in each period.

The successful match between the ICA-based feature and the

traditional category is ... apparent because the circled points

are located in the upper part of the diagram.

3. Actually, this is not ... accurate, as we exclude from this value
the contribution from all n-grams.

4. The Swedish Sprachbanken project at Goteborgs Universitet
offers free access to roughly one billion tokens through a web
interface. It is thus ... large.

5. By and large, the orthodox tradition of social science
methodology has laid the grounds for a substantial investment
in a ... biased view of peace research.

6. The Humean model of the balance of power was first

developed for more than two countries and is ... stable under

those conditions.

N —
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7. It is surprising that ... a large amount of literature is devoted
to applications of quantum theory in Al and vice versa, not
through quantum computation.

8. Indeed, the relation between quantum automata and automata
theory based on quantum logic is ... similar to that between
von Neumann’s Hilbert space formalism of quantum
mechanics and quantum logic.

9. Greedy pursuits, thresholding, and related methods (such
as homotopy) can be ... fast, especially in the ultra sparse
regime.

10. We found fairly consistent results in average minimum
temperature, with about half the sites showing increasing
trends in most or all seasons (Table III).

Practice 5. Academic Style prefers so-called strong verbs to weak

ones. Replace the weak verbs in the following sentences.

Weak verbs: be, give, get, have, make, do
E.g.: He gave assistance to my friend (weak verb) — He assisted
my friend (strong verb).

1. Our approach makes an attempt to show that it is possible
that much of the linguistic knowledge is emergent in nature
and based on specific learning mechanisms.

2. As with the Finnish language, Hungarian makes use of
a greater number of grammatical cases (usually 18) than
German (four cases).

3. He listed some reasons fo give an explanation why quantum
algorithms are so hard to discover.

4. Data mining utilises the algorithm to do application,
transformation, analysis and further, to identify data’s feature
and model.

5. Ethnolinguistic fractionalization has a direct negative
influence on economic growth.

13



6. This caused a rapid growth of research conducted on the one-
species case, whereas the equilibria in two-species case was a
blank spot.

7. However, even at small p, short cuts are between distant
nodes in the lattice.

8. Our contribution is both on the algorithmic and on the
complexity side.

9. Most algorithmic papers in sparse reconstruction give
computational results only on synthetic test problems.

10. In our modified context, there is only one implication to
consider.

Practice 6. Try to hedge the following statements.

E.g.:

a) I think / believe that knowledge of Computers and Electronics
is a requirement for all computer and mathematical occupations
(wrong). — There is little doubt that / It seems that knowledge of
Computers and Electronics is a requirement for all computer and
mathematical occupations (correct).

b) These methods also have potential for describing ecological
dynamics in structured landscapes (wrong). — The methods also
have potential for describing ecological dynamics in certain kinds of
structured landscapes (correct).

1. The probability of three people being friends with each
other in a social network, for example, is much higher than
would be predicted by a model network constructed using the
simple, stochastic process.

2. The design of efficient procedures for searching in a discrete
structure is a fundamental problem in discrete mathematics
and computer science.

3. The concept lattice, being a universal structure, provides a
wealth of information about the relations among objects and
attributes.
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4. Combining such microscopic and macroscopic properties
precisely characterizes the connectivity of the nodes and
constitutes information that explains why some vertices have
similar attribute values.

5. Depending on the link between vertex attributes and the
relationship encoded by the graph, one of these topological
properties co-varies with vertex attributes.

6. This empirical evidence demonstrates that thresholding
is effective for solving sparse approximation problems in
practice; see, e.g., [45]. On the other hand, simulations
indicate that simple thresholding techniques behave poorly in
the presence of noise.

7. Also, the ellipse error minimization reshapes the ellipses in a
bad way, such that they become elongated in space.

8. Figure 7(b) shows the domains, and three stabbings that solve
the problem.

9. In either case, whether or not we have a rational basis for
choosing the parameters, times superior filter performance
(statistically speaking) is obtained by tuning the filter
parameters Q and R.

10. Because the training set cannot be considered sparse, looping
over each single training case is not practical.

Practice 7. Rewrite the following passages in a more cautious way.

A.

Our work opens several perspectives. A short-term perspective
is to extend our framework to take into account the information
conveyed by categorical vertex descriptors. Another interesting
perspective is to adapt the topological pattern mining approach to
dynamic graphs by, for instance, identifying unexpected topological
patterns over time.

B.
A team of American scientists has found a way to reverse the
ageing process. They fed diet supplements, found in health food

15



shops, to elderly rats, which were then tested for memory and
stamina. The animals displayed more active behaviour after taking
the supplements, and their memory improved. In addition, their
appearance became more youthful and their appetite increased. The
researchers say that this experiment is a clear indication of how the
problems of old age can be overcome. They state that in a few years’
time everyone will be able to look forward to a long and active
retirement.

Unit 2

WHAT MAKES A GOOD INTRODUCTION

Lead-in
Justify the urgency / relevance of the following topics.

Credit risk model based on machine learning techniques.
Classification of documents based on machine learning.
Cloud-based service for training deep neural networks.
Automatic classification of factual texts.

Sentiment analysis of Twitter data.

M

Introduction Structure

e Background
~ area of research
~ relevance of research

Problem Statement
Delimitations of the study
~aim / goal
~ objectives
e Professional Significance
~ theoretical value
~ practical value
Definitions of key terms (if necessary)
Plan of the paper

17



Practice 1. Read the Introductions of the articles (see p. 139—145)
and indicate the parts of these Introductions according to the plan
above.

a) Discovering important bloggers based on analyzing blog
threads.

b) Thumbs up? Sentiment classification using machine learning
techniques.

¢) Recent thinking on economic justice.

d) Quantum computation, quantum theory and Al.

Practice 2. What tenses are used in each part of the Introductions?

Practice 3. Arrange the paragraphs of the Introduction in the
correct order.

Mining graph topological patterns: finding co-variations among
vertex descriptors

1

Such topological properties and vertex attributes are mostly of
numerical or ordinal types and their similarity can be captured by
quantifying their co-variation. Such co-variation indicates how a set
of vertex descriptors tend to monotonically increase or decrease all
together. Therefore, following the way paved by [5], we propose
to mine rank-correlated sets over graph descriptors by extracting
topological patterns defined as a set of vertex properties and
attributes that strongly co-vary over the vertices of the graph.

2

We propose in this article an algorithm, called TopGraph-Miner,
which discovers topological patterns. It has as input an attributed
graph, such as the one in Figure 1.
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3

The same limitation holds for methods [18], [24], [29], [30] that
identify sets of vertices that share local attributes and that are close
neighbors. Such approaches only focus on a local neighborhood of
the vertices and do not consider the connectivity of the vertex in the
whole graph. In this paper, we propose to extract meaningful patterns
that integrate information about the connectivity of the vertices and
their attribute values.

4

We propose several interesting measures of topological
patterns that are different from the pairs of vertices considered
while evaluating up and down co-variations between properties
and attributes: (1) considering all the vertex pairs enables to find
patterns that are true all over the graph; (2) taking into account only
the vertex pairs that are in a specific order with respect to a selected
numerical or ordinal attribute reveals the topological patterns that
emerge with respect to this attribute; (3) examining the vertex pairs
that are connected in the graph makes it possible to identify patterns
that are structurally correlated to the relationship encoded by the
graph.

5

Given such a graph, we first compute a set of topological
properties for every of the graph vertices. TopGraphMiner then
integrates searching and pruning strategies in the identification of the
most relevant topological patterns.

6

Real-world phenomena are often depicted by graphs where
vertices represent entities and edges represent their relationships or
interactions. Entities are also described by one or more attributes
that constitute the attribute vectors associated with the vertices of the
attributed graph.
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7

We also propose an operator that identifies the top k representative
vertices of a topological pattern. Let us illustrate our proposal on a
co-authorship graph depicted in Figure 1, where vertices (from A
to P) denote authors, edges encode co-authorship relations, and three
attributes describe the author.

8

This article is structured as follows: Section 2 presents
topological vertex properties. Sections 3 and 4 introduce our new
model for mining topological patterns. Our algorithm is defined in
Section 5. Its efficiency and its effectiveness are shown in Sections 6
and 7. Section 8 discusses the related work and Section 9 concludes
the article.

9

Our contribution is therefore threefold. First, we propose a
new kind of graph analysis that exploits attributes and topological
properties of vertices.

10

Existing methods that support the discovery of local patterns in
graphs mainly focus on the topological structure of the patterns, by
extracting specific subgraphs while ignoring the vertex properties
(cliques [22], quasi-cliques [21], [32]), or compute frequent
relationships between vertex attribute values (frequent subgraphs in
a collection of graphs [16] or in a single graph [4]), while ignoring
the topological status of the vertices within the whole graph, e.g. the
vertex connectivity or centrality.

11

Second, to produce such analysis, we provide new insights into
co-variation pattern mining by considering up and down co-variations,
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defining new upper bounds on the support of such co-variations,
proposing several interestingness measures of topological pattern,
and giving to the user the ability to visualize the patterns on the
original graph thanks to the identification of the top k representative
vertices. Third, to validate our approach, we conducted an empirical
study.

12

Combining such microscopic and macroscopic properties
precisely characterizes the connectivity of the nodes and constitutes
information that may explain why some vertices have similar
attribute values. Depending on the link between vertex attributes
and the relationship encoded by the graph, one of these topological
properties may co-vary with vertex attributes.

13

Finally, it gives to the user the ability to visualize every pattern
on the input graph by identifying the top k representative vertices.

PUNCTUATION FOCUS

Practice 4. Pick the terms for the punctuation marks in the chart.

ellipsis comma semi-colon question mark hyphen colon
dash square full stop / parentheses /
brackets  period brackets
apostrophe quotation marks / inverted exclamation
commas mark / point
braces (forward) atsign/ underscore asterisk
slash symbol
ampersand hash(tag) / number sign back slash
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b

&

@ #
O {}
¢ (John’s room) /
! ?
— (singer-songwriter) *

_ (Paper_Smith)

— (— Where were you?)

Practice 5. Go to Appendix B Study the main rules of English
punctuation; then punctuate the following sentences.

A.
1.

In UT2004 a human player uses a keyboard and a mouse
to control the actions of an avatar in a 3-D confined virtual
world.

Therefore in order to make our agents generalized and at the
same time to ensure they learn appropriately and effectively
we propose to combine the fuzzy ART and ART2 operations.
Moreover no matter how B is set a code will become
redundant eventually if contradictory input vectors keep
coming in. Because once a code is over-generalized it will
always fail the vigilance criterion defined in Eq. (3).
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10.

I1.

12.

If this can be established the alternative view emerges
that dictionary knowledge is a subset of more general
encyclopaedic knowledge.

According to this view it is only the dictionary component
that properly constitutes the study of lexical semantics
the branch of semantics concerned with the study of word
meaning.

In cognitive semantics the distinction between lexical and
compositional semantics is not seen as a useful division.

This was important work but it did contain one flaw: no
distinction was made between information about the world
that stems from perception, action or the internal feelings
involved in actions.

The latter point might seem to negate the first analog spatial
representations may be built from all kinds of perceptual
information but they cannot exist in all modalities and be
spatial abstractions at the same time. In any case this was the
view that was widely accepted by cognitive linguists.

The location of the boundary of a category is independent of
its prototype that is to say two categories may have the same
prototype but different boundaries likewise two categories
may have the same boundaries but different prototypes.

In Theoretical Linguistics researchers sometimes try
to obviate limitations of available resources through
Googleology. When data on low-frequency or non-standard
phenomena is needed search engine queries (mostly using
Google’s service) are used to look for single occurrences of
some grammatical construction, or even worse result counts
returned for such queries are used for more or less formal
statistical inference.

Such tension also exists in other economic contexts most
prominently in the public finance literature.

In this section we explore the thesis that semantic structure
encodes and externalises conceptual structure.
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13.

14.

15.

16.

17.

18.

19.

20.

If, on the other hand we choose the combination A+C we are
increasing the overall product penetration by 1 individual
because C has been chosen by a consumer that did not choose
A. Our overall penetration will be 4 the maximum that we
could reach.

Therefore following the way paved by [5] we propose to
mine rank-correlated sets over graph descriptors by extracting
topological patterns.

In Section 4 we state the algorithm and present its proof of
correctness.

A series of simple regressions cannot accomplish these tasks
if we want to examine the simultaneous effects of multiple
predictors on a response we must use a method that treats
them accordingly.

In 1960 R.E. Kalman published his famous paper describing
a recursive solution to the discrete-data linear filtering
problem [Kalman60]. Since that time due in large part to
advances in digital computing the Kalman filter has been the
subject of extensive research and application particularly in
the area of autonomous or assisted navigation.

In this paper we look in detail at three particular networks
of scientific collaborations and describe some of the patterns
they reveal.

In the context of the present example this means in part
that there is no relationship between quantitative and verbal
ability. In more advanced models of factor analysis the
condition that the factors are independent of one another
can be relaxed. As for the factor means and variances the
assumption is that the factors are standardized.

To overcome these drawbacks the construction of storage
tanks has been proposed.

In this work we carry out an extensive empirical comparison
of the most widely-used smoothing techniques.
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10.

I1.

12.

Due to this phenomenon Mandelbrot argues that such variance
might change over time. In response Engle [9] proposed the
Autoregression Conditional Heteroskedasticity (ARCH) model
to solve for the biases of traditional econometrics models.

In Eq. 4 r(?) is the threshold value used in this model as
this value is usually complex and cannot be solved for
analytically we therefore use a fuzzy model to solve it.

The basic configuration of fuzzy systems consists of four
components a fuzzifier a fuzzy rule base a fuzzy inference
engine and a defuzzifier.

In the remainder of this section we discuss some knowledge-
intensive methods.

With the growth of numbers of users and items the system
needs more resources for processing information and forming
recommendations.

This in turn would require development of more specified
recommendation systems.

Typically quantum computation is realized by quantum
circuits consisting of quantum gates.

Research arising from the interplay between quantum theory
and Al can be roughly classified into two categories (1) using
some ideas from quantum theory to solve certain problems in
Al and (2) conversely applying some ideas developed in Al
to quantum theory.

As will be shown later it is straightforward to sign the
direction of any inference bias.

A primary objective of this paper therefore is to prevent these
type 1 errors from occurring in the future.

Specifically it is likely that some wvalid research is not
making it through the publication process because authors or
referees are incorrectly focusing on statistically insignificant
interaction term coefficients rather than on potentially
significant differences in marginal effects. A primary
objective of this paper therefore is to prevent these type 1
errors from occurring in the future.
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13.
14.

15.

16.

17.

18.

19.

20.

In the first set of three trials we utilize a turnover function.
For this purpose three types of indices are used: index of
particular words, indices of parts of speech, and index of
patterns yet matched.

In [7] for problems with the information in the form of
messages about the parametric importance of criteria a
sufficient condition that turns inclusion (6.1) into equality
was given this condition assumes that there are continuous
criteria with closed intervals bounded from both sides.

For the sake of simplicity we assume that all the discrete
criteria in the problem are integer that is we assume that the
values in their scales are sequences of integers.

Then for the initial vector v one can go along the tree
branches from the leaves to the root while deteriorating and
improving the corresponding tree estimates.

To repeat our goal is to test whether the overreaction
hypothesis is predictive.

In summation neural network and logistic regression
methodology outperform other models.

When taking the gold standard splits from our reference set of
700 words our program gathered 216 periphrase candidates
from the corpus of which 160 were correct a precision of 74%.

GRAMMAR FOCUS

Practice 6. Insert the appropriate article where necessary and
punctuate the sentences if necessary.

1.

In ... Section 2 of this article we describe our main test data
set, ... corpus in five languages. In ... Section 3 we describe ...
scheme based on readers’ judgements that enables ... setting
up of a similarity space.

In ... most situations neither Egs. (7) nor (8) are equal to b..
In ... context of ... turnover literature focusing solely on ...
estimated b, coefficient could lead to ... inference that ...
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12.

13.

14.

marginal effect of performance differs with ... type of ...
firm.

... parameter b is what generates ... strength of ... relationship
between turnover and performance.

. solution, also demonstrated by ... way of simulations,
is to separately calculate ... marginal effect of ... change in
performance for the two types of firms.

These are ... elements that made ... neural network.
... greater ... link value, ... easier it is for the link to become
too activated and affect ... neural network.
... Figure 3 shows ... working process of this study.
... Australia credit database has 690 case data.
Thanks to ... rapid development of information technology,
researchers and financial institutions began to use ... data
mining and machine learning.

word can belong to several syntactic categories
simultaneously.
When we crossed ... threshold of connecting more objects than
people to ... Internet, ... huge window of opportunity opened
for ... creation of applications in ... areas of automation,
sensing, and machine-to-machine communication.
For each group of patterns, automatic recognition
procedure was developed and experimentally studied.

. directions for ... future work include ... out-of-core
implementations of ... presented simplification methods.
Nevertheless there is one phenomenon that seems to
adversely and significantly affect ... performance of ... certain
group of algorithms on ... small number of datasets.

Practice 7. Translate the sentences with the phrase Given (that),
which introduces a known fact.

1.

Given living trees absorb CO2 (carbon dioxide) and produce
oxygen, reducing the tree population further compounds the
problem.
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2. Given his age, he’s remarkably active.

3. Given the hypothesis that semantic structure reflects
conceptual structure, the system of semantic structure is also
divided into two subsystems.

4. Given the diverse applications of web corpora, users have
to make the design decisions themselves, based on our
description of how the procedures work.

5. Given high interannual and decadal variability in climate, it
is obvious that short-term climate records can be misleading
in evaluating trends.

6. Given the current state s, TD-FALCON first decides between
exploration and exploitation by following an action selection
policy.

7. This allows us to ask the probability of two scientists
coauthoring a paper, given that they have a third mutual
collaborator and have not collaborated in the past.

8. Given such graph, it first computes a set of topological
properties for every of its vertices.

9. It was surprising the government was re-elected, given that
they had raised taxes so much.

10. Given a set of objects of a domain, attribute exploration
builds an implicational theory of the entire domain.

Practice 8.

A. Read the Introductions of the following articles (see p. 139—
143): Discovering important bloggers based on analyzing blog threads;
Thumbs up? Sentiment classification using machine learning techniques;
Recent thinking on economic justice.

Find words / phrases that you would like to use when writing
introductions of your project proposals. Then write these words /
phrases in the following chart.
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Discovering important | Thumbs up? Sentiment | Recent thinking on
bloggers classification using economic justice
based on analyzing blog |machine learning
threads technique
1. ubiquitous 1. a challenging aspect | 1. In light of space
2. to treat smth as | 2. apart from limitation
3. 3. 2. to impose
constraints
3.

B. Go to p. 180—181 and compare your list of words / phrases with
the list given. Explain the meaning of these words / phrases or
give their synonyms.

Practice 9. Read the extracts from the article by E. Pazner Recent
thinking on economic justice and find the following words /
phrases, explain their meaning or give their synonyms. Then make
up sentences with these words / phrases so that to include them
in the introduction to your project proposals.

to avoid terminological ambiguities

to impose constraints

smth is said to be...

a well-established result (is that...)

smth is referred to as // smb refers to smth as...
this result holds only under the assumption that...
On the understanding that...

On the assumption that...

Under the assumption on smth

The 1* question that arises is whether smth is/are...
question of interest to smb

At this point it is important to...
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This follows from the fact that...

The situation drastically changes when...
This implies that...

Insofar as smth is concerned...

Virtually

The polar extreme to this view that... is... / The polar extreme
to the view is...

in terms of // regarding

the above-mentioned smth

likewise

to shed light on sth

It is worth emphasizing that...

in light of the known difficulties

To sharpen the issue

smth is sought

a similar remark applies to...

The main contribution of...

smth ought to be sought

A.

To avoid terminological ambiguities, let me briefly review some
standard economic terms.

The term allocation means a list of consumption bundles, one
for each individual, satisfying the feasibility (scarcity) constraints
imposed by the aggregate consumption possibilities. In the case
of production economies, it is worth reminding that an allocation
includes a full description of the consumption of leisure by each
individual in addition to his consumption of “ordinary” consumer
goods.

An allocation is said to be Pareto-efficient if it is impossible to
make one individual better off by reshuffling consumption and/or
production activities among individuals without making at least one
other individual worse off.

A well-established result in welfare economics is that given any
initial allocation there exist prices such that trading at these prices
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leads to a Pareto-efficient allocation at which each market is cleared.
The initial allocation is usually referred to as the initial endowments
(i.e. a list of initial holdings of commodities by each consumer.) This
result holds only under a set of standard assumptions on the nature
of the economic environment (i.e. preferences and technology).
On the understanding that each trader makes a utility maximizing
trading decision (subject to his budget or income constraint defined
by the value of his initial endowment at the prevailing prices), and
on the assumption that each is unable to influence the prevailing
prices (which are the same as those faced by every other trader),
the underlying market structure is said to be perfectly competitive.
The market clearing allocation is called a competitive equilibrium.
The next two sections are a review of recent attempts at defining
allocations that are both just and efficient. Such direct attempts
at assessing the equity of allocations in terms of their intrinsic
properties is what distinguishes the theories reviewed here from the
traditional approaches to distributive justice.

B.

The first question that arises is whether envy-free allocations
are always possible. Noting that any egalitarian allocation (in which
every consumer is assigned an identical consumption bundle) is
obviously envy-free, the answer to this first question is affirmative.
The next question of interest to any economist raised in the tradition
of modem Paretian welfare economics relates to whether among all
fair allocations at least one can be found that is also Pareto-efficient.
On the assumption that Pareto-efficiency is a normatively appealing
desideratum, an affirmative answer to this second question would
establish the possibility of satisfying the equity requirement of
fairness without having to give up the separate objective of economic
efficiency.

At this point it is important to distinguish between exchange and
production economies. This can easily be seen by noting that if each
consumer is assigned an identical initial endowment of commodities
and is allowed to trade in perfectly competitive markets, the resulting
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competitive equilibrium allocation must be envy-free. This follows
from the fact that at such an allocation every consumer faces the
same prices, has the same income and competitive behavior implies
that each consumer’s utility is maximized subject to his budget
constraint.

The situation, however, is drastically changed when production is
allowed and when it is realistically assumed that individuals are not
identically endowed with innate productivity skills so that different
individuals contribute differently to social product per unit of time
input of their labor skills. This implies that the argument used
above for exchange. Economies cannot be advanced in the case of
production economies. And indeed it is now known that production
economies satisfying the standard assumptions of economic theory
can be constructed in such a manner that among all Pareto-efficient
allocations none can be found that is envy-free. This is a disturbing
result insofar as the equity notion of fairness is concerned since
economic efficiency is the normative criterion upon which the
foundations of modern welfare economics are laid. Virtually every
economist will agree that the normative appeal of any equity notion
that stands in conflict with Pareto-efficiency should be doubted.

C.

The polar extreme to the view that one has an inherent right
to the fruits of one’s own labor is the position that individual
productivity skills belong to no one in particular and ought to be
regarded as a common pool of valuable resources which belongs to
society as a whole.

In terms of the coordination of economic activity by means
of a market-like mechanism capable of achieving potentially-
fair and efficient allocations, a good way to think about this is the
following. Imagine that the state “collects” everybody’s initial
endowment of time and every other available resource in the society.
In compensation, each individual gets the same amount of abstract
purchasing power by means of which he can buy resources from
the state at competitive prices. One problem with both of the above-
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mentioned (modified) fairness criteria is that each systematically
discriminates among individuals in line with their respective
productive abilities.

Consider the set of possible allocations, i.e. the set of all lists
of consumption-cum-leisure bundles that the economy under
consideration can provide. Out of the set of all possible allocations
the efficiency criterion chooses those that are Pareto-efficient.
Thus Pareto-efficiency criterion induces a restriction on the set of
allocations we are willing to admit from a normative point of view.
Likewise, any equity requirement restricts the set of normatively
admissible allocations to those satisfying the equity requirement in
question.

D.

I wish to conclude with some brief remarks on the way the
approaches reported here might shed light on some major issues of
social policy. It is worth emphasizing that any notion of economic
justice must be based on, or start from, an underlying notion of
individual rights in the social sphere. In the case of the original
fairness criterion and the equivalence criteria discussed above the
starting point is that “rational” individuals have an inviolable right
to their preferences. The problem of social justice is then viewed as
searching for an equitable way to “aggregate” individual preferences
to overcome the fundamental conflict of interest arising from the fact
that economic resources are scarce relative to individuals’ wants.
In this sense, the approaches discussed here are consistent with
the mainstream of modern welfare economics and its underlying
sanction of individual preferences.

Their contribution ought to be judged in light of the known
difficulties involved in the search for a “good” aggregation
procedure. I will attempt now to elucidate briefly the precise sense
in which individuals are considered here to have a right to their
preferences and to illustrate thereby how the present approach
might be translated into concrete social policy recommendations.
To sharpen the issues, suppose that all individuals have exactly
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identical preferences. There is absolutely no need for a tax-transfer
mechanism in this instance on equity grounds if the original notion
of fairness is accepted. If on the other hand satisfaction of the
egalitarian equivalence criterion is sought, a tax-transfer scheme will
be required even in this case.

The more difficult case is that where individuals differ in both
preferences and abilities. In this case tax-subsidy schemes will
generally be required even for the attainment of Pareto-efficient and
envy-free allocations (whenever such exist). A similar remark applies
to satisfaction of either of the equivalence criteria. Note also that the
notion of equality of opportunity is more difficult to define in this
general case as there is no solid yardstick of equality to start with
since individuals are different in every relevant dimension. These
difficult issues are the subject of current research.

I conclude by noting that it is my belief that the main contribution
of the recent developments reported here might ultimately prove to
lie in their enabling the discussion of policy issues within a well-
defined conceptual framework. Legitimate differences in opinions
will then properly reflect differences in underlying values as opposed
to methodological disagreement on the proper way to approach the
policy dilemma in the first place. It is on. And only on, this latter
aspect that professional agreement ought to be sought.

Practice 10. Read the extracts from the articles and find the
following words / phrases, explain their meaning or give their
synonyms. Then make up sentences with these words / phrases so
that to include them in the introduction to your project proposals.

It is also assumed that

be subject to smth

In this framework

Given

to get some idea about how ...
provisional conclusion
insight
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tentative conclusion / estimate
crude estimate

be pioneered by

an umbrella term for

feasible

account for

A.

Bidder i knows the realization x, of X and only that other
bidders’ values are independently distributed according to F. Bidders
are risk neutral— they seek to maximize their expected profits. All
components of the model other than the realized values are assumed
to be commonly known to all bidders. In particular, the distribution
F is common knowledge, as is the number of bidders.

Finally, it is also assumed that bidders are not subject to any
liquidity or budget constraints — each bidder i has sufficient
resources so that, if necessary, he or she can pay the seller up to his
or her value x. Thus, each bidder is both willing and able to pay up
to his or her value.

We emphasize that the distribution of values is the same for all
bidders and we will refer to this situation as one involving symmetric
bidders. In this framework, we will examine two major auction
formats:

a. A first-price sealed-bid auction, where the highest bidder gets

the object and pays the amount he bid.

b. A second-price sealed-bid auction, where the highest bidder

gets the object and pays the second highest bid.

Each of these auction formats determines a game among the
bidders. Given that bidders are symmetric, it is natural to focus
attention on symmetric equilibria.

In a first-price auction, equilibrium behavior is more complicated
than in a second-price auction. Clearly, no bidder would bid an
amount equal to his or her value since this would only guarantee a
payoff of 0. Fixing the bidding behavior of others, at any bid that
will neither win for sure nor lose for sure, the bidder faces a simple
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trade-off. An increase in the bid will increase the probability of
winning while, at the same time reducing the gains from winning. To
get some idea about how these effects balance off, we begin with a
heuristic derivation of symmetric equilibrium strategies.

(from V. Krishna Auction Theory)

B.

In this paper we have modelled a mathematics MOOC forum
discussion as a network and we have resorted to network analysis
and to engagement structures to analyse the data. The aim of
this study, with a limited number of cases, is not to draw general
conclusions about the relationships between each participant’s desire
in the discussion and the kind of network that results from them.
Instead, we aim at discussing within the MAVI community the
viability of applying such lenses of analysis to a discussion forum
and show possible, provisional conclusions about the kind of insight
we can get from this.

(from B. Rott et al. Views & beliefs in mathematics education:
The role of beliefs in the classroom)

C.
Thus we can tentatively conclude that the internal fields for
a uniform anyon fluid in the AFM case are undetectable by uSR.
We have used our firm results for M (7) as a basis for some other,
very tentative estimates. A very crude estimate of the field from a
local moment, which is induced by the charge inhomogeneities
which screen the charged muon probe, gives a value exceeding the
experimental bound by approximately an order of magnitude.
(from C.S. Ting et al. Physics and Mathematics of Anyons)

D.

Game theory is the science of strategy. It attempts to determine
mathematically and logically the actions that “players” should take to
secure the best outcomes for themselves in a wide array of “games.”
Game theory was pioneered by Princeton mathematician John Von
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Neumann. In the early years the emphasis was on games of pure
conflict (zero-sum games). Today, game theory applies to a wide
range of behavioral relations, and is now an umbrella term for
the science of logical decision making in humans, animals, and
computers.

(from A. Dixit & B. Nalebuft Game Theory)

E.

The set of feasible designs is sometimes referred to as the
feasible region, especially for optimization problems with two design
variables. It is important to note that the feasible region usually
shrinks when more constraints are added to the design model and
expands when some constraints are deleted.

(from J.M.F. Ten Berg & G. So¢an The set of feasible solutions
for reliability and factor analysis)

F.
Spam accounts for 14.5 billion messages globally per day.
In other words, spam makes up 45% of all emails. Some research
companies estimate that spam email makes up an even greater
portion of global emails, some 73% in fact. The United States is the
number one generator of spam email, with Korea clocking in as the
second largest contributor of unwanted email.
(from Spam Laws)

G.

This paper examines the naive Bayesian model and extensions
of it to account for the effects of inverse base rates. These are human
categorization phenomena in which base rate information appears to
be ignored. The naive Bayesian classifier accounts for a subset of the
phenomena observed in base rate experiments. An extension to the
model is examined that uses structure in tha data sets resulting from
features shared between categories.

(from L.J. Frey et al. Naive Bayesian accounts of base rate effects
in human categorization)
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Practice 11. Complete the extracts with the words / phrases
from the boxes. Highlight words / phrases that account for
cautiousness.

A.

precise would briefly conversely to flesh this out a bit into account
encompassing introduction refer the work still to be done
soas in words

Advanced versions of attribute exploration can take 1) ............
background information, such as relations among attribute values
(not necessarily given as implications), thus, avoiding suggesting
trivial implications [5]. There are also methods of concept
exploration, relational exploration, and rule exploration that,
each in its own way, generalize attribute exploration, making it
possible to work with a broader class of dependencies [10], [11],

[12]. We 2) ............ to all such methods collectively as conceptual
exploration.
Our aim is to extend these methods 3) ............ to make them

suitable for collaborative ontology construction over the web by a
geographically spread community of researchers working in the
same domain. The idea is to provide tools that 4) ............ allow
them to use attribute exploration and related techniques to refine
the language in which their domain is described and boost their
knowledge about it. Being suggested, an implication will be accepted
only if no expert has a counterexample for it. In the end, there will
be a list of implications correctly describing objects under study and
a representative context.

We start with a short 5) ............ into the relevant aspects of
formal concept analysis and then define attribute exploration.
After that, we discuss possible ways to make this procedure
collaborative. Finally, we describe the current state of our web-
based exploration system and 6) ............ .We 7). introduce
necessary mathematical definitions and then explain them less
formally.
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Given a (formal) context K = (G; M; I), where G is called
a set of objects, M is called a set of attributes, and the binary
relation I € G x M specifies which objects have which attributes,
the derivation operators (-)! are defined for | C G and B C M as
follows:

Al={meM| V geAd.: glm}
B'={geG| VY meB:glm}

8) e , A" is the set of attributes common to all objects of 4
and B’ is the set of objects sharing all attributes of B.

The formal context makes 9) ............ the scope of the discussion
by specifying the domain to which it applies (listing all the objects
of this domain) and defining the terms in which it is going to be
discussed (listing the attributes to be used in object descriptions).
10) oo , we give a small example based on the data from the
O*NET Resource Center, which essentially provides an interface
to a taxonomy of occupations, organizing occupations in various
groups and describing the knowledge, skills, and abilities required
by each occupation. Here, we focus on the knowledge required
by occupations from the Computer and Mathematical job family.
A formal context 11) ............ three occupations is shown in Fig. 1.

A line diagram of the concept lattice of this context is shown
in Fig. 2. Nodes correspond to formal concepts, with more
general concepts placed above less general ones. Two concepts
are connected with a line if one is more general than the other and
there is no concept between the two. Every concept in the diagram
is described extensionally, by a group of objects, and intensionally,
by attributes shared by all the objects in the extent of this node. The
names of the objects in the extent of a node can be read off from the
diagram by looking at the labels immediately below this node and
below all nodes that can be reached from this node by downward
arcs. 12) ............ , the set of attributes forming the intent of a node
consists of labels immediately above this node.

(from S. Obiedkov et al. Collaborative conceptual exploration
as a tool for crowdsourcing domain ontologies)
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B.

introduce threefold to validate discusses which exploits conducted
presents associated new insights given wherein encode

Let us illustrate our proposal on a co-authorship graph depicted
in Figure 1, 1) ............ vertices (from A to P) denote authors, edges
2) e co-authorship relations, and three attributes describe
author: % corresponds to the author h-index, which attempts to
measure both the productivity and the impact of the published work
of each author [15]; i denotes the average number of hours per week
spent by each author on instructional duties; and ¢ designates the
number of publications the author had in the IEEE TKDE journal.
As topological property, we consider the betweenness centrality
measure that is the number of times a vertex appears on a shortest
path of the graph (see Section 2). This value is in a circle 3) ............
to each vertex on Figure 1.

We propose in this article an algorithm, called TopGraph-Miner,
4) i discovers topological patterns. It has as input an attributed
graph, such as the one in Figure 1. 5) ........... such graph, it first
computes a set of topological properties for every of its vertices.
TopGraphMiner then integrates searching and pruning strategies in
the identification of the most relevant topological patterns. Finally,
it gives to the user the ability to visualize every pattern on the input
graph by identifying the top k representative vertices.

Our contribution is therefore 6) ............ . First, we propose a
new kind of graph analysis that 7) ............ attributes and topological
properties of vertices. Second, to produce such analysis, we provide
8) e into co-variation pattern mining by considering up and
down co-variations, defining new upper bounds on the support of
such co-variations, proposing several interestingness measures of
topological pattern, and giving to the user the ability to visualize
the patterns on the original graph thanks to the identification of
the top k representative vertices. Third, 9) ............ our approach,
we 10) ... an empirical study that includes: (1) a comparison
of TopGraphMiner with a baseline approach; (2) a study of its
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empirical complexity; (3) an analysis of the pruning capability of the
proposed upper-bound; (4) we provide results on the execution time
with and without the pruning strategy; and (5) we study qualitatively
some patterns extracted from four real-life networks: a co-authorship
network, a movie cofactor network, a patent citation network, and
gene interaction network.

This article is structured as follows: Section 2 11) ...........
topological vertex properties. Sections 3 and 4 12) ............ our new
model for mining topological patterns. Our algorithm is defined in
Section 5. Its efficiency and its effectiveness are shown in Sections
6 and 7. Section 8 13) ........... the related work and Section 9
concludes the article.

(from A. Prado et al. Mining graph topological patterns:
finding co-variations among vertex descriptors)

C.

distortions poses compare involved result heuristics similar
substantial converted corrupted key capable constitute

Irregularly sampled point clouds 1) ............ one of the canonical
input data formats for scientific visualization. Very often such data
sets 2) oo from measurements of some physical process and are
3) e by noise and various other 4) ............ Point clouds can
explicitly represent surfaces, e.g. in geoscience [12], volumetric
or iso-surface data, as in medical applications [8], or higher
dimensional tensor fields, as in flow visualization [22]. For surface
data acquisition, modern 3D scanning devices are 5) ............ of
producing point sets that contain millions of sample points [18].

Reducing the complexity of such data sets is one of the 6) ............
preprocessing techniques for subsequent visualization algorithms.
In our work, we present, 7) ............ and analyze algorithms for the
simplification of point-sampled geometry.

Acquisition devices typically produce a discrete point cloud that
describes the boundary surface of a scanned 3D object. This sample
set is often 8) ............ into a continuous surface representation, such
as polygonal meshes or splines, for further processing. Many of these

41



conversion algorithms are computationally quite 9) ............ [2] and
require 10) ............ amounts of main memory. This 11) ............ great
challenges for increasing data sizes, since most methods do not scale
well with model size. We argue that effective surface simplification
can be performed directly on the point cloud, 12) ............ to other
point-based processing and visualization applications [21, 1, 14].
Different 13) ............ have been presented in the polygonal
mesh setting (see [9] for an overview) that we have adapted and
generalized to point-based surfaces.
(from M. Pauly et al. Efficient Simplification
of Point-Sampled Surfaces)

D.

afterwards heuristically runs proposed required ultimate
developed so far independently fundamental achieved based
property toyield let

Prime numbers are of 1) ........... importance in mathematics
in general, and number theory in particular. Of special interest are
those properties that allow one to determine efficiently if a number
is prime. Such efficient tests are also useful in practice: a number of
cryptographic protocols need large prime numbers.

2) e PRIMES denote the set of all prime numbers.

In 1975, Miller [Mil] used a 3) ............ based on Fermat’s Little
Theorem to obtain a deterministic polynomial-time algorithm for
primality testing assuming the Extended Riemann Hypothesis (ERH).
Soon 4) ............ his test was modified by Rabin [Rab] 5) ............ an
unconditional but randomized polynomialtime algorithm. 6) ............ ,
Solovay and Strassen [SS] obtained, in 1974, a different randomized
polynomial-time algorithm. Since then, a number of randomized

polynomial-time algorithms have been 7) ............ for primality
testing, based on many different properties.
In 1983, Adleman, Pomerance, and Rumely 8) ............ a major

breakthrough by giving a deterministic algorithm for primality
that runs in (log n)°leleeleen time (all the previous deterministic
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algorithms 9) ............ exponential time). Their algorithm was (in a
sense) a generalization of Miller’s idea and used higher reciprocity
laws. 10) ............ on their ideas, a similar algorithm was 11) ............

by Atkin [Atk]. Adleman and Huang [AH] modified the Goldwasser-
Kilian algorithm to obtain a randomized algorithm that 12) ............
in expected polynomial-time on all inputs.

The 13) ............ goal of this line of research has been, of course,
to obtain an unconditional deterministic polynomial-time algorithm
for primality testing. Despite the impressive progress made
14) ... , this goal has remained elusive. In this paper, we achieve
this. We give a deterministic, O(log'*? n) time algorithm for testing
if a number is prime. 15) ............ , our algorithm does better.

(from M. Agrawal et al. Primes in P)

Practice 12. Render the following Russian sentences in English
using the vocabulary discussed in this Unit.

A.

1. Tlpennaraemblii METON HO360/1A€m PEIIUTD 3Ty CIOXKHYIO 3a-
Jaqy.

2. Ilomumo mozo, umo HepMepsl CTOIKHYIUCH C CEPbE3HBIMU
OpPraHMU3allMOHHBIMU TPYAHOCTSIMH, OHU BBIHYKICHBI ILIa-
TUTh IOBOJbHO-TAKU BBICOKHE HAJIOTH.

3. TlpumeHeHHe 3TOro aJropuTMa 3aBUCHUT OT Uen0zo paoa pak-
TOPOB.

4. TlpucyTcTBOBAIIO MHO20 TIONEH.

5. Konuuecmeo ydacTHUKOB ObLIO OOJIBIIIE JIETOM.

6. B 3T0ll KOMIIaHUU OTIIMYHBIE BO3MO)KHOCTH 6 HJIAHE Kapbep-
HOT'O pocCTa.

7. JlaHHBIN pe3yabTaT éepeH TOJIbKO IMPHU ONPEAENICHHBIX YCIO-
BUSIX.

8. UtoObl n30€KaTh TEPMUHOIOTHUECKUX PAZHOUMEHUIL, ABTOD
KPamKko HanoMuHaem HEKOTOPbIe TEPMUHBI.

9. B cBoeil cratbe aBTOp 02panuuueaemcsa TOIBKO 3TUM BO-
IPOCOM.
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10.

I1.

12.

13.

14.

15.

10.
11.

[Tockonbky 3Ta npobiema mMHo20acneKkmuasn, aBTop mnpesjia-
raeT OJHO U3 BO3MOXKHBIX PEIICHUM.

IlocKkonbKy Mbl 0ZPAHUYEHbL paAMKAMU HACMOAWEl cma-
mbu, IPUBEAEM JIULIL PE3)IbMambl.

beutn ipeAnpuHATE nonbimK HAUTH JPYroe pelIeHnue NaH-
HOW TTPOOJIEMBI.

Ilepéviit 6onpoc, Komopbwlii 603HUKaAem, dTO AGNACMCA U
JAHHOE PEIIEHNUE JIYYIINM 10 CPABHEHUIO C IIPENBIAYIIUMU.
DKCIUTMIIUTHO BBIPAXXEHHBIA (ua0 K mojbp3oBaTesnei cuuma-
emca peUTUHTaMH.

JlaHHBIE OTpaHUYEHU, 10-BUIUMOMY, SBIISIOTCS nOoécemecht-
HblmMu JUTs1 3TOH TPYIIIBI YPAaBHEHHM.

IIpamo npomueononoicHbIM TPATUITMOHHOMY SBIISETCS HO-
BBIM MOJXO/, TIpEJjIaraéMblil B 3TOM CTaThe.

Hamm skcriepuMeHThl nponuiu céem Ha TO, Kak (YHKIIHO-
HUPYET JaHHOE MMPABUJIO B 3TOM MHOXECTBE.

ABTOp Ha3zvléaem 3TH METObl KOHIICTITYalbHOW Kiaccudu-
Karuemu.

DTOT pe3yNbTaT He HO08ePIHCeH OTPAHUUCHUSIM.

Hnst noomeeprcoenusa cBoero moaxoma, Mbl UCHOIb30BATU
CJIeIyIOIHE TEOPEMBI.

PesynpraTtel  WccnenoBaHMsl  MOKa3bIBAOT, YTO IPHU3HA-
ku A npesanupyrotr. Hanpomue, xonuuecTBo npusHakoB B
HanMEHBIIICE.

Ymoosl nonyuums HeKOmMopoe npeocmaenienue 0 ToM, Kak
paboTaet 3TOT aITOPUTM, PACCMOTPUM CIEAYIONUN TPUMED.
[ToMrMoO TOTO, UTO OHM OOO3HAYMITU ATO SBIICHUE, OHU HPeo-
JLOMCUTIU HOBBLIL 6327150 HA HETO.

Ilpeocmoawan paboma onuchiBaeTcs B 3aKIIIOUCHUH.

B manHO# cTaThe CTaBATCA 06e TIeTH.

Yuumuwiean >tu OTKIIOHEHUS, BO3MOXXHO BBIBECTH MPEAIONa-
raeMyr0 OTPEUTHOCTb.
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12. ABTOpBI paccmampuearom 5>TOT BONPOC Kak Haumbonee
BAJKHBIN.

13. To, umo xacaemcs 3101 MOJIENHU, €€ BOZMOXKHO IPUMEHUTH B
HECKOJIBKUX CITyYasX.

14. KomnaHusiM MpUXOJUTCS OTBEUATh pa3HOOOPa3HbIM TpeOoBa-
HUSIM KIIUEHTOB, 0OCHMAMOYHO HA36aMb UL HEKOMOopble
U3 HUX: SICHOCTh KOHTPAKTOB, KPAaTKUE CPOKH, HEBBICOKAs
CTOUMOCTbB MPOJYKTA.

15. CnocoObl TOCTPOCHUS ATOW MOJICIN ele NPeOCHOUm Haimu.

Practice 13.

A. Read the following Active Voice English sentences and translate
them into Russian. Pay attention to the differences in syntactic
structure of the corresponding English-Russian sentences.

E.g.:
a)

b)

Section 2 reviews the recent economic theory. — B pa3neJie
2 npuBOAMUTCS 0030p COBPEMEHHON SKOHOMUYECKOH TEOPUH.
2018 witnessed a skyrocketing of individual investments in
securities. — B 2018 romy mpowusoiien CyecTBeHHbII pOCT
00bEMOB MHBECTHIINI HACEJIEHUS B LIEHHBIE OyMar.

Section 4 presents some clarifying comments.

This section briefly surveys previous work on non-topic-
based text categorization.

A short Bibliographical Addendum concludes the article.
Figure 2 illustrates this idea for a simplified example in two
dimensions.

As Figure 1 illustrates, the user-oriented approach identifies
like-minded users who can complement each other’s ratings.
Recent years have seen rapid growth in on-line discussion
groups and review sites.

The crash killed 106 people.

The advertisement says the rent is 700 pounds a month.
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9. Russian history had not seen serious iconoclastic movements
until the short period after the revolution of 1917.
10. Therefore, these models treat the item bias b, as a function of
time.

B. Render the following Russian sentences in English applying the
above syntactic patterns.

1. 3a mpomenmue 10 ner B ropoje 3HAYUTEITHHO YBEITUUHIICS
MPOLIEHT NPECTYIHOCTH.

2. B mpomioM rogy B CTOIMIE MPOU30LUIO HECKOIBKO Macco-
BBIX BBICTYIUICHUH.

3. B nocnenHue roasl HaOMOAAETCS CHIBHBIA POCT YMCIIA Ma-
JBIX QUPM.

4. 3a mocnemaHne TOIbI MTPOU30IIEI Pe3KU pOCT HHMIISAIIIH.

5. B 3TOM MeToe yuUTHIBAIOTCS HE BCE BO3MOMKHBIE (DAKTOPHI,
BIIUSIIOLLME HA KOHEYHBIN PE3yJbTaT.

Practice 14. Render the following Introductions from Russian into
English.

A.

JlangmadT coBpeMeHHOro oOpa3oBaHHsS (OPMUPYETCS B TOM
YHCJIE U TI0J] BO3/ICHCTBHEM MH(POPMAITMOHHBIX TEXHOJOTHH, Tpe/ia-
raroMx pazHooOpa3HbIe CIIOCOOBI TOCTAaBKH y4eOHOTO Marepuala,
HOBbIC (DOpMBI OOIIEHUS U B3aUMOACUCTBHS YYaCTHUKOB 00pa30Ba-
TCJIIBHBIX MPOLCCCOB, 4 TAKKC — BO MHOTHX CJIydasaX — CyIICCTBCH-
HO CHIDKAIOMINX U3JIEPKKU Ha TOJIEPKKY 3THX Iporieccos [1].

OOuM TepMUHOM 711 0003HaUYEHUs y4eOHOro Ipolecca, 4acThb
KOTOPOTO OpPTaHM30BaHa MPH MOMOIIM KOMITBIOTEPHBIX WH(pOpMAIIH-
OHHBIX cucTeM (MHpopMmamnoHHBIX cucteM, C) cramo rubpuaHoe
oOy4eHue, colepKaTebHOE ONpeAeIeHHe KOTOPOro MOXKHO HAWTH,
Hanpumep, B [2]. HaubGonee unrepecusiMu npencraButensmu MC 3a
HOCTIeTHIE MATH JIET CTAdM Pa3BUBIIUECS 10 MOJTHOICHHBIX IIaT-
(OpMeHHBIX pelIeHni WH(POPMALMOHHBIE CUCTEMBI, TTO3BOJISIONINE
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MOJIEPKUBATH MPOLIECCHl THOPUIHOTO 00yueHusi, 0COOeHHO Tpely-
I0IIIM€ OPTraHU3alNK Y TOJJACPKKU B3aUMOJICUCTBHUSI MHOTUX y4acT-
HUKOB Mpu paboTe B 00IIEeM MPOCTPAHCTBE Haja oOmUMHU apTedak-
TaMH.

B crarbe mMbI KOCHeMcst koutabopatuBHbIX C moaepKKu -
OpuaHoro oOydeHus. O4EBUIAHO, YTO TOSBICHHE WX TIOCIIEIHETO T0-
KOJICHHSI, 3aTPOHYJIO HE TOJBKO IMpOLecC OOy4YEHHUsl, HO U CIOCOOBI
ynpasnenust uM. Ctatbst c(poKkycrpoBaHa Ha TEXHOJIOTHYECKHUX BO3-
MOXKHOCTSIX, TMO3BOJISIONIUX KaK MPEnojaBaTeiisiM, Tak W aJIMHHH-
cTparopam TpaHC(HOpPMHUPOBATH CBOM pabOYHe TPOIECCHl U TTOBBI-
CUTh UX YPPEKTUBHOCTbD.

(from O. Maksimenkova et al. Collaborative Technologies in Education:
How to Build an Effective System for Blended Learning?)

B.

MHOTroareHTHBIN MOJAXO0A IHUPOKO MCHOJIB3YEeTCS MPU CO3MAHHH
MPOrPaMMHBIX CPEICTB MH(POPMALIMOHHBIX CUCTEM, OTBEYAIOIIUX 32
peleHne psja 3ajad, HauuHas ¢ 3a/ad NMoucka MH(popManuu u 3a-
KaHYMBasl 3aJja4aMH yTIpaBJICHUs U pacnio3HaBaHus oOpa3os. Hccie-
JIOBaTEJIbCKHE Pa0dOTHl B OOIACTH MCIOJIB30BaHUS MHOTOAr€HTHOTO
MOJIX0JIa MPOBOASATCS 1aBHO, HO 3aJja4a OCTPOCHUS YHUBEPCAIbHOU
MOZIETTI MHOTOAreHTHOM CHCTEMBbl OOJIAUHBIX BBIYMCICHUI 10 CHUX
MOp HE pelleHa M3-3a CIOKHOCTH M Pa3HOO0O0pa3us MCMOIb30BAHUS
annaparHbIX ¥ MPOrPaMMHBIX TIaT(opm.

VyenbiMu HanponanbHOro MHCTUTYTa CTAHAAPTOB U TEXHOJIO-
ruii CIIIA pa3paborana sTasioHHasl apXUTEKTypa OOJAYHBIX BBIYHC-
neHuit coctosmas u3 5 akropos (NIST)3.

OCHOBHBIM HEJIOCTATKOM JTAHHON MOJENH SIBJSIETCS OTCYTCTBHUE
areHTta 0e30MacHOCTH OTBEYAIOIIETO 3a 0e30MacHOe B3auMO/ICCTBHE
BCEX aKTOPOB CHCTEMBbl. B maHHOW Monenu He OCyIIeCTBISETCS MO-
HUTOPUHT JEHCTBUN OOJAUHOTO TOJB30BaTENs, TaK XK€ HE Mpe-
CTaBJICH aKTOP, OTBEUAIONINH 3a 0€30MacHOCTh OOJaYHON CHCTEMBI
B 1esnoM. OTCYTCTBHE JaHHOTO aKTOpa MOXKET MPUBECTH K YTEUKe
UHPOPMAINH, HECAHKIMOHUPOBAHHOMY JIOCTYIly W HCKaKECHHIO
uH(OpMAIINH, UCIIOIB30BaHUEM 3J0YMBIIUICHHUKAa HH(OpManuu B
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cBOUX lesiX. J[aHHBIA HEAOCTATOK SIBISIETCS CYIIECTBEHHBIM, a CH-
creMa TpebyeT 1opaboTKH.

B craree O.1O. IleckoBoii, K.E. CrenoBoii paccmorpeHa pede-
PEHTHAasl apXUTEKTypa OOJaYHbIX BHIYMCICHUH C BBIJCICHHE 5 aKTO-
POB U IpeACTaBiIeH psja TpeOoBaHUI MO obecneyeHuio 0e30MmacHo-
CTH OOJIAYHBIX CEPBUCOB. ABTOPHI aKIICHTUPYIOT BHUMAaHHUC Ha PsJIC
OpraHU3aIlMOHHBIX U TEXHUYECKHX TPEOOBaHUIl, HO HE PACKPBIBAIOT
TEXHOJIOTHIO 00ecTiedeHusl O€30IMaCHOCTH B CUCTEME OOJIaYHBIX BBI-
gucienni [1—3].

ABTOpamMu psijia cTareil onpeneneHsl TpeOOBaHUS K CUCTEME 3a-
HIATHI KHPOPMALIUH JIUTSI BUPTYAIbHOW UHPPACTPYKTYPBI, IOCTpOE-
HBI MOJIETIM HAPYIIUTENSI U MOJENN yTIPo3, HO B MOJIEIH BHPTyalb-
HOW WH(PACTPYKTYphl OTCYTCTBYET IOJCHCTEMA, OTBEYAOLIasi 3a
0e30macHOCTh QYHKITMOHUPOBAHUS CUCTEMBI B 1ieioM [4—9].

Omnwupasice Ha pe3yNIbTaThl HCCICIOBAHUI OTEUECTBECHHBIX U 3apy-
OC)KHBIX YUEHBIX B 001aCTH 3amUTHl HHGOPMAIH 1 HH)OPMAITHOH-
Holi Oe3omacHocTH cucteM, Takux kKak I1.J[. Sermxma, 1.I1. 3erkna,
B.C. 3a6oposckuii, B.U. bynsko, B.A. Kyp6aros, P.b. JIu, C. Borns
npemiokeHa 0000IIeHHAsT CTPYKTypa MOJAETH MHOTOAareHTHOM CH-
CTeMbI OOJIAUHBIX BBIYMCICHHUH, MTpeHa3HAYeHHAast 1151 HH(POpMaLH-
OHHOW TOJJICP)KKH YIPABIEHYECKUX PEHICHUH M 3aIIUThl CUCTEMBI
00JTaYHBIX BBIYHCIICHH, 00eCIIeunBaroIas BEIMMOIIHEHUE psfia GyHK-
IUOHAILHBIX BO3MOKHOCTEH:

® TOJy4YEHHUS JOCTOBEPHOI M 0OBEKTUBHOM MH(OPMAITUH O TTO-
BE/ICHUU I0JIb30BATENsl U aKTOPOB B CUCTEME OOJaYHBIX BbI-
YHCIICHUH JUTsI JAIbHEHIIIETO TOCTPOSHHSI CTPATETHH 3alUThI
CHCTEMBI;

e COXpaHeHHe MIa0JOHOB ITOJIb30BATEILCKUX 3alPOCOB U JICH-
CTBHH B CHUCTEME, HCOOXOIMMBIX JUIS TOJyYEHHs Y4acTO HC-
NIOJIb3YEMBIX JIAHHBIX U BBISBIICHUS] HEPETIIAMEHTHPOBAHHBIX
JICHCTBUSL U TIOMBITOK BO3/ICHCTBHS HA CHUCTEMY OOJIAuHBIX
BBIYMCJICHHMI;

® UCIONb30BaHHE areHTa Oe30MacHOCTH JUIsi MOHHMTOPHHTA
JIEHCTBHIA 00TaYHOTO TOJTB30BATEIIS U AKTOPOB B CUCTEME;

e pacupeHre (YyHKIMOHATIBHBIX BO3MOKHOCTEH CHCTEMBI 00-
JaYHBIX BBIYMCIICHHUH MyTeM yBEJIMYEHHS CIOCOOOB aHAIM3a
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Y UHTEPIPETAIIUU JAHHBIX O MOBEICHUM TOJIb30BaTENeH Mo-
JIYYEHHBIX U3 CHCTEMBI, TO €CTh BO3MOXXHOCTH JOTOIHEHHUS
OTPE/ICIICHHBIX MMapaMeTPOB CUCTEMBI U UX B3aUMOCBS3EH, a
TaK)K€ YBEIMYEHUS UX KOJIUYECTBA B MPOILECCE MCIOJIB30BA-
HUS PECYPCOB CUCTEMBI OOJIAYHBIX BBIYUCIICHUH;

e TIPOBEJACHHE AaBTOMATU3UPOBAHHBIX WCCIEAOBAaHUWA CTaTH-
CTUYECKUX JIAaHHBIX O MOBEJICHUM TOJIb30BaTEIEH U aKTOPOB
B CHUCTEME, a TaK)K€ MUHUMH3AINH YKCIIa OIMHUOOK CHCTEMEI,
00yCJIOBJICHHBIX YEJIOBEUECKUM (PaKTOpOM.

B nanHoif craThe mpeyiaraeTcst MOIETh CUCTEMBI OOTaYHBIX BBI-
YUCJICHWH C BBIJCIICHHBIM areHTOM OE€30TMacHOCTH, OH HE0OXOIuM
JUTSI MOHUTOPWHTA JICUCTBUH OOJAaYHOTO IIOJIB30BaTellsi M aKTOPOB
CHCTEMBI, TaK ke JJIs obecrieueHus: 0€30MacHOCTH CHUCTEMBI B IIe-
J0M. AreHT 0€30ITaCHOCTH CTPOUTCS C UCTIOIH30BAHUEM aBTOMATHOM
MOJIEIIH.

(from A. Borovki et al. The Building of a Model of a Protection System

in Cloud Technologies Based on the Multi-Agent Approach Using
an Automatic Model)

Practice 15. Write the Introduction to your project proposal
(recommended word count is 300). Use the vocabulary of the
unit. Also, refer to the Academic Phrasebank by the University of
Manchester at http://www.phrasebank.manchester.ac.uk/ or via the
QR-code below:

A. Upon writing the introduction, check it with the following
checklist:

e My Introduction contains the background which contextualizes
the topic of my research.
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e My Introduction gives delimitations of the study and points
to a gap, or a niche which my research can fill or at least
suggest ways of filling it.

e My Introduction contains the aim(s) and/or objective(s) of
my research.

e My Introduction explains the professional significance of my
study.

e My Introduction is 300 — 400 words long.

B. Swap your Introductions with your partner and assess each
other’s Introductions against the checklist and the assessment
criteria in Appendix C.

C. Go to Appendix G to read an Introduction adapted from the past
project proposals. Check it against the checklist. Then assess it
according to the assessment criteria in Appendix C.

Unit 3

WHAT MAKES A GOOD LITERATURE REVIEW

Lead in

1. What ways to introduce other people’s opinions do you know?
2. What main problem do we face when rendering scientific
papers?

Ways to avoid plagiarism:
e Paraphrasing

e Summarizing
e Direct quoting

Practice 1. Read the following passages and say which one is
a) an acceptable summary; b) a plagiarized version; c) a legitimate
paraphrase.

Original excerpt:

Decision trees represent a supervised approach to classification.
A decision tree is a simple structure where non-terminal nodes
represent tests on one or more attributes and terminal nodes reflect
decision outcomes. The ordinary tree consists of one root, branches,
nodes (places where branches are divided) and leaves. In the same
way the decision tree consists of nodes which stand for circles,
the branches stand for segments connecting the nodes. A decision
tree is usually drawn from left to right or beginning from the root
downwards, so it is easier to draw it. The first node is a root. The
end of the chain “root — branch — node-...- node” is called “leaf”.
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