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Abstract. We study commutative associative polynomial operations An×An → An with
unit on the a�ne space An over an algebraically closed �eld of characteristic zero. A clas-
si�cation of such operations is obtained up to dimension 3. Several series of operations are
constructed in arbitrary dimension. Also we explore a connection between commutative
algebraic monoids on a�ne spaces and additive actions on toric varieties.

Introduction

An (a�ne) algebraic monoid is an irreducible (a�ne) algebraic variety S with an asso-
ciative multiplication

µ : S × S → S, (a, b) 7→ ab,

which is a morphism of algebraic varieties, and a unit element e ∈ S such that ea = ae = a
for all a ∈ S. Examples of a�ne algebraic monoids are a�ne algebraic groups and multi-
plicative monoids of �nite dimensional associative algebras with unit. The group of invert-
ible elements G(S) of an algebraic monoid S is open in S. Moreover, G(S) is an algebraic
group. By [24, Theorem 3], every algebraic monoid S, whose group of invertible elements
G(S) is an a�ne algebraic group, is an a�ne monoid. An a�ne algebraic monoid S is
called reductive if the group G(S) is a reductive a�ne algebraic group.
By a group embedding we mean an irreducible a�ne variety X with an open embedding

G ↪→ X of an a�ne algebraic group G such that both actions by left and right multipli-
cations of G on itself can be extended to G-actions on X. In other words, the variety X
is a (G×G)-equivariant open embedding of the homogeneous space (G×G)/∆(G), where
∆(G) is the diagonal in G×G.
Any a�ne monoid S de�nes a group embedding G(S) ↪→ S. The converse statement

claims that for every group embedding G ↪→ S there exists a structure of an a�ne algebraic
monoid on S such that the group G coincides with the group of invertible elements G(S).
This is proved in [25, Theorem 1] under the assumption that G is reductive and in [23,
Proposition 1] for arbitrary G.
Nowadays the theory of a�ne algebraic monoids and group embeddings is a rich and

deeply developed area of mathematics lying at the intersection of algebra, algebraic ge-
ometry, combinatorics and representation theory; we refer to [21, 22, 23, 25] for general
presentations.

In this paper we study commutative algebraic monoid structures on a�ne spaces. The
ground �eld K is an algebraically closed �eld of characteristic zero. The theory of commuta-
tive reductive algebraic monoids, i.e. algebraic monoids with an algebraic torus as the group
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of invertible elements, is nothing but the theory of a�ne toric varieties; see [18] for more
information on toric monoids. We concentrate on non-reductive commutative monoids.
There were several research projects in this direction. For example, all algebraic semi-

group structures on the a�ne line are classi�ed in [26, Theorem 1]. In [20], algebraic
semigroups on a�ne spaces are studied under the assumption that the multiplication is
given by polynomials of degree at most 2.
In Section 1 we collect basic facts on commutative algebraic monoids. Let us de�ne the

rank of a commutative monoid S as the dimension of the maximal torus of the group G(S).
Section 2 contains a classi�cation of commutative monoids on An of rank 0, n − 1 and n.
In particular, this gives a classi�cation of commutative monoid structures on An for n 6 2
(Proposition 2).
In Section 3 we classify commutative monoid structures on A3 (Theorem 1). After some

reductions we come to the classi�cation of pairs of commuting homogeneous locally nilpotent
derivations of degree zero on a positively graded polynomial algebra K[x1, x2, x3]. This
classi�cation is obtained in Proposition 3.
Section 4 is devoted to a particular class of algebraic monoids on a�ne spaces. Namely,

we consider multiplicative monoids of �nite dimensional associative algebras with unit and
call such monoids bilinear. Proposition 4 claims that an algebraic monoid S on An is
bilinear if and only if the action of the group G(S)×G(S) on An is linearizable. While for
n 6 3 structures of a commutative monoid on An are parameterized by discrete parameters
(Theorem 1), starting from n = 7 there are continuous families of di�erent commutative
bilinear monoid structures on An (Proposition 5). Such monoids correspond to local alge-
bras and thus have rank 1.
In Section 5 we come to a geometric construction related to commutative monoids. Let us

recall that an additive action on a normal variety X is a regular faithful action Gs
a×X → X

of a commutative unipotent group Gs
a with an open orbit. We show that every additive

action on a toric variety gives rise to a commutative monoid structure on an a�ne space.
In order to obtain the desired group embedding into a�ne space, one should lift the additive
action to the spectrum of the Cox ring of the toric variety and to extend this action
by the characteristic torus. The corresponding commutative monoid is bilinear if and
only if the toric variety is a product of projective spaces (Proposition 6). Commutative
monoid structures coming from additive actions on Hirzebruch surfaces provide interesting
examples of commutative monoids on A4 (Example 5). Conversely, classi�cation results
from Section 3 allow to show that the weighted projective plane P(1, b, c) admits precisely
two additive actions (Proposition 7). It is an interesting problem to classify additive actions
on weighted projective spaces of arbitrary dimension. We do not know whether there is a
"weighted version" of the Hassett-Tschinkel correspondence between additive actions on Pn
and local algebras of dimension n+ 1, see [11].
In the last section we brie�y describe the well-known structure theory of a�ne monoids

in the particular case of commutative monoids on a�ne spaces. This case is much simpler,
and we give short proofs whenever it is possible. We show that every commutative monoid
of rank r on an a�ne space contains at least 2r idempotents, and the number of idempotents
is precisely 2r provided r 6 2 (Proposition 10). For commutative monoids of rank 1 with
zero this implies that every element is either invertible or nilpotent.
The autors are grateful to the referee for a careful reading and to Sergey Dzhunusov who

pointed our attention to an inaccuracy in Example 5.
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1. Commutative algebraic monoids

Let us begin with some basic de�nitions. We say that a monoid S is a monoid with zero
if there is an element 0 ∈ S such that 0a = a0 = 0 for any a ∈ S. An ideal of a monoid S
is a nonempty subset I ⊆ S such that SIS ⊆ I. If there exists an ideal K ⊆ S contained
in all ideals of S, we say that K is the kernel of S. Every algebraic monoid S contains
a unique closed G(S) × G(S)-orbit and this orbit is the kernel of S [23, Theorem 1]. In
particular, S is a monoid with zero if and only if its kernel consists of one element.
An a�ne monoid is called commutative if the multiplication S×S → S is commutative,

or, equivalently, the group of invertible elements G(S) is a commutative algebraic group.
Denote by Gm and Ga the multiplicative and the additive groups of the ground �eld K,
respectively. It is well known that any connected commutative a�ne algebraic group is
isomorphic to Gr

m×Gs
a for some non-negative integers r and s; see [12, Theorem 15.5]. We

say that r is the rank of the group G and s is the corank of G. The rank and the corank
of a commutative monoid S are de�ned as the rank and the corank of the group G(S).
The case s = 0 corresponds to G(S) = Gn

m, and a�ne monoids in this case are precisely
a�ne toric varieties; see [18]. For more details on a�ne toric varieties, see [8, Chapter 1],
[10, Section 1.3].

Lemma 1. Let S be a commutative monoid on An and T be the maximal torus in G(S).
The following conditions are equivalent.

(1) The monoid S has zero.
(2) The group G(S) acts on S with a unique �xed point.
(3) The categorical quotient S//T := SpecK[S]T is a point.

Proof. Conditions (1) and (2) are equivalent for any algebraic monoid S. Indeed, the group
G(S) acts on S with a unique closed orbit, and S is a monoid with zero if and only if this
orbit is a point.
Condition (3) means that the algebra of invariants K[S]T consists of constant functions

or, equivalently, there is a unique closed T -orbit O in S. Clearly, the orbit O is G(S)-
invariant. Moreover, O is a factor group of T , thus it is a torus. By [19, Theorem 6.7],
the variety S is a homogeneous �ber bundle over O. Since the algebra K[O] is generated
by invertible functions and all invertible functions in K[S] = K[x1, . . . , xn] are constant, we
conclude that O is a point. This implies condition (2).
Conversely, assume that G(S) acts on S with a unique �xed point p, and the quotient

S//T has positive dimension. Consider the quotient morphism π : S → S//T induced by
the inclusion K[S]T ⊆ K[S]. The unipotent part Gs

a of the group G(S) commutes with the
torus T , and its action on S descends to an action on S//T with an open orbit. Since all
orbits of an action of a unipotent group on an a�ne variety are closed [19, Section 1.3], the
action of Gs

a on S//T is transitive. We conclude that the group Gs
a can move the point p

to any �ber of the map π, a contradiction. �

The next lemma is an analogue of a decomposition for reductive monoids [25, Corol-
lary of Theorem 2].

Lemma 2. Every commutative monoid S on An is isomorphic to a direct product of
monoids Gk

a × S0, where S0 is a commutative monoid with zero on An−k.

Proof. Consider the quotient morphism π : S → S//T and the induced transitive action of
the unipotent part Gs

a of G(S) on S//T . Let G0 be the stabilizer in G(S) of a �ber of
the morphism π. The subgroup G0 contains T and the group G(S) is a direct product
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G0 × Gk
a with some complementary subgroup Gk

a. The action of the latter subgroup on
S//T is transitive and e�ective. Consider the �ber S1 of the morphism π containing the
unit of S. The morphism ψ : Gk

a × S1 → S, (g, y) 7→ gy is bijective. Since the variety S
is normal, ψ is an isomorphism. This shows that S1 is a smooth irreducible a�ne variety.
The torus T acts on S1 with a unique closed orbit. Since all invertible functions on S and
on S1 are constant, this orbit is a �xed point. By [19, Corollary 6.7], the variety S1 is an
a�ne space An−k. Moreover, since the group G0 acts on S1 with an open orbit, the variety
S1 has a structure of a commutative monoid such that the map ψ is an isomorphism of
monoids. By Lemma 1, S1 is a monoid with zero. �

Recall that an action G × An → An, (g, x) 7→ gx of an a�ne algebraic group G is
linearizable if there is an automorphism ϕ : An → An such that the conjugated action
(g, x) 7→ ϕ(gϕ−1(x)) is linear.

Lemma 3. Let S be a commutative monoid on An and T be the maximal torus in G(S).
Then the action of T on S is linearizable.

Proof. Lemma 2 reduces the general case to the case when S contains a unique closed T -orbit
which is a �xed point. Such actions are known to be linearizable [19, Corollary 6.7]. �

Now we introduce some algebraic technique that will be used in the classi�cation of
commutative algebraic monoids. Let R be an algebra over K. A K-linear map δ : R → R
is called a derivation of the algebra R if it satis�es the Leibniz rule, that is δ(fg) =
δ(f)g + fδ(g) for any f, g ∈ R. A derivation δ is said to be locally nilpotent if for any
f ∈ R there exists k ∈ Z>0 such that δk(f) = 0.
Let K be an abelian group. An algebra R is said to be K-graded if

R =
⊕
w∈K

Rw

and Rw1Rw2 ⊆ Rw1+w2 for any w1, w2 ∈ K. Elements of Rw are called homogeneous of
degree w ∈ K. A derivation δ is called homogeneous if it maps homogeneous elements
to homogeneous ones. If in addition R is a domain, there exists an element deg δ ∈ K
such that δ(Rw) ⊆ Rw+deg δ for any w ∈ K. The element deg δ is called the degree of the
derivation δ.
Let X be an irreducible a�ne variety. It is well known that Ga-actions on X are in

bijection with locally nilpotent derivations on the algebra K[X]; see [9, Section 1.5]. On
the other hand, Gr

m-actions on X correspond to Zr-gradings on K[X]. Commuting Ga-
actions on X correspond to commuting locally nilpotent derivations on K[X]. A Ga-action
commutes with a Gr

m-action if and only if the corresponding locally nilpotent derivation is
homogeneous of degree zero with respect to the corresponding Zr-grading. Thus we come
to the following statement.

Lemma 4. A structure of a commutative monoid of rank r and corank s on an irreducible
a�ne variety X is de�ned by a Zr-grading on K[X] and a collection δ1, . . . , δs of pairwise
commuting homogeneous locally nilpotent derivations on K[X] of degree zero such that the
corresponding action of the group Gr

m ×Gs
a on X is e�ective and has an open orbit.

2. Three particular cases

We keep notation of Section 1. In this section we describe commutative monoids on a�ne
space An of arbitrary dimension n in the cases r = 0, s = 0, and s = 1.
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Proposition 1. Let G = Gr
m × Gs

a and n = r + s. A commutative monoid on An with G
as a group of invertible elements is isomorphic to

1) (x1, . . . , xn) ∗ (y1, . . . , yn) = (x1 + y1, . . . , xn + yn) if r = 0;

2) (x1, . . . , xn) ∗ (y1, . . . , yn) = (x1y1, . . . , xnyn) if s = 0;

3) (x1, . . . , xn) ∗ (y1, . . . , yn) = (x1y1, . . . , xn−1yn−1, x
b1
1 . . . x

bn−1

n−1 yn + yb11 . . . y
bn−1

n−1 xn),

for some bi ∈ Z>0, b1 6 . . . 6 bn−1, if s = 1.

Moreover, the corresponding monoids with di�erent values of parameters are non-
isomorphic.

Proof. 1) The structure of a commutative monoid of rank 0 de�nes an action of the group
Gn
a on An with an open orbit. Any orbit of a unipotent group on an a�ne variety is closed,

see [19, Section 1.3]. Thus the monoid An coincides with the group Gn
a .

2) The case s = 0 follows from the uniqueness of the structure of a toric variety on An,
see [5].
3) Let X be a toric variety with the acting torus T. Consider an action Ga × X → X

normalized by T, that is the Ga-subgroup is stable under conjugation by elements of the
torus T in the automorphism group Aut(X). Then T acts on Ga by conjugation with some
character χ, which is called a Demazure root of X. If T = Kerχ then the group G = T×Ga

has corank 1, acts on X with an open orbit, and X is a G-embedding, see [2, Proposition 6].
By [2, Theorem 2], all G-embeddings of connected commutative a�ne algebraic group G
of corank 1 can be realized this way.
Let us apply this fact to X = An. Since the structure of a toric variety is unique up

to isomorphism, we can assume that the torus T acts on An by diagonal matrices. Let
t = (t1, . . . , tn) ∈ T. Any Demazure root of An has the form χ(t) = tb11 . . . t

bn−1

n−1 t
−1
n up to

order of variables for some bi ∈ Z>0, b1 6 . . . 6 bn−1; see e.g. [2, Example 1].
For c = (c1, . . . , cn) denote xc := xc11 . . . x

cn
n . Let b = (b1, . . . , bn−1, 0). Then an element

t ∈ Kerχ acts on x ∈ An by (t1x1, . . . , tn−1xn−1, t
bxn). The Ga-action corresponding to χ

has the form expαδ, α ∈ Ga, with δ = xb ∂
∂xn

, that is

expαδ ◦ x =
(
x1, . . . , xn−1, xn + αxb

)
.

Thus the action of the group G = T ×Ga is given by

t expαδ ◦ x =
(
t1x1, . . . , tn−1xn−1, t

b
(
xn + αxb

))
. (1)

This action has an open orbit {xi 6= 0 | 1 6 i 6 n− 1}. Then a G-embedding can be given
by the identi�cation

G = Gn−1
m ×Ga ←→ {xi 6= 0 | 1 6 i 6 n− 1} ⊂ An;

(t1, . . . , tn−1, α)←→ y = (t1, . . . , tn−1, α) ◦ (1, . . . , 1, 0) =
(
t1, . . . , tn−1, t

bα
)
.

Substituting ti = yi, 1 6 i 6 n− 1, and α = y−byn in (1) we obtain

x ∗ y =
(
y1x1, . . . , yn−1xn−1, y

b
(
xn + y−bynx

b
))

=
(
x1y1, . . . , xn−1yn−1, x

byn + ybxn
)
.

Let us prove that these monoids are non-equivalent for di�erent vectors b. Note that the
complement of the open orbit consists of n− 1 components Xi := {xi = 0}, 1 6 i 6 n− 1.
The restriction of action (1) on Xi is given by

t expαδ ◦ (x1, . . . , 0, . . . , xn) =

{(
t1x1, . . . , 0, . . . , tn−1xn−1, t

b
(
xn + αxb

))
if bi = 0(

t1x1, . . . , 0, . . . , tn−1xn−1, t
bxn
)

if bi 6= 0
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The kernel of non-e�ectivity of this action is a one-dimensional torus if bi = 0 and the direct
product of K and the cyclic group of order bi otherwise. Thus the integers bi are uniquely
determined by the monoid structure. �

Since all monoid structures on A1 and A2 are covered by Proposition 1, we obtain the
following classi�cation result.

Proposition 2. 1) Every commutative monoid on A1 is isomorphic to one of the following
monoids:

A : (x1) ∗ (y1) = (x1 + y1);
M : (x1) ∗ (y1) = (x1y1).

2) Every commutative monoid on A2 is isomorphic to one of the following monoids:

2A : (x1, x2) ∗ (y1, y2) = (x1 + y1, x2 + y2);
M +

b
A : (x1, x2) ∗ (y1, y2) = (x1y1, x

b
1y2 + yb1x2), b ∈ Z>0;

2M : (x1, x2) ∗ (y1, y2) = (x1y1, x2y2).

Remark 1. The operation M +
b
A decomposes into the sum of M and A if b = 0.

3. Commutative monoid structures on the affine 3-space

For b, c ∈ Z>0, b 6 c, denote by Qb,c the polynomial

Qb,c(x1, y1, x2, y2) =
d∑

k=1

(
d+ 1

k

)
x
e+b(k−1)
1 y

e+b(d−k)
1 xd−k+1

2 yk2 ,

where c = bd+e, d, e ∈ Z, 0 6 e < b. Note that Qb,c(x1, y1, x2, y2) = Qb,c(y1, x1, y2, x2) and

Qb,c(x1, y1, x2, y2) =
(xb1y2 + yb1x2)

d+1 − (xb1y2)
d+1 − (yb1x2)

d+1

xb−e1 yb−e1

.

Let us formulate the main result.

Theorem 1. Every commutative monoid on A3 is isomorphic to one of the following
monoids:

rk Notation (x1, x2, x3) ∗ (y1, y2, y3)

0 3A (x1 + y1, x2 + y2, x3 + y3)

1 M +
b
A+

c
A

(
x1y1, x

b
1y2 + yb1x2, x

c
1y3 + yc1x3

)
, b, c ∈ Z>0, b 6 c

1 M +
b
A +

b,c
A

(
x1y1, x

b
1y2 + yb1x2, x

c
1y3 + yc1x3 +Qb,c(x1, y1, x2, y2)

)
, b, c ∈ Z>0, b 6 c

2 M +M +
b,c
A (x1y1, x2y2, x

b
1x

c
2y3 + yb1y

c
2x3), b, c ∈ Z>0, b 6 c

3 3M (x1y1, x2y2, x3y3)

Moreover, every two monoids of di�erent types or of the same type with di�erent values of
parameters from this list are non-isomorphic.

Example 1. The monoid M +
b
A +

b,c
A with b = c = 1 is given by

x ∗ y =
(
x1y1, x1y2 + y1x2, x1y3 + 2x2y2 + y1x3

)
,
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while the monoid M +
b
A +

b,c
A with b = 1, c = 3 corresponds to multiplication

x ∗ y =
(
x1y1, x1y2 + y1x2, x

3
1y3 + 4x21x2y

3
2 + 6x1y1x

2
2y

2
2 + 4y21x

3
2y2 + y31x3

)
.

We come to the proof of Theorem 1. First we need the following facts on locally nilpotent
derivations.

Lemma 5. Let δ be a locally nilpotent derivation on the algebra K[x1, . . . , xn] with
δ(K[x1, . . . , xn−1]) ⊆ K[x1, . . . , xn−1] and δ(xn) ∈ Kxn + K[x1, . . . , xn−1]. Then δ(xn) ∈
K[x1, . . . , xn−1].

Proof. Let δ(xn) ∈ λxn + K[x1, . . . , xn−1]. Then δk(xn) ∈ λkxn + K[x1, . . . , xn−1] is equal
to 0 for some k, whence λ = 0. �

The following lemma is proved, for example, in [9, Corollary 1.20].

Lemma 6. Let δ be a locally nilpotent derivation on a domain R and f ∈ R. Then f | δ(f)
implies δ(f) = 0.

Consider a graded algebra K[x1, x2, x3] with homogeneous x1, x2, x3 of coprime degrees
a, b, c ∈ Z>0 respectively, a 6 b 6 c.

Proposition 3. Let δ1, δ2 be two commuting locally nilpotent derivations of degree zero on
K[x1, x2, x3] with dim

(
Ker δ1 ∩ Ker δ2 ∩ 〈x1, x2, x3〉

)
6 1. Then a = 1 and after a homo-

geneous change of variables in K[x1, x2, x3] the derivations δ1, δ2 have one of the following
forms:

Type 1. δi : x1 7→ 0, x2 7→ βix
b
1, x3 7→ γix

c
1 + βix

e
1x

d
2, i = 1, 2;

Type 2. δi : x1 7→ 0, x2 7→ βix
b
1, x3 7→ γix

c
1, i = 1, 2,

where c = bd+ e, 0 6 e < b, βi, γi ∈ K.

Proof. Step 1. Let us prove that after a linear change of variables in K[x1, x2, x3] the
derivations δ1, δ2 have the form

δi : x1 7→ 0, x2 7→ βix
b
1, x3 7→ P

(i)
b,c (x1, x2), i = 1, 2, (2)

where P
(i)
b,c is a polynomial of the form

d∑
l=0

ξilx
c−bl
1 xl2. We proceed with four cases.

Case A. a = b = c
Since a, b, c are coprime we have a = b = c = 1. The condition deg δi = 0, i = 1, 2,

implies δi(x1), δi(x2), δi(x3) ∈ 〈x1, x2, x3〉. This means that each derivation δi induces a
linear transformation of 〈x1, x2, x3〉, which is nilpotent as δi is locally nilpotent. Since the
two induced linear transformations are nilpotent and commute, there is a change of basis
x1, x2, x3 that makes the corresponding transformation matrices strongly upper triangular
simultaneously. Thus we can assume that

δi : x1 7→ 0

x2 7→ βix1

x3 7→ γix1 + ξix2

, βi, γi, ξi ∈ K, i = 1, 2.

Case B. a = b < c
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Note that δi(x1), δi(x2) ∈ 〈x1, x2〉. As in Case A, the derivations δi induce commuting
nilpotent linear transformations of 〈x1, x2〉 and after a change of basis x1, x2 we have

δi : x1 7→ 0, x2 7→ βix1, i = 1, 2.

If a - c then δi(x3) ∈ K[x1, x2, x3]c = 〈x3〉, where K[x1, x2, x3]c denotes the homogeneous
component of degree c. Lemma 6 implies δi(x3) = 0. Then x1, x3 ∈ Ker δ1 ∩ Ker δ2, which
contradicts the assumptions of the proposition.
If a | c then a = b = 1 and δi(x3) ∈ K[x1, x2, x3]c = 〈x3〉 ⊕ 〈xc−l1 xl2 | 0 6 l 6 c〉. By

Lemma 5 we have

δi : x1 7→ 0, x2 7→ βix1, x3 7→
c∑
l=0

ξil x
c−l
1 xl2, i = 1, 2.

Case C. a < b = c
From a < b we have δi(x1) ∈ 〈x1〉, which implies δi(x1) = 0 by Lemma 6.
Let a - b. Then δi(x2), δi(x3) ∈ 〈x2, x3〉 and the derivations δi induce linear transforma-

tions of 〈x2, x3〉. As above, there is a change of basis in 〈x2, x3〉 such that

δi : x1 7→ 0, x2 7→ 0, x3 7→ ξix2, i = 1, 2,

which implies x1, x2 ∈ Ker δ1 ∩Ker δ2, a contradiction.
If a | b then a = 1. Note that δi(x2), δi(x3) ∈ 〈xb1, x2, x3〉, and δi(xb1) = 0. It follows that

the derivations δi induce commuting nilpotent linear transformations of 〈xb1, x2, x3〉. Their
projections pr δi on 〈x2, x3〉 commute and are nilpotent as well. After a change of basis in
〈x2, x3〉 we obtain

pr δi : x2 7→ 0, x3 7→ ξix2, i = 1, 2.

For initial derivations this means

δi : x1 7→ 0, x2 7→ βix
b
1, x3 7→ γix

b
1 + ξix2, i = 1, 2.

Case D. a < b < c
As in Case C, the condition a < b implies δi(x1) = 0, i = 1, 2. If a - b then δi(x2) ∈ 〈x2〉,

whence by Lemma 6 we see that δi(x2) = 0. In this case, x1, x2 ∈ Ker δ1 ∩ Ker δ2, a
contradiction.
Thus a | b. If a - c, then K[x1, x2, x3]c = 〈x3〉 and x1, x3 ∈ Ker δ1 ∩Ker δ2. Consequently

a, b, c are divided by a, whence a = 1. Then we have δi(x2) ∈ K[x1, x2, x3]b = 〈x2, xb1〉, and
by Lemma 5

δi : x1 7→ 0, x2 7→ βix
b
1, i = 1, 2.

Let c = bd + e, 0 6 e < b. Then K[x1, x2, x3]c = 〈x3〉 ⊕ 〈xc−bl1 xl2 | 0 6 l 6 d〉 and by
Lemma 5

δi : x1 7→ 0, x2 7→ βix
b
1, x3 7→ P

(i)
b,c (x1, x2), i = 1, 2,

where P
(i)
b,c is a polynomial of the form

d∑
l=0

ξilx
c−bl
1 xl2.

Step 2. One can see that the derivations δ1 and δ2 of form (2) commute if and only if

the condition β2
∂P

(1)
b,c

∂x2
(x1, x2) = β1

∂P
(2)
b,c

∂x2
(x1, x2) holds. This implies that the corresponding
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coe�cients of β2P
(1)
b,c (x1, x2) and β1P

(2)
b,c (x1, x2) are equal except of coe�cients at xc1, that is

P
(i)
b,c (x1, x2) = βiPb,c(x1, x2) + γix

c
1, i = 1, 2, for some Pb,c(x1, x2) =

d∑
l=1

ξlx
c−bl
1 xl2. Thus

δi : x1 7→ 0, x2 7→ βix
b
1, x3 7→ βiPb,c(x1, x2) + γix

c
1, i = 1, 2. (3)

Step 3. If d = 1 we may assume that ξ1 = 1 or ξ1 = 0, and derivations (3) already have
the desired form. Assume that d > 2 and consider the homogeneous change of coordinates
in A3

(x̃1, x̃2, x̃3) =

(
x1, x2, α

(
x3 −

d−1∑
l=1

ξl
l + 1

x
c−b(l+1)
1 xl+1

2

))
,

where α 6= 0 is a non-zero parameter. Under this change the derivations δ1 and δ2 in (3)
become

δi : x̃1 7→ 0

x̃2 7→ βix
b
1 = βix̃

b
1

x̃3 7→ α
(
βi

d∑
l=1

ξlx
c−bl
1 xl2 + γix

c
1 −

d−1∑
l=1

ξl
l + 1

x
c−b(l+1)
1 (l + 1)xl2βix

b
1

)
= α

(
βiξdx̃

e
1x̃

d
2 + γix̃

c
1

)(4)

with i = 1, 2. It remains to let α = 1/ξd if ξd 6= 0, and α = 1 otherwise. The former case
leads to derivations of Type 1, while in the latter case we obtain derivations of Type 2.
This completes the proof of Proposition 3. �

Proof of Theorem 1. Classi�cation of monoids of rank 0, 2, and 3 follows from Proposition 1.

Consider a monoid of rank 1 without zero. By Lemma 2, such a monoid is isomorphic
either to S0 × G2

a with dimS0 = 1 or to S0 × Ga with dimS0 = 2, and the rank of S0

equals 1 in both cases. So we come to the monoid M +
b
A +

c
A with b = c = 0 in the �rst

case and with b = 0, c > 0 in the second case.

It remains to classify monoids of rank 1 with zero. This means that G = Gm×G2
a and the

action of Gm on A3 has a unique closed orbit. By Lemma 3, we may assume that the action
is linear. This action corresponds to a Z-grading on K[x1, x2, x3] such that the variables
x1, x2, x3 are homogeneous and have like-sign degrees a, b, c. We assume that 0 < a 6 b 6 c.
Since the torus action is e�ective it follows that the numbers a, b, c are coprime.
By Lemma 4, we have two commuting locally nilpotent derivations δ1, δ2 of degree zero

on K[x1, x2, x3] such that the corresponding action of Gm × G2
a on A3 is e�ective and has

an open orbit.
If the dimension of Ker δ1 ∩ Ker δ2 ∩ 〈x1, x2, x3〉 is at least 2 then there are two non-

proportional linear functions on A3 remaining constant under the G2
a-action, whence the

G-action has no open orbit.
Thus according to Proposition 3 we obtain that the derivations δi have the form

δi : x1 7→ 0, x2 7→ βix
b
1, x3 7→ γix

c
1 + αβix

e
1x

d
2, i = 1, 2,

where α = 0 for Type 2 and, multiplying the variable x3 by a suitable scalar we may assume
that α = d+ 1 for Type 1.
Let us �nd the corresponding action of the group G. The action of G2

a corresponds to
locally nilpotent derivations in the Lie algebra generated by δ1 and δ2. Since G has an open
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orbit it follows that the tuples (β1, β2) and (γ1, γ2) are non-proportional. One can make a
linear change of δ1, δ2 and assume that

δ1 : x1 7→ 0, x2 7→ xb1, x3 7→ αxe1x
d
2,

δ2 : x1 7→ 0, x2 7→ 0, x3 7→ xc1.

Let (t, α1, α2) ∈ G. One can check that the G-action is given by

t exp(α1δ1 + α2δ2) : x1 7→ tx1,

x2 7→ tb
[
x2 + α1x

b
1

]
,

x3 7→ tc
[
x3 + α2x

c
1 +

α

d+ 1

d+1∑
k=1

(
d+ 1

k

)
αk1x

e+b(k−1)
1 xd−k+1

2

]
.

(5)

It has an open orbit {x1 6= 0}. Then a G-embedding is given by the identi�cation

Gm ×G2
a ←→ {x1 6= 0} ⊂ A3,

(t, α1, α2)←→ (y1, y2, y3) = (t, α1, α2) ◦ (1, 0, 0) =
(
t, tbα1, t

c
[
α2 +

α

d+ 1
αd+1
1

])
.

Substituting

t = y1, α1 = y−b1 y2, α2 = y−c1 y3 −
α

d+ 1
y
−b(d+1)
1 yd+1

2

in (5) we obtain a multiplication in A3:

(y1, y2, y3) ∗ (x1, x2, x3) =

(
y1x1, yb1(x2 + y−b1 y2x

b
1),

yc1

[
x3 +

(
y−c1 y3 −

α

d+ 1
y
−b(d+1)
1 yd+1

2

)
xc1 +

α

d+ 1

d+1∑
k=1

(
d+ 1

k

)
y−bk1 yk2x

e+b(k−1)
1 xd−k+1

2

])
=

=
(
x1y1, xb1y2 + yb1x2, xc1y3 + yc1x3 +

α

d+ 1
Qb,c(x1, y1, x2, y2)

)
.

So with α = d + 1 we come to the monoid M +
b
A +

b,c
A, where 1 6 b 6 c, and with α = 0

we obtain the monoid M +
b
A+

c
A, where 1 6 b 6 c.

Let us show that every two monoids of di�erent types or of the same type with di�erent
values of parameters in Theorem 1 are non-isomorphic. We may assume that these monoids
have the same rank. Monoids of rank 0 and of rank 3 are unique, and the case of rank 2
follows from Proposition 1.
It remains to consider monoids of rank 1. If they do not have zero, they can be distin-

guished by the structures of the base and the �ber of the quotient morphism S → S//T .
Assume now that both monoids have zero. Here the positive integers b, c are uniquely

determined by the structure of the graded algebra on K[x1, x2, x3] de�ned by the T -action
on S. Thus we have to prove that the monoids M +

b
A+
b,c
A and M +

b
A+

c
A for the same b, c
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are non-isomorphic. By (5), these monoids correspond to actions (6) and (7) respectively:

ϕ1(t, α1, α2) : x1 7→ tx1,

x2 7→ tb
[
x2 + α1x

b
1

]
,

x3 7→ tc
[
x3 + α2x

c
1 +

d+1∑
k=1

(
d+ 1

k

)
αk1x

e+b(k−1)
1 xd−k+1

2

]
;

(6)

ϕ2(t, α1, α2) : x1 7→ tx1,

x2 7→ tb
[
x2 + α1x

b
1

]
,

x3 7→ tc
[
x3 + α2x

c
1

]
.

(7)

Consider the homogeneous component K[x1, x2, x3]c = 〈x3〉 ⊕ 〈xc−bl1 xl2 | 0 6 l 6 d〉 and the
action of the unipotent part G2

a of the group G(S) on it. Let us prove that for action (6)
there exists a unique one-parameter subgroup in G2

a which is a stabilizer of an element of
K[x1, x2, x3]c, while for action (7) there are in�nitely many such one-parameter subgroups.

Let f = λx3 + f0 = λx3 +
d∑
l=0

λlx
c−bl
1 xl2 ∈ K[x1, x2, x3]c. Then ϕ1(1,−α1,−α2)(f) equals

λ
[
x3 + α2x

c
1 +

d+1∑
k=1

(
d+ 1

k

)
αk1x

e+b(k−1)
1 xd−k+1

2

]
+

d∑
l=0

λlx
c−bl
1 (x2 + α1x

b
1)
l.

Equating coe�cients in the condition ϕ1(1,−α1,−α2)(f) = f at xc−bm1 xm2 , 0 6 m 6 d, we
obtain the following system of linear equations in λ and λl, 1 6 l 6 d:

α1 α2
1 α3

1 . . . . αd1 α2 + αd+1
1

0
(
2
1

)
α1

(
3
1

)
α2
1 . . . .

(
d
1

)
αd−11

(
d+1
1

)
αd1

0 0
(
3
2

)
α1 . . . .

(
d
2

)
αd−21

(
d+1
2

)
αd−11

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 . . . . . . . . . . . . . 0
(
d
d−1

)
α1

(
d+1
d−1

)
α2
1

0 . . . . . . . . . . . . . 0 0
(
d+1
d

)
α1





λ1
λ2
λ3
. . .

λd
λ


=



0

0

0

. . .

0

0


.

Here the coe�cient λ0 is arbitrary and we can assume that λ0 = 0. We claim that the
stabilizer of f in the unipotent part G2

a of the group G(S) consists of elements (α1, α2) with

(1) α1 = α2 = 0 if λ 6= 0;
(2) α1 = 0 if λ = 0, f0 6= 0;
(3) arbitrary α1, α2 if λ = 0, f0 = 0;

Indeed, the condition λ 6= 0 with the last equation of the system implies α1 = 0. Then
the �rst equation yields λα2 = 0, whence α2 = 0. In the case λ = 0 we get a system of
n− 1 linear equations in λl, 1 6 l 6 d. Since at least one λl is non-zero, the corresponding
leading principal minor equals 0, whence α1 = 0.
Thus the stabilizer for action (6) is one-parameter whenever it is equal to {α1 = 0}.

For action (7), the polynomials x3 + λ1x
c−b
1 x2 have unipotent one-parameter stabilizers

{α2 +λ1α1 = 0} that are non-equal for di�erent λ1. Consequently, the monoids M +
b
A+
b,c
A

and M +
b
A+

c
A are non-equivalent. This completes the proof of Theorem 1. �
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Remark 2. Under the assumption that b divides c forM+
b
A+

c
A the action of the unipotent

part G2
a of G(S) on A3 \G(S) is trivial, while for M +

b
A +

b,c
A it is not.

4. Bilinear monoids and finite-dimensional algebras

We say that an algebraic monoid S on An is bilinear if the multiplication

µ : S × S → S, µ(a, b) = ab

is a bilinear map in some coordinates on An. In this case the space S has a structure of
a �nite-dimensional associative algebra with unit. Conversely, for every �nite-dimensional
associative algebra A with unit the multiplicative monoid (A, ∗) is a bilinear monoid.

Lemma 7. Let A1 and A2 be �nite dimensional associative algebras with unit. Assume
that the multiplicative monoids (A1, ∗) and (A2, ∗) are isomorphic. Then the algebras A1

and A2 are isomorphic as well.

Proof. Every bilinear monoid has zero. So we identify both A1 and A2 with An sending
zeroes to the origin. The �rst bilinear operation is given by

x ∗ y =
(∑

γ
(1)
ij xiyj, . . . ,

∑
γ
(n)
ij xiyj

)
with some γ

(k)
ij ∈ K, while the second one is f−1(f(x)∗f(y)) for some polynomial automor-

phism f : An → An with f(0) = 0. Every automorphism f can be represented by n-tuple of
polynomials (f1(x), . . . , fn(x)). Let us replace f by a linear automorphism h, where hi(x)
is equal to the linear part of fi(x) for all i = 1, . . . , n. Since the second multiplication
is bilinear, the multiplications f−1(f(x) ∗ f(y)) and h−1(h(x) ∗ h(y)) coincide. Hence the
automorphism h establishes an isomorphism between the algebras A1 and A2. �

Let us give a characterization of bilinear monoids in terms of group embeddings.

Proposition 4. Let S be an algebraic monoid on the a�ne space An. Then S is bilinear
if and only if the action of the group G(S)×G(S) on An by left and right multiplication is
linearizable.

Proof. Assume that the group G(S) × G(S) acts on An linearly. The multiplication map
An × An → An is given by the comorphism K[An] → K[An] ⊗ K[An]. Since the action
of G(S) × G(S) on An is linear, for the restriction of the comorphism to the subspace
(An)∗ ⊆ K[An] of all linear functions on An we have

(An)∗ → K[G]⊗ (An)∗ and (An)∗ → (An)∗ ⊗K[G].

So the image of (An)∗ is contained in the intersection (K[G] ⊗ (An)∗) ∩ ((An)∗ ⊗ K[G]) =
(An)∗ ⊗ (An)∗. Hence the multiplication on An is given by the linear map An ⊗ An → An

dual to (An)∗ → (An)∗ ⊗ (An)∗. This proves that the monoid S is bilinear.
The converse implication is straightforward. �

Since every action with an open orbit of a reductive group on an a�ne space is lin-
earizable [16], we conclude that every reductive monoid on An is bilinear. Clearly, the
multiplicative monoid of a �nite dimensional algebra A is reductive if and only if A is a
semisimple A-module. By the Artin-Wedderburn Theorem, this is the case if and only if A
is a direct sum of matrix algebras Mat(ni × ni,K).
We know that monoids with an a�ne algebraic groupG as the group of invertible elements

are precisely the embeddings of G into a�ne varieties. In particular, for bilinear monoids
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on a�ne spaces we obtain a prehomogeneous G-module structure on An with trivial generic
stabilizer. Since for a commutative group G there is no di�erence between left and right
multiplications, here the inverse implication holds. Namely, every faithful prehomogeneous
module of a commutative group G carries a structure of a commutative algebra with unit.
The following example shows that already for solvable groups this is not the case.

Example 2. Let us consider the group

G =

{(
t a

0 t−1

)
, t ∈ Gm, a ∈ Ga

}
and its tautological module K2. The orbit of the vector (0, 1) is open in K2, it consists of
the vectors (a, t−1) or, equivalently, of the vectors (x, y), y 6= 0. The right multiplication
by an element (

s b

0 s−1

)−1
gives the vector (sa− tb, t−1s) or, equivalently, (sx− by−1, sy). Such an action can not be
extended to K2.

It is worth noting that bilinear monoids de�ne group embeddings into projective spaces.
Namely, let A be a �nite-dimensional associative algebra with unit and C be the subgroup
of nonzero scalars in G(A). Then we have an open embedding G(A)/C ↪→ P(A). By [14,
Proposition 5.1], all open equivariant embeddings of commutative a�ne algebraic groups
into projective spaces appear this way.
Let us consider commutative bilinear monoids in more details. It is well known that

every n-dimensional commutative associative algebra A with unit admits a decomposition
A = A1 ⊕ . . . ⊕ Ar into a direct sum of local algebras Ai with maximal ideals mi, see [4,
Theorem 8.7]. Such a decomposition is unique up to order of summands. Moreover, every
algebra Ai decomposes as a vector space to K⊕mi, all elements in mi are nilpotent and all
elements in Ai\mi are invertible. In particular, the group of invertible elementsG(Ai) equals
K× ⊕ mi. It is a connected commutative a�ne algebraic group of rank 1; an isomorphism
K× ⊕ m → Gm ×Gs

a is given by (λ, x) 7→ (λ, ln(1 + λ−1x)). In general, the group G(A) is
isomorphic to Gr

m ×Gn−r
a .

Example 3. There are precisely four 3-dimensional commutative algebras, namely

K⊕K⊕K, K⊕K[T1]/(T
2
1 ), K[T1, T2]/(T

2
1 , T1T2, T

2
2 ), K[T1]/(T

3
1 ).

They give rise to the bilinear multiplications

(x1y1, x2y2, x3y3), (x1y1, x2y2, x2y3 + x3y2), (x1y1, x1y2 + x2y1, x1y3 + x3y1),

(x1y1, x1y2 + x2y1, x1y3 + x2y2 + x3y1).

In notation of Theorem 1 these are the monoids

3M, M +M +
0,1
A, M +

1
A+

1
A, M +

1
A +

1,1
A.

By construction, the orbits of the group G(A) on the monoid (A, ∗) correspond to prin-
cipal ideals of the algebra A. In particular, already for the monoid M +

1
A +

1
A on A3 the

number of G(A)-orbits on A is in�nite. More precisely, for a local algebra A the number of
G(A)-orbits on A is �nite if and only if A is K[T1]/(T

n
1 ), cf. [11, Proposition 3.7].
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A classi�cation of local algebras is known up to dimension 6; see [17, Section 2] or [11,
Section 3]. The table below represents the numbers of isomorphy classes of local algebras
of small dimensions:

dimA 1 2 3 4 5 6 > 7

#A 1 1 2 4 9 25 ∞
Starting from dimension 7, such algebras are parameterized by moduli spaces of positive

dimension [11, Example 3.6]. Applying these results and Lemma 7 we come to the following
observation.

Proposition 5. There are pairwise non-isomorphic commutative monoid structures on the
a�ne space An with n > 7 parameterized by moduli spaces of positive dimension.

5. Cox rings, toric varieties, and additive actions

In this section we establish a connection between commutative algebraic monoids on
a�ne spaces and actions with an open orbit of commutative unipotent groups on toric
varieties.
Let X be an irreducible algebraic variety over the ground �eld K. An additive action on

X is a regular faithful action Gs
a×X → X with an open orbit. Let us recall that a variety

X is toric if X is normal and there exists an action of an algebraic torus on X with an open
orbit. Additive actions on toric varieties are studied in [3].
If a variety X admits an additive action then every regular invertible function on X is

constant and the divisor class group Cl(X) is a free �nitely generated abelian group. For
a toric variety X the latter conditions imply that X can be realized as a good quotient

π : U
//T−→ X of an open subset U ⊆ An whose complement is a collection of coordinate

subspaces of codimensions at least 2 by a linear action of a torus T . Such a realization can
be chosen in a canonical way. Namely, the Cox ring

R(X) =
⊕

[D]∈Cl(X)

H0(X,D)

of a toric variety X is a polynomial ring graded by the group Cl(X). The grading de�nes a
linear action of the characteristic torus T := Spec(K[Cl(X)]) on the total coordinate space
An := Spec(R(X)). A canonically de�ned open subset U ⊆ An whose complement is a
union of some coordinate subspaces of codimensions at least 2, gives rise to the so-called

characteristic space p : U
//T−→ X; we refer to [7] and [1, Chapter II] for details.

An additive action Gs
a ×X → X can be lifted to an action Gs

a × An → An on the total
coordinate space commuting with the T -action [1, Theorem 4.2.3.2]. This de�nes a faithful
action G × An → An of the commutative group G := T × Gs

a with an open orbit. Let us
say that the action G × An → An is associated with the given additive action on a toric
variety X.
Further, faithful actions G × An → An with an open orbit are in bijection with com-

mutative monoids on An having G as the group of invertible elements. So we obtain a
commutative monoid on An associated with the given additive action on a toric variety X.

Example 4. Consider the action Gn
a×An → An by translations. This is an additive action

on a toric variety X = An, the Cox ring R(X) coincides with K[X], the torus T is trivial,
and the variety Spec(R(X)) coincides with An. So we come to the monoid of rank 0, see
Proposition 1,1).
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Let us say that a toric variety X is 2-complete if X can not be realized as an open toric
subset of a toric variety X ′ such that codimX′ X

′ \ X > 2. It is easy to see that every
toric variety X ′′ can be realized as an open subset of a 2-complete toric variety X with
codimX X \X ′′ > 2, the varieties X ′′ and X share the same (graded) Cox ring and every
additive action on X ′′ can be extended to X. So from now on we consider commutative
monoids associated only with additive actions on 2-complete toric varieties.

Proposition 6. Commutative bilinear monoids without direct factors (A1, ∗) are precisely
the monoids associated with additive actions on products of projective spaces.

Proof. Let S be a commutative bilinear monoid on An. Then An has a structure of a
commutative algebra, and there is a decomposition An = A1 ⊕ . . . ⊕ Ar into a direct sum
of local algebras. Each element (t1, . . . , tr) of the maximal torus T in G(S) acts on every
subspace Ai via scalar multiplication by ti. Let di := dimAi. Then the torus T acts on
An linearly with characters e1 (d1 times),. . . , er (dr times), where e1, . . . , er form a basis
of the lattice of characters of the torus T . The condition that S contains no direct factors
(A1, ∗) means that all di > 2. It is easy to show (see [1, Exercise 2.13]) that there is a

unique maximal open subset U ⊆ An such that there exists a good quotient π : U
//T−→ X

which is the characteristic space of X; namely, U = (A1 \ {0}) × . . . × (Ar \ {0}) and
X = P(A1)× . . .× P(Ar).
Conversely, consider an additive action Gs

a × X → X with X = P(V1) × . . . × P(Vr),
where Vi are some vector spaces of dimension at least two. The Picard group of X is freely
generated by the line bundles L1, . . . , Lr corresponding to ample generators of the Picard
groups of the factors P(V1), . . . ,P(Vr). The space of global sections of Li is identi�ed with
the dual space V ∗i . By [13, Section 2.4], every line bundle Li admits aGs

a-linearization. Thus
the lifted action of the group G = T ×Gs

a to the total coordinate space An = V1 ⊕ . . .⊕ Vr
of X is linear and faithful, and we obtain the desired bilinear monoid structure on An. �

The results of Section 3 allow to classify additive actions on a weighted projective plane
P(a, b, c). Without loss of generality we may assume that 0 < a 6 b 6 c and a, b, c
are pairwise coprime. By [3, Proposition 2], an additive action on P(a, b, c) exists if and
only if a = 1. The Cox ring R(X) of X = P(a, b, c) is the polynomial ring K[x1, x2, x3]
with a Z-grading given by deg(x1) = a, deg(x2) = b, deg(x3) = c. An additive action
on X corresponds to a pair of commuting homogeneous locally nilpotent derivations on
K[x1, x2, x3] of degree zero. Thus Proposition 3 and formulas (6), (7) imply the following
result.

Proposition 7. Let P(1, b, c) be a weighted projective plane with 1 6 b 6 c, (b, c) = 1.
There are exactly two non-isomorphic additive actions G2

a × P(1, b, c)→ P(1, b, c) given by

(α1, α2) ◦ (x1, x2, x3) = (x1, x2 + α1x
b
1, x3 + α2x

c
1)

and

(α1, α2) ◦ (x1, x2, x3) =
(
x1, x2 + α1x

b
1, x3 + α2x

c
1 +

d+1∑
k=1

(
d+ 1

k

)
αk1x

e+b(k−1)
1 xd−k+1

2

)
,

where c = bd+ e, d, e ∈ Z, 0 6 e < b.

The last example of this section provides some commutative monoids on A4.
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Example 5. Let X be the Hirzebruch surface Fd, d ∈ Z>0. This is a toric variety given
by a complete fan with rays generated by the vectors (0, 1), (1, 0), (0,−1), (−1, d). The Cox
ring of Fd is the polynomial ring K[x1, x2, x3, x4] with a Z2-grading given by

deg x1 = (1, 0), deg x2 = (0, 1), deg x3 = (1, 0), deg x4 = (d, 1).

In this case the open subset U ⊆ A4 in the quotient presentation of Fd is
A4 \ ({x1 = x3 = 0} ∪ {x2 = x4 = 0}).

By [11, Proposition 5.5], the variety Fd with d > 0 admits two additive actionsG2
a×Fd → Fd,

one is normalized by the 2-torus acting on Fd, and the another one is not. For d = 0, we
have only a normalized additive action on F0 = P1 × P1.
Explicitly, the lifting of the normalized action to A4 is given by

(t1, t2, α1, α2) ◦ (x1, x2, x3, x4) =
(
t1x1, t2x2, t1(x3 + α1x1), t

d
1t2(x4 + α2x

d
1x2)

)
,

while the non-normalized action lifts as

(t1, t2, α1, α2) ◦ (x1, x2, x3, x4) =

=
(
t1x1, t2x2, t1(x3 + α1x1), t

d
1t2

(
x4 +

(
α2 +

α2
1

2

)
xd1x2 + α1x

d−1
1 x2x3

))
,

cf. [3, Example 6.4]. The corresponding commutative monoids of rank 2 on A4 are

x ∗ y = (x1y1, x2y2, x1y3 + y1x3, x
d
1x2y4 + yd1y2x4)

and
x ∗ y = (x1y1, x2y2, x1y3 + y1x3, x

d
1x2y4 + yd1y2x4 + xd−11 yd−11 x2y2x3y3).

6. Idempotent elements in commutative monoids

In this section we illustrate the well-known structure theory of a�ne algebraic monoids
in the case of commutative monoids. This case is much simpler, and for convenience of the
reader we provide short proofs whenever it is possible.
An element e ∈ S of an algebraic monoid S is an idempotent if e2 = e. We denote

by E(S) the set of all idempotents of S. Let us take a closer look at the set E(S) for a
commutative monoid S.

Lemma 8. Every G(S)-orbit on S contains at most one idempotent.

Proof. If e, ge ∈ E(S) with g ∈ G(S), then ge = (ge)2 = g2e2 = g2e and e = ge. �

Proposition 8. Let S be a commutative algebraic monoid with multiplication µ : S×S → S
and O be a G(S)-orbit on S. The following conditions are equivalent.

(1) The orbit O contains an idempotent.
(2) The intersection µ(O ×O) ∩ O is non-empty.
(3) We have µ(O ×O) = O and the restriction

µ|O×O : O ×O → O
de�nes a group structure on O.

Proof. (1)⇒ (2) If e ∈ O is an idempotent then µ(e, e) = e ∈ O.
(2)⇒ (3) If a, b ∈ O and ab ∈ O then

(ga)(g′b) = (gg′)(ab) ∈ O
for any g, g′ ∈ G(S). This implies µ(O ×O) = O.
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Now suppose that a2 = ga for some g ∈ G(S). Let e = g−1a. Then e2 = e and for any
elements ge and g′e in O we have geg′e = gg′e2 = gg′e. This shows that O is identi�ed
with the factor group G(S)/H, where H is the stabilizer of e in G(S).

(3)⇒ (1) The unit element of the group O is the desired idempotent. �

Let us introduce some classes of elements in commutative monoids. We say that an
element a ∈ S is group-like if the orbit G(S)a contains an idempotent. For a monoid S
with zero we call an element a ∈ S a zero-divisor if there is a nonzero b ∈ S such that
ab = 0. Finally, an element a ∈ S is nilpotent if there is a positive integer m such that
am = 0. These properties are constant along G(S)-orbits. Moreover, a nilpotent is a
group-like element if and only if it is zero.

Example 6. Let S be a monoid of corank 1 as in Proposition 1. Assume that all non-
negative integers bi de�ning this monoid are positive. This means that S does not have the
monoid (A1, ∗) as a direct factor. Then non-invertible group-like elements in S are precisely
the elements (x1, . . . , xn−1, xn) with xn = 0 and at least one more zero coordinate. The set
E(S) consists of the elements (ε1, . . . , εn−1, 0) with εi = 0, 1, and the elements (0, . . . , 0, xn)
are nilpotent.

Lemma 9. Let S be an algebraic monoid with zero. Then every element in S is either
invertible or a zero-divisor.

Proof. Assume that an element a ∈ S is not invertible. Then the image of the morphism
S → S, s 7→ as is contained in S \ G(S). Since dim(S \ G(S)) < dimS, the preimage of
the point 0 in S can not consist of one element 0; see [12, Theorem 4.1]. �

The next result is a very particular case of strong π-regularity for algebraic semigroups [6].

Proposition 9. Let S be a commutative algebraic monoid. Then there is a positive integer
m such that for every a ∈ S the element am is group-like.

Proof. Let O be the G(S)-orbit of an element a ∈ S. Since µ(G(S),O) = O and the
group G(S) is dense in S, we see that µ(S,O) is contained in the closure O. In particular,
µ(O,O) is contained in O. If the set µ(O,O) intersects O, the element a is group-like by
Proposition 8. Otherwise the element a2 lies in a G(S)-orbit of smaller dimension.
By the same arguments, either the element a2 is group-like or a4 lies in an orbit of even

smaller dimension. Since the dimension is a non-negative integer, we �nd a number m such
that am is a group-like element. By construction, we have m 6 2dimS. Since any power of a
group-like element is again group-like, we can �nd one value m for all elements a ∈ S. �

Example 7. Let S be a monoid of corank 1 as in Proposition 1. Then for every non-
invertible element a ∈ S the last coordinate of the element a2 is zero, hence a2 is group-like.

Let T be the maximal torus in G(S) for a commutative a�ne monoid S and χ1 . . . , χl be
the weights of some T -semi-invariant generators of the algebra K[S]. Consider the rational
vector space MQ spanned by the characters of T . Let C(S) be the cone in MQ generated
by χ1 . . . , χl. The cone C(S) has dimension r.
Assume for a moment that G(S) = T . We call such monoids toric. Faces of the cone

C(S) are in bijection with T -orbits on S. Moreover, every T -orbit on S contains a unique
idempotent: under the closed embedding of S in Al idempotents are precisely the points in
S with (0, 1)-coordinates; see [18] for details. In particular, in toric monoids all elements
are group-like.
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By a result of Putcha, for an a�ne monoid S the conjugacy class of every idempotent
intersects the submonoid T [15, Theorem 6]. If S is commutative, we have E(S) = E(T ).

Proposition 10. Let S be a commutative monoid of rank r on An. Then

(1) S contains a �nite number of idempotents and this number is at least 2r;
(2) the number of idempotents is 2r provided r 6 2.

Proof. For a commutative monoid S and its toric submonoid T the cones C(S) and C(T )
coincide. Since the sets E(S) and E(T ) coincide as well, the number of idempotents in
S equals the number of faces in C(S). Lemma 2 shows that C(S) is a pointed cone of
dimension r, so it contains at least 2r faces. Finally, for r 6 2 the number of faces is 2r. �

Remark 3. We do not have an example of a commutative monoid of rank r on An with
more than 2r idempotents.

The following observation generalizes a basic fact on �nite-dimensional local algebras.

Corollary 1. Let S be a commutative algebraic monoid with zero of rank 1 on An. Then
any element of S is either invertible or nilpotent.

Proof. By Proposition 10, the only idempotents in S are 1 and 0. The assertion follows
from Proposition 9. �
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