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Preface

This volume is based on the papers presented at the 7th International Conference on
Network Analysis held in Nizhny Novgorod, Russia, June 22–24, 2017. The main
focus of the conference and this volume is centered on the development of new
computationally efficient algorithms as well as underlying analysis and optimization
in large-scale networks. Various applications in the context of social networks,
power transmission grids, stock market networks, and human brain networks are
also considered. The previous books based on the papers presented at the 1st–6th
Conferences International Conference on Network Analysis can be found in [1–6].
The current volume consists of three major parts, namely, network computational
algorithms, network models, and network applications.

The first part of the book is focused on algorithmic methods in large-scale
networks. In the Chapter “Tabu Search for Fleet Size and Mix Vehicle Routing
Problem with Hard and Soft Time Windows”, the authors present an efficient
algorithm for solving a computationally hard problem in a real-life network setting.
In the Chapter “FPT Algorithms for the Shortest Lattice Vector and Integer Linear
Programming Problems”, fixed-parameter tractable (FTP) algorithms are discussed.
The main parameter is the maximal absolute value of rank minors of matrices in the
problem formulation. The Chapter “The Video-Based Age and Gender Recognition
with Convolution Neural Networks” reviews the problem of age and gender
recognition methods for video data using modern deep convolutional neural net-
works. A new video-based recognition system is implemented with several
aggregation methods that improve the method identification accuracy. The Chapter
“On Forbidden Induced Subgraphs for the Class of Triangle-König Graphs” con-
siders a hereditary class of graphs with the following property: the maximum
cardinality of a triangle packing for each graph of the class is equal to the minimum
cardinality of a triangle vertex cover. Then, some minimal forbidden induced
subgraphs for this class are described. The Chapter “The Global Search Theory
Approach to the Bilevel Pricing Problem in Telecommunication Networks” deals
with the hierarchical problem of optimal pricing in telecommunication networks.
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New methods of local and global search for finding optimistic solution are devel-
oped. In the Chapter “Graph Dichotomy Algorithm and Its Applications to Analysis
of Stocks Market”, a new approach to graph complexity measure is presented. This
new measure is used to study short-term predictions of crises at the stock market. In
the Chapter “Cluster Analysis of Facial Video Data in Video Surveillance Systems
Using Deep Learning”, a new approach is proposed for structuring information in
video surveillance systems. The first stage of the new approach consists of grouping
the videos, which contain identical faces. Based on this idea, a new efficient and fast
algorithm of video surveillance is developed. The Chapter “Using Modular
Decomposition Technique to Solve the Maximum Clique Problem” applies the
modular decomposition technique to solve the weighted maximum clique problem.
Developed technique is compared against the state-of-the-art algorithms in the area.

The second part of the book is focused on network models. In the Chapter
“Robust Statistical Procedures for Testing Dynamics in Market Network”, a sign
similarity market network is considered. The problem of testing dynamics in market
network is formulated as the problem of homogeneity hypotheses testing. Multiple
testing techniques to solve this problem are developed and applied for different stock
markets. The Chapter “Application of Market Models to Network Equilibrium
Problems” describes an extension of the network flow equilibrium problem with
elastic demands and develops a new equilibrium type model for resource allocation
problems in wireless communication networks. In the Chapter “Selective
Bi-coordinate Variations for Network Equilibrium Problems with Mixed Demand”,
a modification of the method of bi-coordinate variations for network equilibrium
problems with mixed demand is proposed. Some numerical results that confirm
efficiency of the method are presented. The Chapter “Developing a Model of
Topological Structure Formation for Power Transmission Grids Based on the
Analysis of the UNEG” studies the nodes degrees distribution in the United National
Electricity Grid (UNEG) of Russia. This study allows to develop a new Random
Growth Model (RGM) to simulate UNEG, and to identify the key principles for the
network formation. In the Chapter “Methods of Criteria Importance Theory and
Their Software Implementation”, a general approach for solution of the multicriteria
choice problem is developed on the basis of the criteria importance theory. These
methods are implemented in the computer system DASS. The Chapter “A Model of
Optimal Network Structure for Decentralized Nearest Neighbor Search” discusses
the problem of the best structure of network for the decentralized nearest neighbor
search algorithm. Mathematical programming model for the problem is proposed.
Optimal structures of small size networks are computed. A generalization for
large-scale networks is also discussed. In the Chapter “Computational Study of
Activation Dynamics on Networks of Arbitrary Structure”, new results on modeling
dynamical properties of collective systems are presented. A general technique for
reducing the problems to SAT problem is developed. This approach is then applied
to computer security networks. The Chapter “Rejection Graph for Multiple Testing
of Elliptical Model for Market Network” uses the symmetry condition of tail
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distributions to test elliptical hypothesis for stock return distributions. Multiple
testing procedures are developed to solve this problem. These procedures are then
applied to the stock markets of different countries. Specific structure of the rejection
graph is observed and discussed. In the Chapter “Mapping Paradigms of Social
Sciences: Application of Network Analysis”, the network approach is applied to
studying the relationships between various elements that constitute any particular
research in social sciences. A set of relations between various elements from text-
books on methodology of social and political sciences is extracted and analyzed.

The third part of the book deals with network applications. The Chapter “Using
Geometry of the Set of Symmetric Positive Semidefinite Matrices to Classify
Structural Brain Networks” presents a method of Symmetric Positive Semidefinite
(SPSD) matrices classification and its application to analysis of structural brain
networks (connectomes). Existing Symmetric Positive Definite (SPD) matrix-based
algorithms are generalized to SPSD case. The performance of the proposed pipeline
is demonstrated on structural brain networks reconstructed from the Alzheimer‘s
Disease Neuroimaging Initiative (ADNI) data. In the Chapter “Comparison of
Statistical Procedures for Gaussian Graphical Model Selection”, the uncertainty of
statistical procedures for Gaussian graphical model selections is studied. Different
statistical procedures are compared using different uncertainty measures, such as
Type I and Type II errors, ROC and AUC. The Chapter “Sentiment Analysis Using
Deep Learning” analyzes advantages of the deep learning methods over other
baseline machine learning methods using sentiment analysis task in Twitter. In the
Chapter “Invariance Properties of Statistical Procedures for Network Structures
Identification”, optimality of some multiple decision procedures is discussed in the
class of scale/shift invariant procedures. In the Chapter “Topological Modules of
Human Brain Networks Are Anatomically Embedded: Evidence from Modularity
Analysis at Multiple Scales”, an MRI data set is used to demonstrate that modular
structure of brain networks is well reproducible in test–retest settings. These results
provide evidence of the theoretically well-motivated hypothesis that brain regions
neighboring the anatomical space also tend to belong to the same topological
modules. The Chapter “Commercial Astroturfing Detection in Social Networks” is
devoted to constructing a model capable of detecting astroturfing in customer
reviews based on network analysis. In the Chapter “Information Propagation
Strategies in Online Social Networks”, the authors discuss the problem of
predicting information propagation using social network interactions. They suggest
a new approach to construct the model of information propagation and test it on a
real data set from social networks. The Chapter “Analysis of Co-authorship
Networks and Scientific Citation Based on Google Scholar” investigates the
problem on how scientific collaboration represented by co- authorship is related to
citation indicators of a scientist. In the Chapter “Company Co-mention Network
Analysis”, a new company network is constructed on the basis of news mentioning
two companies together. Different types of social network analysis metrics
(degree centrality, closeness centrality, betweenness centrality, eigenvector
centrality, and frequency) are used to identify key companies in the network.
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