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This study discusses a number of methods that can be used jointly for error
detection and correction, namely blacklists and pre-compiled dictionaries,
aword2vec model, an N-gram language model and a tripartite error model.
Our system consists of two standalone modules, an error detection confi-
dence classifier, built with the help of supervised machine learning meth-
ods, and a corrector that processes words flagged as misspellings by the
classifier. The error detection classifier uses word2vec filtered vector scores
as one of the features. Apart from that, to achieve higher accuracy while
having little training data, we use a hybrid error model that combines three
approaches: the traditional channel model that uses single letter edits, the
model introduced by Brill and Moore, and an extended version of the chan-
nel model that uses wider context edits. Combining these tools and meth-
ods we achieved rather promising results: our system effectively handles
both known and unknown words, including difficult cases such as slang.
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HIY BLLSD, Mocksa, Poccus

B paboTe onucbiBaeTCA KOMMIEKCHbIN HAOOP MeToA0B AJ1 0OHapyXeHUs
1 ncnpasneHns omnboK 1N oneyvaTok B TEKCTaxX Ha pycckom a3bike. B noa-
X0, NCnonb3ylTcs 6N3aKNNCTLI, CnoBapu, Moaenb word2vec, n-rpaMmmHas
A3blIkOBasi MOAENb U TpexyacTHas mMoaenb owubok. Hawa cuctema co-
CTOUT U3 ABYX aBTOHOMHbIX MoAyNei: knaccudukaTop, KOTopbli 06Hapy-
XMBET MoTeHuManbHble OWnbKM, N KOPPEKTOP, KOTOPbLIi obpabaTbiBaeT
cnoBa, nomeyeHHble knaccudukaTtopom. B knaccudurkatope owmnbokK B Ka-
4yecTBe NpuaHaka aas oby4yeHns NCnonb30BannChb Pe3yNibTaTtbl BEKTOPHOro
npeacTaBneHns cnoB 13 moaenn word2vec, o6y4eHHO Ha TekcTax, coaep-
Xalmx Kak npaBuiibHble HanucaHus, Tak 1 onevyaTku. Mbl ncnonb3osanu
rmépugHylo Moaenb ownbok, koTopas oO6beauHseT Tpu noaxopa: Tpa-
OVLMOHHYIO MOJeNb 3allyMJIEHHOrO KaHana; MoAefNb, NpeAcTaBIEHHYIO
3. Bpunnom n P. Mypom, 1 ansTepHaTUBHYIO BEPCUIO MOAENN 3aLLyMIIEeH-
HOro KaHana ¢ paclUMpeHHbIM KOHTEKCTOM. COBMECTUB 3TV MHCTPYMEHTbI
1 MeToAbl, Mbl OCTUI 0OHaAEeXMBaOLWMX Pe3ynbTaToB: Halla cucTema
3P PeKTUBHO CnpaBnsieTcss Aaxe C He3HaKOMbIMK ClioBamu, BKJOYas
CIEHT, XXaproHn3mbl 1 06CLEHHYIO JIEKCUKY.

KnioueBble cnoBa: o6HapyxeHve ownboK, ncnpaeneHne onedyaTok, UH-
TEepHEeT Kak Kopnyc, MoAesb 3allyMIEHHOro kaHana

1. Introduction

With tens and hundreds of new words appearing every day on the Web, spellcheck-
ing and autocorrection become issues of ever-growing importance for both end users and
NLP systems developers. However, the spelling correction technologies for languages
with rich morphology such as Russian are still poorly covered in academic literature.
Slang words, neologisms and expletives that developers have to face while processing
texts also need more attention at the stage of research. This study presents a methodol-
ogy of spelling error detection and correction in user-generated texts from the Web.

Our research started from developing a spelling correction system for Spell-
RuEval-2016 evaluation task. The approach was inspired by the paper ‘Using the Web
for Language Independent Spellchecking and Autocorrection’ [Whitelaw et al., 2009]
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where the main idea is to use the Web as a representative data source that can help
us learn about typical misspellings, their distribution and word usage (thus, avoiding
a costly process of annotating the training data manually). First, our goal was to reim-
plement the algorithm on Russian data; then the focus moved on how to effectively use
limited computational capacity to build a spelling corrector with a high performance.

2. Related works

Most of the state-of-the-art approaches assume two stages. First, the automatic
error detection task is performed using dictionaries as a list of correct spellings that
help detect a target word. Some systems also incorporate phonetic algorithms (Soun-
dex, Metaphone) and information about keyboard distance. Second, at the stage
of error correction, various techniques of calculating similarity (enhanced Damerau-
Levenshtein edit distance [Si Lhoussain et al., 2015], Finite-State-Automata [Hassan
et al., 2008], their combination [Schulz and Mihov, 2002]) are used to define can-
didates corrections. Finally, a language model is used to choose the best correction
in the given context.

There are various context-sensitive methods: Markov models (mainly trigram
models), transformation-based learning, differential grammars, confusion sets,
a Bayesian hybrid method, methods based on collocations [Church and Gale 1991,
Mayers et al., 1991, Mangu and Brill, 1997, Golding and Roth, 1999, Verberne 2002,
Fossati and Di Eugenio 2007]. In [Ringlstetter et al., 2007] a novel approach to com-
pile a language model is introduced. Their main idea is to compute domain dependent
web corpora and bigram models for the given input text. It was shown that domain
dependent bigram models reflect the language of the input text much better than
bigram models obtained from static standard corpora (BNC, Brown). Hirst and Bu-
danitsky present a method aimed at tackling real world errors using insights from
lexical semantics. Error detection and correction is performed by identifying tokens
that are semantically unrelated to their context and are spelling variations of words
that would be related to the context [Hirst and Budanitsky, 2005]. Although context-
sensitive spelling correction allows to handle not only typos and homophone errors,
but also grammatical errors, grammatical error correction is still quite a challenging
task for modern systems.

All the above described techniques have a significant shortcoming since they re-
quire misspelled/correct word pairs for training. To overcome this issue a number
of unsupervised methods were introduced such as the one combining anomalous pat-
tern initialization and partition around medoids [de Amorin and Zampieri, 2013].
Several approaches of noisy channel paradigm use extremely large training corpora
for error and language models, and, thus, achieve very good results. These meth-
ods are relatively language independent as no manually annotated data is required
[Whitelaw et al., 2009, Richter et al., 2012]. Distributional similarity based models
have also proved to outperform traditional models in the Web query spelling correc-
tion task [Li et al., 2006], but as far as we know they were not used in text spelling
correction task.
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There has not been any thorough research of error detection and correction
problem for Russian language. The only exception is a morphological dictionary
driven spelling correction algorithm [Gelbukh 1993]. Other approaches focus on spe-
cific cases such as spell checking of geographic names, web queries, spell checking
used for statistical language model refinement or database development [Gnilovskaya
2004, Andreev et al., 2007, Baytin 2008, Karpenko and Protasov 2011, Panina et. al.,
2013, Shavrina and Sorokin 2015].

3. Our approach

Initially, our aim was to build an unsupervised spellchecking and autocorrection
system, but we had to reject the idea because our resources appeared to be insufficient
to crawl a necessary number (up to 3.7 X 108) of public Web pages. This very amount
of data, as stated in [Whitelaw et al., 2009], ensures a high performance in spell-
checking and autocorrection tasks. We have seen for ourselves that unsupervised
algorithms work significantly worse with smaller amount of data. To some extent
it might be caused by the complexity of Russian morphology as compared to English.
In order to get the same accuracy for Russian as achieved for English we might need
an even larger corpus of Web pages.

Eventually, we have developed a hybrid system that performs error detection and
autocorrection tasks without a training corpus of typos, orthographic and grammati-
cal mistakes. The system uses dictionaries, hand-crafted rules, a word2vec model,
a confidence classifier, a noisy channel model, and the Brill and Moore algorithm.

4. Data

As it was mentioned above, we use a confidence classifier to define which words
are to be corrected and which are not. To train a word2vec model which is a part of the
classifier, a noisy corpus that contains both well spelled and misspelled words is re-
quired. We use a corpus of blog posts of 13.8 million tokens collected for [Skorinkin
etal., 2013].

However, it appeared to be not exactly what we expected: the portion of mis-
spelled words in the corpus is rather small. Thus, it was crucial for us to enhance
the training data with texts containing a significant portion of typos and other kinds
of misspellings. Such texts were drawn from two sources. The first one is the Rus-
sian Learner Corpus' that comprises texts produced by two categories of non-standard
speakers of Russian: learners of Russian as a Foreign language and speakers of Heri-
tage Russian. The corpus size is 686,868 tokens. The other one is a set of blog post
extracts and search queries (241,108 tokens in size) with misspellings almost in every
sentence, which was collected for the General Internet Corpus of Russian [Belikov
etal., 2013].

1 http://www.web-corpora.net/RLC/
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When mining the Web for various language phenomena, the most challenging
thing is to achieve the appropriate balance in their distribution. We realize that the
training corpus we have for now is still not perfect, and there is a lot to improve, espe-
cially with regard that the training data and its size have a great impact on the classi-
fier performance, which, in turn, determines the recall of our system.

Handling neologisms, proper names, swear and slang words seems to be a time-
less problem for computational linguistics. Since we had a relatively small training
corpus, we could not expect all these words to appear in it. SpellRuEval-2016 shared
task was aimed precisely at spell checking of texts from the Web. Given all that, we de-
cided to use pre-compiled dictionaries at the postprocessing stage of error detection
module. Firstly, we derived lists of non-dictionary words from public Web pages.
Secondly, for every entry in a list (apart from the swear word list) we automatically
generated all grammatical forms using Pymorphy2, an open-source morphological
analyzer for Russian?. At the postprocessing stage, for every input token it is checked
if it occurs in any of the dictionaries, and if so, the token is eliminated from the can-
didates for correction.

To ensure that our classifier is not mistaken by flagging well spelled diction-
ary words as misspelled, we perform the same strategy as the one for non-dictionary
words. In this case a dictionary comprises lemmas from Russian dictionaries and all
their forms that are automatically generated by Pymorphy2. There is a huge drawback
here because we might wrongly eliminate a misspelled word if it is identical to some
well spelled word from a dictionary. All the dictionaries described above are also em-
ployed in the error correction module. Finally, for training a language model we use
a subcorpus of the Russian National Corpus® which consists of newspaper articles
(22.2 million tokens) of ‘RIA’, ‘RBC’, ‘KP’ and ‘Sovsport’ from 2011 to 2014.

5. Error detection

Our system consists of two standalone modules, an error detection module and
a corrector that processes words flagged as misspellings by the detector (Figure 1).
Error detection is an essential part of the system as the output of this module defines
whether the word will be corrected or not.

The major challenge is to define which words have to be corrected. Do we want
to correct slang and swear words? Is an intentional misspelling actually a misspelling?

Web texts are quite specific: they usually contain a lot of proper names, etc. that
do not have a fixed status in the dictionary. For the most part, such words do not in-
corporate misspellings and therefore should not be flagged by the classifier; however,
they are often treated as misspellings for the simple reason that they do not occur
in standard language corpora used for training the classifier.

2 https://pymorphy2.readthedocs.org/en/latest/

3 http://ruscorpora.ru/search-paper.html
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Input text

Text with misspelled words

Corrected text

Figure 1

Given that, we exclude certain categories of words from the list of possible mis-
spellings at the preprocessing stage. Tokens are being verified to belong to swear
words, slang, or proper names; the ones that occur in any of the corresponding dic-
tionaries will not be processed by the classifier. Furthermore, we derived a list of most
frequent and highly probable misspellings that are tricky to correct from the training
dataset provided by the organizers of the shared task. The list comprises cases where
the edit distance between the misspelling and its correction is extremely large, for
instance, wac — cetiuac, epum — z2osopum. We exclude the members of this list from
the classifier input and apply special handwritten rules to fix them.

Our confidence classifier requires labelled data, namely pairs of misspelled and
well spelled tokens. We used 2000 sentences of the aforementioned training data-
set to tune our classifier and to determine threshold values and weights. The classi-
fier’s task is to predict whether a token is of type O (well spelled) or 1 (misspelled). Our
algorithm uses logistic regression to obtain not only the class itself, but also its prob-
ability. Such a method allows us to configure the thresholds for classes. As we have
already eliminated the set of specific words from possible misspellings, the class
weights of logistic regression are fitted in accordance with the assumption that class 1
(misspelled) has a very high coefficient. In other words, it is better to catch an extra
token than to miss a real misspelling.

Feature sets for the classifier encode the following information:
the length of token
the amount of left and right context
repeated letters
belonging to the blacklist
word2vec filtered vector scores

ur N
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The left and right context here means the number of words in the sentence with-
out the input word. The occurrence of repeated letters is a binary feature; if there
are more than 2 repeated vowels or 3 repeated consonants in a token, it gets label 1.
Certain categories of tokens are blacklisted, so they have to be predicted as non-mis-
spelled. These are numbers, punctuation, latin symbols, and single-character tokens
like prepositions and conjunctions. Belonging to the blacklist is also a binary feature.

Word2vec* technology is a novel model architecture based on different types
of neural networks which computes vector representations of words from a big set
of data. Aword2vec model is trained to reconstruct linguistic contexts: the network gets
a word and must guess the closest words that occurred in adjacent positions in an input
text. This module detects similar words and indicates the given word’s relation to other
ones. In our case, the hypothesis is that a misspelled word and a corresponding well
spelled word occur in the same contexts, so the similarity between them in vector rep-
resentation will be large. To achieve such an effect, a big training dataset of texts hav-
ing a considerable proportion of misspelled words is required. We trained word2vec
on a specially designed corpus described above. For every word flagged as a misspell-
ing, we have to maximize the probability that we get the vector score for the appropriate
well spelled form, and not for its synonym or a semantically related word. To filter the
output, we choose the top 30 candidates for each token from the model, then select
words with vector scores more than 0.4, and check if the sequences’ similarity com-
puted with Damerau-Levenshtein algorithm is more than 0.7. The resultant vector score
is a feature for the classifier; words that were filtered out get a zero score.

The output of the classifier is then normalized in two stages: 1) the words classi-
fied as misspellings are verified in the dictionary of correct words; 2) the words, once
classified as misspelled, but missed in another context and flagged as well spelled, are
marked as misspelled.

6. Correction module

The second part of our system is the correction module. The approach we use
here is the traditional noisy channel model [Shannon 1948], in which the task of error
correction is formulated as follows: given a misspelling x we want to find a correction
w by taking all words in the dictionary and choosing the one that is most likely to have
generated the misspelling x. That is of all words in the dictionary we want to find one
that maximizes the probability P(w|x):

w = argmax P(w|x) = argmax  P(x|w)P(w)
wED w € Candidates(x)

The first part of the equation is the channel model, also called the error model. The
model requires training data to derive information about the probabilities of misspell-
ings. Since there are no corpora of spelling errors available for Russian, we had to use
an online dictionary of misspellings, in which an entry consists of some real word of the

4 https://code.google.com/archive/p/word2vec/
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language and its possible misspelling. Though this method allows us to get basic estima-
tions of the probabilities, it may not be sufficient since the dictionaries do not include the
frequency of each misspelling. To get the best results with the limited amount of train-
ing data we implemented and tested out three approaches to building the error model.

The first model calculates the probability of each candidate correction as the
product of probabilities of each edit in the list of edits obtained from the Damerau-
Levenshtein minimum edit distance function for the current candidate. To calculate
the probabilities we use a confusion matrix containing the number of times every
single letter in the alphabet was deleted, inserted and substituted or switched places
with some other letter. The counts are derived from the dictionary described above.

As a second error model we use the approach similar to the one described in Brill
and Moore [Brill et al., 2000]. For every candidate we try to find the most probable
partitions of the typo and the candidate into substrings of letters, such that the prod-
uct of conditional probabilities for each part of the typo given the corresponding part
of the candidate is the highest:

IR|
Pwlx) = | max nP(Ti | R;)
TePart(x) =1
IT|=IR|

The algorithm requires an extended confusion matrix that contains counts of substi-
tutions of substrings that are up to three letters long. To get these counts we use the method
suggested by Brill and Moore and incorporate up to two adjacent letters into the edits.

The third model is a combination of the first two: here we also use wider context
substitutions and an extended confusion matrix, but the probability of the candidate
is calculated as the product of conditional probabilities of every single letter substitu-
tion as well as wider context substitutions.

The hypothesis behind models 2 and 3 is that using wider context substitutions should
give better results for the complex morphology of the Russian language. Table 1 shows
most probable candidates yielded by each of the error models for the misspelled word.

Table 1. Most probable candidates according to the three
error models. Words in bold indicate the correct variant

Most probable candidate

Model 1 Model 2 Model 3
Misspelled word | (single edits) (partitions) (extended edits)
CKo3aJ cKasas CKOBaJ CKOBaJ
HaZydurch HaJyuych HaZJyIlych HaZyBIINCH
croz06anoch CIIO06MJIOCH 1oz06auoch CII006MJIOCH
opybuau BpyOMIN oTpyOMIH BpyOMIN
6eCTopsiZIOYeHHBIN | 6ecopsALOYHbIN | 6ecOpALOYHbBIN | HEYTOPAAOYEHHBIH
HaBepHa HaBEPHY HaBeCHa HaBEPHO
09TOMY 3TOMY TMO3TOMY 3TOMY
MIOTEPSLIICO IIOTEPSLIIO HIOTEPSLIO norepsicsa
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As we can see, it turns out that there are misspellings that some of the models
correct better than the others. Hence, we decided to use a hybrid model unifying all
three as a channel model for our correction system.

At the first stage, we suggest candidate corrections by using Damerau-Leven-
shtein edit distance to find words that have distance from one to three from the mis-
spelled word and take only the ones that are in the dictionary. Before that, we reduce
all repeating letters in the misspelled word to one letter in order to correct intentional
misspellings like oooouens. We assume that even if the word originally contained two
letters like in depessinmulil, it can easily be corrected back by the corrector. Apart from
that, to be able to correct errors when two space- or hyphen-separated words are mis-
takenly written as one, we generate additional candidates. To do that we look at every
possible partition of the misspelled word into two words and in case both words are
in dictionary, we add those pairs separated by a whitespace to the list of candidates.
For each of such candidates we then generate another candidate by joining the two
words with a hyphen and add the resultant word to the candidate list if the resul-
tant word is in the dictionary. Though this approach can be used to easily correct
errors like umonu6yos, nomoemy and nomomyumo and turn them into umo-Hu6yow,
no-moemy and nomomy umo, we still cannot use them as the final corrections. The rea-
son is that some partitions can result in real words even though it was not the initial
intention of the person who made the mistake, e.g. oamomy > o amomy, cymawedwuil
> cyma wedwuil, pa3mblaunocs > pasmulau jaocs. This is why these candidates are
passed into the error and language models along with other candidates.

As a result we have four lists of candidates for each typo: edit distance 1 can-
didates, edit distance 2 candidates, edit distance 3 candidates, space- and hyphen-
separated candidates.

In every list each model then selects one candidate with the highest probability,
thus the final model returns a maximum of 12 most probable candidates of different
types as an output. Normally that number is much smaller since not all words can
be separated by white spaces or hyphens and result in real words, moreover, for some
misspellings there are only dictionary-word candidates of distance 2 and 3.

Then the list of most probable candidates is passed into the language model.
Since the probabilities of the candidates are evaluated by different error models,
we cannot directly use them for estimating the final probability. Therefore, we have
to drop error model probabilities at this stage and assume that all corrections are
equally probable, relying on the language model to select the candidate with the high-
est context probability. We also add the typo itself to the list of candidates so that the
language model could select it in case the classifier made a mistake.

One possible way to actually use the probabilities from the error model is to as-
sign weights to the candidates depending on the probability they were given by the
the error model. In the list of candidates returned by each of the error models we can
assign the first most probable candidate a weight of 1. Weights for other three candi-
dates can be calculated as the result of dividing their respective probabilities by the
probability of the most probable candidate. E.g. If the three most probable candidates
for the misspelling necmns obtained from the first model have the following proba-
bilities: {(necus, 0.0564), (necmux, 3.1069e-11), (wecmos, 1.6639¢e-16)} they will then
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be changed into {(necus, 1), (necmuk, 5.5087e-10), (wecmos, 2.9502e-15)}. We do that
for other models’ candidates and then pass the resulting list into the language model,
which will select one most probable candidate.

Our trigram language model trained on the 22.2 million corpus of newspapers
uses “Stupid Backoff” smoothing [Brants et al., 2007], which consists in going down
to lower order N-grams if the higher order N-gram is unknown to the model. For
example, if we would like to estimate P(w3|w1w2), but the count of w w,w, trigram
is equal to zero, the model will look for w,w, bigram and return P(w,|w,) multiplied
by a discount coefficient. If the bigram does not exist either, the model will use uni-

gram probability of w, discounted two times.
7. Evaluation
The results of the competition were evaluated with the use of standard precision,

recall and f1 measure metrics. With the initial set of features for the classifier our
system had the following results on the test set:

Precision Recall F1
74.56 28.16 40.88

Thus, we ranked second by precision score and fifth by accuracy, recall and F-
measure in the SpellRuEval-2016 evaluation task.

As soon as we got the first results, we realised that such a low recall explained
by the unequal distribution of errors in the test set. The majority of sentences con-
tained no misspellings at all, and others had an error almost in every word (ITayka-
Jcvime, 00e 006pbLi—Kak ¢ HuMe 6apoyua?), while our classifier was tuned to detect
misspellings equally distributed in the text. Removing the “the amount of left and
right context” feature from the classifier led to a much larger number of words being
selected as misspellings, which resulted in higher recall and lower precision values.

Precision Recall F1
60.67 40.24 48.39

8. Discussion

In this section we discuss problems we had to face in our work and various lin-
guistic issues that cannot be ignored by anyone willing to build a modern spelling
error detection and correction system.

First of all, the training dataset that we used for tuning our classifier was
not comparable with the test dataset. The test set contained much more examples
of non-standard language than the training data; moreover, misspelled words were
not equally distributed in these two datasets. Indeed, the number and the nature
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of spelling errors in different text types are too diverse. They are determined by socio-
linguistic factors which are hard to predict, so machine learning techniques alone are
powerless to handle them all unless they are given a large representative training cor-
pus. Thus, it might be better to use a specific development set for the classifier to tune
the weights and thresholds.

Secondly, there is an interesting linguistic question of what is the correct spelling
of a non-dictionary word. For example, shall we change slang words like unem and
¢omxka to unmepHem and pomozpagus respectively? What shall we do with different
spellings of a swear word? Shall we standardize it and, in this case, which variant
shall we choose if its literary form cannot be found even in modern dictionaries?

Although our system shows rather promising results, there are problems that
it cannot solve yet, which is the subject of future work. First, due to the current ar-
chitecture of the classifier, grammatical error detection is beyond our capacity for
now. It can be improved, for example, by adding language-model-based features (such
as N-gram language model) to the classifier, especially assuming that the correction
module is already capable of correcting some grammatical errors. Furthermore, the
cases when several words are separated by a whitespace, but should be written with-
out it or with a hyphen instead, cannot be detected properly by our system, as the
detector module examines only one input token and not the context. Finally, there are
a lot of diminutive forms for proper and common names, neologisms with unusual
paradigms, occasional word formation and other specific cases, which pose a fascinat-
ing challenge for automatic systems.

9. Conclusion

Detecting and correcting spelling errors in real user-generated texts on the Web
is a challenging task for NLP engineers. We believe, that complex approaches com-
bining statistical methods and sensibly chosen rules are ideally suited for building
a spell checking system with a high performance. We implemented such a system and
run a number of tests on training and test sets for SpellRuEval-2016 evaluation task.
Although our system returned respectable results, there is still a lot to improve both
in the algorithm and in its linguistic basis.
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