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IIpepucinoBue

16-ii BBINTYCK €XerogHuKa «KOMIIbIOTEpHAs JUHTBUCTUKA U UHTE/JIEKTYalb-
HBIE TEXHOJIOTUU» COAEPIKUT M3OpaHHble MaTepuabl 23-i MeXKAYHapOAHON KOHe-
peHnuu «/luanor». Ha oCHOBaHUYM MHEHUU HAUIUX PELEH3EHTOB AJs MyOIuKauu
B eXkerogHuKe PezicoBeToM ObLT 0TOOpaH 71 OKIaZ U3 YKcsia IPUMEPHO cTa pabor,
KOTOpBIE OBLIM PEKOMEH/IOBAHBI 110 pe3yJIbTaTaM PelleH3UPOBAaHUA /I ITpeCcTaBie-
HUA Ha KoHpepeHnnu B 2017 rofgy.

PaboTel B COOPHUKE OTpa)kaloT BCE OCHOBHBbIE HAINPaBJIEHUS UCCIEJOBAHUHN
B 006J1aCTH KOMITBIOTEPHOTO MOJIEJIMPOBAHMSA U aHajN3a e€CTECTBEHHOI'O S3BbIKA,
Mpe/CTaBlIeHHbIe HA KOHGEPEHIINH:

* KOMMbIOTEPHBIE TMHIBUCTUYECKHE PECYPChI

* KOMMbIOTEPHBIN aHAMNU3 IOKYMEHTOB (KJaccupuKamus,

MOMCK, aHaJI3 TOHAJbHOCTH U T.J.)
* KopmycHas JTUHTBUCTUKA (CO3jaHUE, pa3METKa,
METOJ VKU IIPUMEHEHU U OLIeHKa KOPITYCOB)

* JIMHIBUCTHUYECKHE OHTOJOTUU U aBTOMaTUYECKOe U3BJleueHre 3HaHNU I

» JIMHrBUCTUYECKUIT aHamu3 Social media

* JIMHIBUCTUYECKUH aHAIU3 Peyn

* MaIIMHHBIA IEPEBOJ TEKCTA U peYU

* Mozenu U METO/IbI CEMaHTUYECKOTI'0 aHalnu3a TeKCTa

e Mojeiu o0IeHUA

* TeopeTHYecKas U KOMITbIOTEpPHAs JIEKCUKOTpadus

* THUIONOTUA ¥ KOMIIBIOTEPHASA IMHI'BUCTHKA

» ®dopmasbHBIE MO/IETH SA3bIKA U UX IIPUMEHEHUE

B KOMITBIOTEPHOU JIMHI'BUCTHUKE

B cooTBeTcTBUM € TpaauluAMU «/luasora», crapeiliell U KpymnHeHIneil KOH-
bepeHINY 0 KOMIBIOTEPHOM JUHTBUCTHKE B Poccuu, 0T60p pabOT OCHOBBIBAETCS
Ha Mpe/CTaBJIeHUH O Ba)KHOCTU COeMHEHM HOBBIX METO/JIOB U TEXHOJIOTUH aHaIN3a
SI3BIKOBBIX JAHHBIX C [TOJTHOIEHHBIM TUHI'BUCTUYECKUM aHAIU30M U MOJETUPOBaHUEM.
OzHO¥ M3 BOXKHENIITNX Iestel KoHpepeHIIUY ObLIa ¥ 0CTAeTCs MOAJEPKKA CO3/IaHUA CO-
BpPEMEHHBIX KOMITBIOTEPHBIX PECYPCOB, MOZIeIEH Y TEXHOJIOTHH /711 PyCCKOT'O A3BIKA.

B rozioBoM 1nukIe mpoBeJeHus KoHGepeHIIUY B paMKax mporpammbl Dialogue
Evaluation mpoBOAUTCA TEeCTUPOBAHUA TEXHOJOIMHU peEIIeHUs OTAENbHBIX 3ajad
KOMIIBIOTEPHOI'O aHaIu3a A3blka. Ha KOHGepeHINU OABOAATCA UTOT'H IIPOBE/EH-
HBIX TECTOB, @ CTAThbY OPTaHU3aTOPOB U HanboJIee YCIEITHBIX Y4aCTHUKOB MTPECTaB-
JIAIOTCS B HACTOsIIIEM COOpHUKeE.

B aToM rozy 6b110 TPOBEEHO Ba TECTUPOBAHUS:

1. Tlo uaentTudukanuu BHeIIHUX 3auMcToBaHui (External Plagiarism Detection)
2. Io orieHKe MeTOZ0B MOP)OJOTHYECKOT0 aHAIN3a PYCCKOT'O A3bIKa, C aKIIEHTOM

Ha TekcTrl Social Media.

Kak 0OBIYHO, pe3y/lbTaTOM IPOBEJEHHBIX TECTUPOBAHUM CTalu HE TOJBKO
00beKTUBHBIE JaHHBIE O KauyecTBe PabOTHl Pa3NUYHBIX METOZOB U aJITOPUTMOB,
HO TaK’)Xe U OTKPBITHIE I MCIIOJIb30BAaHUA 3TAJIOHHbIE pa3MeYeHHbIe KopIyca, T. H.
30JI0ThIE CTAHAAPTHI, MMO3BOJIAIOIINE JOOBIM UCCIEI0BATENSIM IIPOBOJUThH CPABHU-
TeJIbHBIE OIeHKH 3 PEKTUBHOCTH CBOUX TEXHOJIOTHH.



Bce HampaBieHus «/[uanora» BajXKHbI, HO KaXX/bIi IoZf KAKUE-TO TEeMBI 3aHU-

MaroT 0co60e MecTo B porpamMme KOHGEpeHIIMH U B COCTaBe eKerofHuKa. B atom
Oy MOXKHO Ha3BaTh [IBE TAKUX TEMBIL:

1.

[lpyMeHeHE METOJO0B IIyGMHHOIO MALUIMHHOIO 00yUYeHHs: IPEXKAE BCETO —
HelpoceTel U TaKUX pe3yIbTaTOB UX MpuUMeHeHUs Kak word embeddings, kak
[JisI IPUKJTaiHBIX 3a/1a4, TaK U B IMHI'BUCTUYECKUX UCCIIEJOBAHUSIX.

. B mporpammMe KoHepeHIIMU 3TOr0 roZia 0coO6eHHO 3aMeTHBI paboTHI 10 HC-

10JIb30BAHUIO NTapaJlyieIbHBIX KOPITYCOB I IMHI'BUCTUYECKUX UCCIe/IOBAaHU .
Takue kopryca yKe JaBHO M YCIIEIIHO HcHoJb3yloTca B NLP, Hanpumep, g
00y4eHUs CTaTUCTUYECKUX Mo/eslell MallHHOIO IlepeBo/a, aBTOMATHYeCKOH
AU3aMOUTyalnuy, aBTOMaTUIeCKOT0 ITIOCTPOEHN A3bIKOBBIX Mozesnel. Ho ma-
paJijielbHbIe KOpIIyca OKa3blBalOTCA TaKKe U BaXXHBIM UHCTPYMEHTOM KOHTpa-
CTUBHBIX IMHTBUCTUYECKUX UCCIEOBAHUN.

Crarbu B COOpPHUKE ITyOJIUKYIOTCA HAa PYCCKOM M aHIVIMMCKOM A3bIKaX. [Ipy BhI-

6ope s3bIKa MyOIUKAIUH AEHUCTBYET CIeyIOlIee MPaBuIo:

JOKJIaZbl IO KOMIIBIOTEPHOU JIMHI'BUCTHUKE JOJIKHEBI 110ZlaBaTbCA Ha aHIVIMH-
CKOM fA3bIKe. DTO pacuIupseT UX ayZAUTOPUIO U NT03BOJIAET IPUBJIEKATh K pelleH-
3MPOBAHUIO MeX/YHapOAHBIX 9KCIIEPTOB.

AOKJIaZibl, TIOCBAIIEHHbBIE IMHI'BUCTUYECKOMY aHa/IN3y PYCCKOr'o A3bIKa, IIpeJ-
Iojiararmijye 3HaHHe 3TOIr'O A3bIKa y YMTaTeJidA, [IOJAal0TCA Ha PYyCCKOM A3bIKE

(c ob6sA3aTeIbHON aHHOTALIMEN HAa aHTJIMMCKOM).

HecMmoTpa Ha TpaZMIMOHHYIO IIMPOTY TEeMaTUKM INpe/CTaBJIeHHBIX Ha KOH-

¢depeHIIUY U OTOOPAHHBIX B COOPHUK JOKJIAJIOB OHU HE MOTYT JZaTh MOJHOHN Kap-
THHBI HalpaBieHui «/luanora». Ee MOXXHO HONyYUTh C [IOMOLIbIO caiiTa KoHbe-
pennuu www.dialog-21.ru, Ha KOTOPOM IIpe/CTaBJIE€HBl OOIIUPHBIE JIEKTPOHHBIE
apXUBHI «/[1aJ0roB» MOCIeJHUX JIET ¥ BCE Pe3YJIbTaThl IPOBE/IEHHBIX TECTHPOBAHUI
Dialogue Evaluation.

M=l o6paliaeM BHUMaHKe aBTOPOB U yuTaresell cOOpHUKA, YTO ero Gymax-

HBIII BapHaHT, KOTOPBIH BEI IePXKUTE B PyKaX, sABISAETCS BTOPUYHBIM IO OTHOIIE-
HHUIO K COOPHUKY, KOTODPBIi pa3MellaeTcs Ha caiiTe KOHQepeHIIMH U UHAEKCHUDPY-
eTcs1 Scopus. Mbl peKOMeH/IyeM IIPY IUTUPOBAaHUH UCIOIb30BaTh UMEHHO CETEBYIO
BEPCHIO.

IIpozpammmblil komumem KoHpepeHyuu «/Juanozs»

Pedkonneeus cobopHuka «<Komnsiomepras auHzgucmuka
U UHMeANeKMYyaibHble MeXHOJ02ULL»



OpraHusaTopsl

ExxeromHas koHbepeHIus «/uanor» IPOBOAUTCS IMOJ MaTpOHa)keM Poccuii-
ckoro poHza GyHAaMEHTATbHBIX UCCIeIOBAHUN TPY OPraHU3allMOHHON TOAEPIKKE

KommaHuu ABBYY.

YapeauTeniMu KOHGEpeHITUH ABIAI0TCA:

* VHCTUTYT IUHIBUCTUKU PI'TY

* UHcTUTyT npobsiem nudpopmaruku PAH
* UHcTUTyT npobsiem nepegauu napopmanuu PAH

* Kommanus ABBYY

» Odusnonoruueckuii paxkyaprer MI'Y
KoHdepeHIiusa npoBoauTcs mpu noazep:xke Poccuiickoil acconuany UCKyc-

CTBEHHOI'O MHTEJIJIEKTA.

Me:xAyHapOHBIHA IPOrPaMMHBIH KOMUTET

Borycnasckuii Virops MuxaitnoBug
Byate Kpuctuan

Tenbbyx Anexkcangp ®PeaukcoBuy
HNomaud Jleonuz JleiitboBuy
Ko6o3zeBa Mpuna MuxaiiioBHa
Kosepenko Enena bopucosBHa

Kop6eTtT I'peBu

Kponrays MakcuM AHUCUMOBUY
Jlykamesud Hatanba BajieHTHHOBHA
MaxkxkapTtu /lnana

Menbuyk Mrope AnekcasH/poBuY
Huspe Moakum

Hupenbypr Cepreii

Ocunos I'ennaguii CeMEHOBUY
Packun BukTop

Cenereii Bnagumup [TaBioBuy
XoBu dnyapz

[MTapoB Cepreii AnekcaHZpPOBUY

VHCTUTYT pobJieM nepegayu nHopMa-
uuu PAH um. A. A. Xapkesuua, Poccusa
Yuusepcurer /Ixozedpa Oypre —
I'penob6s 1, Ppannus

HaiinoHa/IbHBIH ITOJIUTEXHUYECKUU
UHCTUTYT, MeXUKO

WHcTUTYT IpobJieM nepegayu nHbopMa-
uuu PAH um. A. A. XapkeBuua, Poccusa

MOCKOBCKUH rocyZlapCTBEHHBIH YHUBEPCHU-
TeT uM. M. B. JlomoHOCOBa, Poccusa

WHcTuTyT pobiem nndopmatuku PAH,
Poccusa

Yuusepcuret Cyppes, Beankobputanus
HIY «Briciias mkoa 3KOHOMUKU», Poccusa
HU/BL MI'Y um. M. B. JlomoHOCOBa, Poccus

KeM6pUAKCKUI YHUBEPCUTET,
Besmko6puTaHusA

MoHpeanbckuii yauBepcuret, Kanaza
Ymncanbckuit yHuBepcuTeT, llIBerusa
YuuBepcuret Mapunesnza, bantumop, CIIA
WuctuTyT cuctemHoro aHanusa PAH, Poccusa
Yuusepcurert Ilepzasto, CIIA

Komnanusa ABBYY, Poccusa

YrusepcureT Kapaeru — MeioH, CIHA
YHuepcurer Jluzca, Beaukobpuranus



OpraHu3alMOHHbIN KOMUTET

Cenereii Bragumup IlaBioBuy,
npedcedamens

Bayitun Anekcel BrazumupoBuy

Benukos Biragumup MiBaHoBruY
Bpacnasckutii [1aBen VicaakoBud

Jlo6poB Boprc BukTopoBuy

3axapos Jleonus MuxaiioBud
HNomaud Jleouus JleiiboBua
Kob6o3eBa Mpuna MuxaitjioBHa
Koszepenko Esiena boprucosHa

Jlaybep Hatanus VcaeBHa

JIameBckasa Onbra HukosraeBHa

Tongosa CBetnaHa FOpbpeBHa

®epoposa Onsra BuktopoBHa

[IlapoB Cepreii AJeKCaHAPOBUY

Cekperapuar
AtsicoBa AHacTacus JIeOHHUOBHA,
KoopOUHAmMop opekoMumema

Benkuna Anekcan/pa AHZpeeBHa,
cexpemaps opzkomumema

I'yceBa AHHa AnlekcaHZpPOBHaA,
koopounamop Dialogue Evaluation

CeBepruHa ExareprHa AjleKCaHZpOBHa,

adMUHUCMPAmMop opeKomumema

Kommanuss ABBYY

Komnanusga Yandex

WVHCTUTYT PyCCKOTO A3BIKA
um. B. B. Bunorpazosa PAH

Ypanbckuii pesepanbHbIit
YHUBEPCUTET

HUWBIL] MI'Y um. M. B. JlomoHOCOBa

MOCKOBCKUU rocyZapCTBEHHBIN
yHuBepcureT uM. M. B. JlJomoHOCOBa

VHCTUTYT npobsieM epejadu
nndopmariuu PAH um. A. A. XapkeBruua

MOCKOBCKUH rocyZapCTBEHHBIN
yHuBepcureT uM. M. B. JlJomoHOCOBa

VHCTUTYT IpobieM nHGOPMaTUKU
PAH

Kommnauusa Yandex

VHCTUTYT PyCCKOTO fI3bIKa
uM. B. B. Bunorpazosa PAH

HINY «BrIciias IIKoJia 9KOHOMUKH»

MoOCKOBCKUY TOCYZapCTBEHHBIN
yHusepcuteT uM. M.B. JlomoHOCOBa

Yuausepcuret Jluzca

Komnanusa ABBYY

Kommanus ABBYY

Komnanusa ABBYY

Kommanuss ABBYY



PenieH3eHTBI

ABryctuHOBa TaHA

AHTOHOBa AsekcaHApa AJlleKcaH/pOBHA
Azaposa lpuna BragumupoBHa
AnzpuaHoB AHZpel IBaHOBUY
Anpecsan BanentuHa FOpreBHa

ApxaHrenbckuit Tumodeit AsekcaHZpOBUY

BaliTun Anexceli BragumupoBry
BapaHoB AnaTonuit Hukonaesuu
bennkos Bragumup VMiBaHoBUY

Bbenko Brazumup

BepauueBckuit Anexkcanzap CepreeBuy
BorzanoB Anekceit Bragumuposuy

Bborananosa-bernapan Hatanba BukTopoBHa

Borycnasckuit iropp Muxaiiiosuu
bouapos BukTtop BraguciaBoBuy
BpacnaBckuii [TaBes McaakoBud
BacuibeB Butanuii 'eHHagbeBUY
Tl'anuHckada VpuHa EBrenbeBHa
Tanuuxuit bopuc AnekcaHZpoBUY
Tenp6yx Anexcauzap PenrnKcoBuY
TeneBuy FOpuit CTaHUCIaBOBUY
I'pamenkos [1aBen BanepbreBuu
T'y6un Makcum BagumoBua
Jlaauaab Muxaun AjleKcaHpOBUY
JlukoHoB Bayecnas ['puropreBnd
Jlo6poB Bopric BUKTOPOBUY
JlobpoBosbckuit IMmutpuit OneroBuy
Jlo6pymmua Huna PoslanzioBHa
3anusHAK AHHa AHZpeeBHa
3axapos BukTop [1aBnoBu4
3axapos Jleonu MuxaijoBuy
WnbBoBCcKUH JIMUTpUI AJleKCeeBUY
Wowmpun Bopuc JleoHnzoBr4
HowmauH Jleonus JleiiboBuy
KaruHckana AHucea IOppeBHaA
KnpimmHcekuit Oayaps CTaHUCIaBOBUY
Kubpuk AHzpeit AjleKcaHIpOBUY
Kusazes Cepreii Bragnmuposuy
Kob6o3eBa Mpuna MuxaiiioBHa
Kosepenko Enena bopucosHa
Konores Muxau BayeciaBoBud
KoporaeB Hukomaii AnekceeBUd

KorenbHukos EBrenuii BaueciaBoBud
KoroB ApTemuii AjleKcaHZApPOBUY
Kponrays Makcum AHUCHMOBUY
JleBonTrHa VpuHa boprcoBHa
Jlo6anoB Bopuc MedoabeBud
JlonyxuH KoHCTaHTUH AJIeKCaHIpOBUY
Jlykawmesud HaTanba BasieHTUHOBHA
JIrotukoBa ExarepriHa AHATOJIbeBHA
MucropeB Anekcet BragumupoBua
Haxkos IIpecnas

Hepnony»xkxo AHHa IOpbeBHa
[Tapgyyesa Esnena BukTopoBHa
[Tasenbckasa AHHa 'epmaHOBHA
[TanepHo JleHnc ApOHOBUY
[TanueHnko AnekcaH/p MiBaHoBUY
[TlepeBep3eBa CeTnana lropesHa
[TlerpoBa Mapusa AHZpeeBHa
[TuBoBaposa Jluaua MuxaiisoBHa
[Tunepcku Anekcanzp Yezosua
[Toznecckasa Bepa McaakoBHa
Paxununa Exarepruna BraguMuposHa
CkynaueBa TarpsAHa BragumupoBHa
CMmupHOB VIBaH BaneHTUHOBUY
Cernereii Bnagumup [TaBioBuy
Cirocapp Hatanusa AHaTonbeBHA
Coxkonosa Enena I'puropbeBHa
CoMUH AHTOH AJIeKCaHPOBUY
CopokuH Ajlekceilt AHZpeeBUY
CopoxkuH Bukrop Hukosnaesuu
CrapocTtuH AHaTonuii CepreeBud
CrenanoBa Mapus EBrenreBHa
Tuxomupos Wiba AnekcaHApoOBUY
Tonposa Ceetnana IOpreBHa
Typaaxos Jlenuc IOppeBud

YpeoicoH Enena BragumuposHa
®enoposa Onbra BuktopoBHa
XoxyioBa Mapusa BnagumupoBHa
[HumMmepauHT AHTOH BragumupoBud
[TapoB Cepreii AseKcaHAPOBUY
[MlenxmaHoB ApTéM OsieroBuY

fnko Tarbana EBrenbeBHa
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1. Introduction

According to the MLA Style Manual and Guide to Scholarly Publishing (Modern
Language Association 2008: p. 166),

[florms of plagiarism include the failure to give appropriate acknowledgment
when repeating another’s wording or particularly apt phrase, paraphrasing
another’s argument, and presenting another’s line of thinking.
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Two types of plagiarism are usually distinguished in the scholarly literature: literal
and obfuscated plagiarism (Potthast et al. 2010b: 2) and disguised plagiarism (Gipp 2014:
12). Bela Gipp calls these two types of plagiarism copy & paste and shake & paste. The first
type involves taking someone else’s text word-for-word without citation, while the second
involves minor modifications in another person’s words, such as varying the word order,
using synonyms or “padding” (Gipp 2014: 11), again without acknowledgment. According
to other researchers, the shake & paste technique includes insertion of additional para-
graphs relevant to the subject as well as mixing paragraphs. This typically leads to a sud-
den change in style and may remain unnoticed by a reader. When changes in an original,
unattributed text are more significant (e.g., a text is paraphrased or translated), plagia-
rism is described as obscured. In paraphrasing, the source texts are reworked with the
use of different linguistic tricks such as removal, word replacement, synonym substitu-
tion, word order modification, grammatical changes, and patchwriting (i.e., combining
fragments from several texts) (Oakes 2014: 60). The nature of these changes depends
on whether the paraphrase has occurred through manual text editing or by using auto-
matic methods (Gupta et al. 2011: 1). For example, a manually rewritten text may be better
adapted to a plagiarist’s personal style than one edited automatically. Still, another case
of paraphrasing is interlingual plagiarism, when a text is “paraphrased,” in a sense, from
one source language to another one. The process may include either manual or automatic
translation. In the latter, an output of the machine translator usually goes through editing
afterwards and obfuscation, which makes comparing the sources with the plagiarized
text substantially more difficult while at the same time showing evidence of translation.

In the academic community, the problem is especially crucial in connection with
student papers and popular scientific literature. Plagiarism is especially difficult to de-
fine in the latter case, since such literature describes facts that are already known and
often cannot be reformulated differently. Thus, establishing both the evidence for and
the limits of plagiarism becomes more challenging and problematic. In contrast, student
plagiarism usually can be detected using basic automated tools. Its widespread occur-
rence today is primarily the result of the tolerance on the part of educators and the aca-
demic community, which makes plagiarism a common practice. In 2004, for instance,
it was estimated that 10 percent of student works in the United States and Australia in-
volved plagiarism (Oakes 2014: 60). In more recent research, 36 percent of respondents
in Russia admitted to regularly copying the texts of others in different forms (Kicherova
et al. 2013: 2). According to a study conducted in 2013 (Maloshonok 2016), as many
as 36.7 percent of undergraduate students in eight Russian universities take personal
credit for works they have downloaded from the Internet. However, the problem is not
limited to students’ activity. In 2011 in Germany, two cases of plagiarism were docu-
mented in Ph.D. dissertations. Those cases were analyzed in detail by the GuttenPlag
community and provided the basis for the monograph False Feathers: A Perspective
on Academic Plagiarism (Weber-Wulff 2014: 29). In Russia, the same problem has been
diagnosed by the Dissernet grassroots movement (www.dissernet.org), whose purpose
is to reveal plagiarism in scientific texts (see Golunov 2014; Denisova-Schmidt 2016).

As disguising plagiarism becomes more and more sophisticated, detecting it re-
quires newer and more advanced techniques. At the moment, there are several ser-
vices that are able to detect plagiarism in Russian-language texts (see Nikitov et al.
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2012), but thus far there has been no systematic evaluation of these services. This
paper and the PlagEvalRus workshop it stems from are the first attempts to define the
problem of how to evaluate plagiarism and outline ways of handling it.

There are several related workshops and events on similarity detection on both
word and sentence levels. The Russian language is a primary target for two of them:
1) RUSSE (Panchenko et al. 2015), the shared task on word-level semantic similarity;
and 2) ParaPhrase (Pivovarova et al. 2016), the shared task on sentence-level paraphrase
detection, i.e. identification of sentences that have similar meaning but not necessarily
similar in structure. The series of related workshops, SemEval, includes a task on Seman-
tic Textual Similarity (Agirre et al. 2016), which is aimed to measure degree of semantic
similarity between two text snippets, written in English and some other languages (but
not in Russian). However, in plagiarism detection tasks, snippets of reused texts are not
given, but supposed to be retrieved from source texts, thus this task is significantly more
complicated to accomplish. The most closely related to the PlagEvalRus seminar are PAN
workshops (e.g. Potthast et al. 2010a) that have several tasks on plagiarism detection.

2. Goals and tasks

In this article the methodology we propose for detecting plagiarism in the Rus-
sian language is based on years of experience of the PAN network (a series of events
on digital text forensics [e.g., Potthast et al. 2010a, Potthast et al. 2010b, 2014]; see
more on http://pan.webis.de). We have focused on evaluating algorithms oriented to-
ward monolingual Russian plagiarism with an emphasis on scientific texts (academic
plagiarism). In our workshop, called PlagEvalRus and held during 2016-2017, we of-
fered the following tracks after holding preliminary discussion:

* Track 1: Plagiarized sources retrieval
* Track 2: Copy and paste plagiarism detection
* Track 3: Paraphrased plagiarism detection.

Track 1 corresponds to the Source Retrieval (SR) task evaluated at the PAN com-
petitions. The participants received a dataset, which includes potential sources and
suspicious texts; the latter contained both literal and paraphrased plagiarism. The
participants are required to provide a list of sources for each suspicious text (more
details below), sorted according to the number of reused fragments in descending or-
der; unlike the PAN Source Retrieval task does not require any sorting of detected text
pieces. Track 1 was thus quite similar to the search tracks on the Russian Information
Retrieval Evaluation Seminar (see http://romip.ru/en), the difference being that the
search queries in our case were much longer textual excerpts.

Tracks 2 and 3 entirely correspond to the Text Alignment (TA) task evaluated
at the PAN competitions; i.e., in a pair of texts given to participants, fragments taken
from one text need to be found in a second text. A fragment is a sequence of at least
five tokens excluding stop words. Literal reusing means a full correspondence of char-
acter strings ignoring blank and hidden characters. Paraphrased reusing is rewriting
the original text preserving the idea of a reused fragment. Thus, Track 2 was intended
to detect literal plagiarism, while Track 3 involved detecting illicit paraphrasing.
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3. Dataset

For each track, the organizers provided two datasets, training and testing, along
with a text collection that contains, among other things, potential sources. Partici-
pants were supposed to train their algorithms on the training dataset, which was pro-
vided to all participants and could be read on the Workshop’s site, www.dialog-21.
ru/en/evaluation/2017/plageval, well in advance. The participants received clear in-
structions on how to handle the data. All scripts, datasets and instructions are freely
accessible at https://plagevalrus.github.io.

3.1. Collection of sources

The “potential sources” dataset contains about 5.7 million Russian texts, com-
piled from the following resources:
* Russian Wikipedia: about 1.3 million texts;
¢ Student essays from open online collections: about 3.3 million texts;
¢ Open-sourced book-sized academic texts: about 12,000 texts;
¢ Academic papers from the open access resource Cyberleninka.ru: 1 million texts.

All texts were converted to the plain-text format in UTF-8. Evident duplicates
were preliminarily removed, and the remaining files were then mixed. Each text was
stored in a separate file with a name containing a unique identifier.

3.2. Suspicious Texts

The test dataset was created under the same conditions as the training dataset.
In line with the PAN workshops (Potthast et al. 2010a), the following types of texts
were specified:
1) Automatically generated copy and paste plagiarism. To do this, we ran-
domly selected sentences from a target text and changed each of them by one
or more randomly chosen consecutive sentences from source texts, which did
not belong to the target collection. Each fragment was identified by its begin-
ning and its length in characters.
The resulting target texts contain from 10 to 80 percent of plagiarized
material (calculated in sentences).

2) Automatically generated paraphrased plagiarism. The collection contain-
ing this type of reused texts was created in the same way as the copy and paste
texts, except that the sentences of the source texts were automatically para-
phrased by using one or more of the following methods:

* Replacing words with their synonyms;
* Adding and removing synonym chains;
* Abbreviation and amplification;
* Adding and removing diminutives;
* Singular/plural replacement.
For a detailed description of the procedure, see (Khazov and Kuznetsova
2017).
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3) Manually generated copy and paste plagiarism. This dataset was compiled
from academic texts, the sources of which are known and available on the
Internet. The texts with the manually created word-for-word fragments were
used only for Track 1.

4) Manually paraphrased plagiarism. Compiling such a collection was mo-
tivated by the activity of those “authors” who reuse fragments from vari-
ous sources trying to obfuscate their borrowings by paraphrasing. This col-
lection is built of essays reflected different topics; creators were instructed
to select a text from the source collection, to mark and paraphrase fragments,
and then to insert them into a Microsoft Excel table. The procedure like this
makes it possible to extract the markups and transform it into different tasks
related to a plagiarism detection evaluation. A fragment that has been restruc-
tured should contain at least one sentence. The creators were allowed mixing
sentences from different sources and inserting original sentences between
plagiarized ones. Therefore, the resulted essays contain both original and
paraphrased fragments, which are produced by creators under the following
condictions:

* deleting words (about 20%) from an original sentence;

* adding words (about 20%) into an original sentence;

* replacing words or phrases with synonyms, reordering clauses, adding
new words, changing word forms (number, case, form and verb tense,
etc.); about 30% in an original sentence;

* changing the order of words or clauses in an original sentence;

* concatenating two or more original sentences into one;

* splitting an original sentence into two or more (with a possible changing
in order of how they appear in a text);

* replacing words or phrases of an original sentence with synonyms (e.g. “so-
dium chloride” — “salt”), replacing abbreviations to their full transcripts
and vice versa, replacing personal names with their initials, etc.;

* complexrewritingofanoriginalsentence, which combines3-5ormoreafore-
mentioned techniques. This type involves significant changes in a source
text by paraphrasing idioms, synonymic modification of structures, per-
mutation of words or parts of a complex sentence, etc. Using this technique
effectively produces paraphrased texts: in some cases even experts could
hardly consider the rewritten text as plagiarized;

* coping a sentence from a source and pasting it into an essay with no sig-
nificant changes.

Therefore, each essay contains no fewer than 100 paraphrased sentences, 90 per-
cent of the texts being taken from at least five sources. For a detailed description of the
procedure, see (Sochenkov et al. 2017). Table 1 shows the number of texts and pairs
<suspicious text, source text> in both training and the testing data.
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Table 1. The Training and the Test Data sets:
size in the number of texts and pairs

Training set Test set

Texts for Texts |Texts

SRand TA |Pairs |for SR |for TA |Pairs
Automatically generated 1,000 4,257 5,000 |[100 268
copy&paste plagiarism
Automatically generated 2,000 4,251 |5,000 |[100 297
paraphrased plagiarism
Manually copy&paste plagiarism | 519 — 519 — —
Manually paraphrased plagiarism | 152 913 |38 39 234
Total 3,671 9,421 |10,557 |239 799

Figure 1 shows the texts we suspected of plagiarizing (from 1 to 19 sources).
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Figure 1. Texts suspected of plagiarizing N sources
(where N ranges from 1to 19)

4. Evaluation

4.1. Evaluation Setup

The evaluation of the results on Track 1, Source Retrieval, differs significantly
from that on Tracks 2 and 3, Text Alignment. On Track 1, the participants downloaded
the collection of sources and searched for copied fragments using a system of the
participant’s own devising. The result is supposed to be a list containing sources for
each suspicious text, ranked (in descending order) according to the number of frag-
ments detected. Those following this track were asked to deliver results for a maxi-
mum of 5 runs. In evaluating the runs, the participants’ responses were automatically
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evaluated against the benchmark created by the PlagEvalRus Workshop’s organizers.
A baseline was not offered for the source retrieval track due to both the complexity
of the task and lacking time needed for it development.

For Tracks 2 and 3, plagiarism is considered successfully detected if a fragment
found by a system is located or completely within a text marked as such in the test col-
lection. Coincidences in texts were not taken into account. Therefore, any fragment
detected, but not marked in the test collection was not registered for the evaluation.
The PAN baseline method was used in comparing results. This brute method is based
on a simple shingles approach with chunks of 50 symbols length.

To evaluate the systems on Tracks 2 and 3, we used the TIRA platform (http://
www.tira.io),1 which ensured reproducibility and neutrality in evaluating the algo-
rithms. Each participant in Track 2 or 3 was provided with a virtual machine on the
TIRA server in order to run his/her system on a given test set. The evaluation was per-
formed automatically on the server and the results were available to the participant.
The overall results are available only to the administrator of the TIRA service.

4.2. Evaluation Metrics

4.2.1. Source Retrieval
Let T, denote a set of source texts for suspicious text ¢, , and let T, denote the set

of texts that is retrieved by a source retrieval algorithm when givent , . Then precision

(P) is defined as |Tree N T |

P =
|Tret|

and recall (R) as |Tyer N Tsrel
_ re Src

|TS7"C|

The PAN metrics (Potthast et al. 2014) measures the effect of near-duplicate web
documents, but we do not take into account similar texts from T . Furthermore, full
duplicates were preliminarily removed from the collection of sources.

We define F-measure (F) as

_Z*R*P
~ R+P

The results of Track 1 were supposed to be ranked in descending order according
to number of reused fragments detected, so that we could assess the quality of rank-
ing. The text t , is relevant to te if t, € T, N T, . Precision at k (P@k) is a measure
of ranking performance for ¢, and is defined as the number of relevant texts among
the first k retrieved results, divided by k.

The average precision (AP) for te is the average of P@k for all relevant texts:

1 TIRA is currently one of the few platforms (if not the exclusive one) that support software
submissions with a little extra effort; it has been utilized for several similar shared tasks
within PAN@CLEF, CoNLL, etc.
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AP =1 Z P@k

kek
where K stands for a set of positions of all relevant texts. The mean average precision
(MAP) is the mean of the average precision for each text from a set of suspicious texts

denoted T .
pig
Z AP(tplg)

tp1g€Tpig

MAP =

zgl

4.2.2. Text Alignment

Following (Potthast et al. 2010b), let S denote the set of plagiarism cases in the
corpus, and let R denote the set of detections reported by a plagiarism detector for the
suspicious documents. A plagiarism case s = (s, d,., 5., d,.), s €S, is represented
as a set s of references to the characters of t | and ¢_, specifying the passages s, and
s,..- Likewise, a plagiarism detection r € R is represented as r. Based on this notation,
both macro- and micro-averaged precision and recall of R under S can be measured

as follows:

|U(s,r)e(S><R) (S n T')l

|Ur€Rr|

Precision,icqo(S,R) =

U snr
precisionmacro (S, R) = 1p0 ZM

TER |

|Usmeesxry (s M)

recallyicro(S,R) = Usco]
SESS

U n
recallaero(S,R) = 5] ZM

SES l

sNrifrdetects s,
@ otherwise.

The macro-averaged variants are allotted equal weight in each plagiarized case,
regardless of length. Conversely, the micro-averaged variants favor detecting long
plagiarized fragments, which are generally easier to identify.

To address the fact that plagiarism detectors sometimes reported overlapping
or multiple detections for a single plagiarism case, let a detector’s granularity be de-
fined as:

where s|‘|r={

granularity(S,R) = S Z [Rg|

SESR

where S, € S are cases detected by detections in R, and R, € R are detections of s; i.e.,
S, {s|s € S A 3r € Rir detects s} and R, {r|r € R A r € Rir detects s}. The three above-
mentioned measures taken individually do not allow single ranking based on these
approaches. To make a uniform ranking, the measures are combined into a single
overall score, called the Plagdet score and calculated as follows:
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F

lagdet(S,R) =
plagdet(S, R) log,(1 + gran(S, R))

where F| is the equally weighted harmonic mean of precision and recall.

4.3. Evaluation Results

Onlyone team participated in all offered Tracks (Hereafter referred to as zubarev;
see Zubarev and Sochenkov 2017). The results of all runs are shown in Tables 2—8.

4.3.1. Track 1: Plagiarized source detection
The evaluation results for the track are presented in Tables 2—4.

Table 2. Evaluation results for the automatically-generated
copy and paste and paraphrased plagiarism retrieval tasks

generated copy&paste generated paraphrased
plagiarism plagiarism

team Run MAP |P R F1 MAP |P R F1

zubarev zubarev.l [0.603|0.222(0.779]0.346|0.593 | 0.234 | 0.745 | 0.357
zubarev.2 [0.151 |0.005|0.785|0.011 {0.202|0.005 |0.750 | 0.011

Table 3. Evaluation results for manual copy and paste
and paraphrased plagiarism retrieval task

manual copy&paste manually paraphrased
plagiarism plagiarism
team run MAP (P R F1 MAP (P R F1

zubarev zubarev.l |0.851)0.106 {0.974 |0.191 | 0.608 | 0.441 | 0.830|0.576
zubarev.2 [0.610 |0.003|0.978 | 0.006|0.390|0.009 | 0.989 | 0.019

Table 4. Evaluation results for overall source retrieval tasks

Total
team runs MAP P R F1
zubarev zubarev.1 0.664 0.251 0.832 0.368
zubarev.2 0.338 0.005 0.876 0.012

The participant has submitted 36 sources in average for each suspicious text
in zubarev.1 run and 579 sources in average for each suspicious text in zubarev.2 run,
so the second run is obviously optimized for higher recall. As one can see, the best
F1 and MAP was gained on manual plagiarism detection. We suppose the reason be-
hind that is a topical heterogeneity of automatically generated texts that might affect
participant’s algorithms. The results in general correspond to average results of PAN
participants, who showed the highest F1 equaled 0.47 at PAN2015.
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4.3.2. Track 2: Copy and paste plagiarism detection

The evaluation results for the automatically-generated copy and paste plagia-
rism retrieval are shown in Table 5.

Table 5. Evaluation results for automatically-generated copy

and paste plagiarism detection. Macro- and Micro-average

Macro Micro

Preci- Preci-
team.run Granularity | sion Recall |Plagdet|sion Recall |Plagdet
PAN Baseline | 1.0046 0.7240 [0.9101 |0.8038 [0.9615 |0.9943 |0.9744
zubarevl7.1 |1.5084 0.9496 [0.6427 |0.5778 [0.9828 |0.8217 |0.6746
zubarevl7.2 |1.4660 0.9320 [0.7013 |0.6146 [0.9776 |0.8588 |0.7022

In this track, the PAN baseline outperforms Zubarev’s detector by all measures

except precision. In general, the task of copy and paste plagiarism detection has been
solved well enough.

4.3.3. Track 3: Paraphrased plagiarism detection
The evaluation results for paraphrased plagiarism retrieval are shown in Tables 6-7.

Table 6. Evaluation results for automatically-generated
paraphrased plagiarism detection. Macro- and Micro-average

Macro Micro
Preci- Preci-
team.run Granularity | sion Recall |Plagdet |sion |Recall |Plagdet
PAN Baseline |3.4639 0.9051 |0.6895 |0.3626 |0.9710 |0.8334 |0.4156
zubarevl7.1 1.5404 0.9604 (0.6730 |0.5884 |0.9875 |0.8219 |0.6670
zubarev17.2 1.4834 0.9473 |0.7340 | 0.6303 |0.9812 |0.8650 | 0.7006
Table 7. Evaluation results for manually paraphrased
plagiarism detection. Macro- and Macro-average
Macro Micro
Preci- Preci-
team.run Granularity |sion Recall |Plagdet |sion |Recall |Plagdet
PAN Baseline |1.1414 0.8332 |0.0554 | 0.0946 |0.8960 |0.0761 |0.1277
zubarevl7.1 1.0015 0.8068 |0.3409 [0.4788 [0.8845 |0.3815 | 0.5325
zubarev17.2 1.0016 0.6250 [0.4715 |0.5369 |0.8208 [0.5312 | 0.6443

In this track, Zubarev’s detector outperforms PAN baseline by all measures. The
results of generated paraphrased plagiarism detection are better than results for man-
ually paraphrased texts, though granularity is better for the last. The reason of a gran-
ularity gap is probably connected with the difference in length of fragments in the
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tasks: in manually paraphrased texts, the reused fragments equal to sentence, while
in automatically generated paraphrased texts, the reused fragments equal to a para-
graph (up to 10 sentences).

We can see that the measures on copy and paste plagiarized texts are expectedly
higher than measures on paraphrased texts almost in all cases. Nevertheless, the most
complicated task of paraphrased plagiarism detection is solved by Zubarev detector
quiet well while PAN baseline dropped down Recall and Plagdet in this task.

4.3.4. Plagiarism detection for both types
Evaluation results for automatically-generated copy and paste, automatically-
generated and manually paraphrased plagiarism detection are shown in Table 8.

Table 8. Evaluation results for overall text alignment tasks.
Macro- and Micro-average

Macro Micro
Granu- |Preci- Preci-
team.run larity |sion Recall |Plagdet |sion Recall |Plagdet

PAN Baseline |1.9953 |0.8525 |0.3366 |0.3049 |0.9637 |0.6893 |0.5078
zubarevl7.1 1.3028 |0.9129 |0.4605 |0.5087 |0.9693 [0.7043 |0.6780
zubarevl7.2 |1.2417 |0.8158 |0.5644 |0.5729 |0.9460 |0.7737 |0.7309

In the overall text alignment task, the Zubarev’s detector (which is based
on sentence similarity) performed by the Plagdet better than the PAN baseline (which
is based on character shingles. The Zubarev’s detector also performed better in all
types of plagiarism except an automatically-generated copy and paste variation. In the
PlagEvalRus test dataset, the PAN baseline demonstrated results comparable to those
on the PAN test dataset in English (Potthast et al. 2014). Finally, we should notice that
micro-measures are always higher than macro.

5. Conclusions and further advances

In this article, we have presented the methodology and the datasets for plagia-
rism detection evaluation algorithms in monolingual Russian texts. Owing to circum-
stances beyond our control, only one of all the teams which signed up for the PlagEval-
Rus Workshop submitted its results. Participants’ feedback showed that computational
complexity and lack of both high-performance computing facilities and large-scale
storage systems caused no-bid decisions. Our decision to lay upon TIRA technical so-
lutions should obviously be reconsidered in our further workshops, because the par-
ticipants have had to invest much time in studying this evaluation framework. Nev-
ertheless, the TIRA framework allows and we agreed to make the text alignment task
continuously available for evaluation on the TIRA site (http://www.tira.io/tasks/
pan/#text-alignment; see the dataset “panl7-text-alignment-test-dataset-dialoguel7-
russian-2017-02-22"), so that anyone who submits his/her software can obtain the re-
sults for comparison.
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Preparation of manually paraphrased texts was the most laborious phase in any
workshop like ours. According to our estimations, preparing one essay takes in aver-
age from 4 to 10 hours; the properly formed essays are not always resulted on the
first try, a (semi)automated verification is always required for this time-consuming
preparatory work. Taking both our experience and participants’ needs into consider-
ation, we intend to hold PlagEvalRus workshop for the second time next year. We plan
to enlarge collection of sources and increase the size of training datasets. We will dis-
cuss offering a joint plagiarism detection track, where both source retrieval and text
alignment are not separated. We also plan to announce a cross-language (translated)
plagiarism detection track expecting more participants at our Workshop.
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