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Preface

This volume is based on the papers presented at the 6th International Conference on
Network Analysis held in Nizhny Novgorod, Russia, May 26–28, 2016. The main
focus of the conference and this volume is centered around the development of new
computationally efficient algorithms as well as underlying analysis and optimization
of graph (network) structures induced either by natural or by artificial complex
networks. Various applications to social networks, power transmission grids, stock
market networks, and human brain networks are also considered. The previous
books based on the papers presented at the 1st–5th Conferences International
Conference on Network Analysis can be found in [1–5]. The current volume
consists of three major parts, namely optimization approaches, network models, and
related applications, which we briefly overview next.

Part I of this book is focused on optimization problems in networks. In Chapter
“Linear Max-Min Fairness in Multi-commodity Flow Networks,” a linear max-min
fairness (LMMF) approach using goal programming is proposed. This model can be
applied to max-min fairness (MMF) problems in networks with applications to
multicommodity flows in networks. The proposed model provides a high flexibility
for the decision maker to determine the level of throughput and the fairness of flow
in the network.

In Chapter “Heuristic for Maximizing Grouping Efficiency in the Cell Formation
Problem,” Cell Formation Problem in Group Technology with grouping efficiency
as an objective function is considered. A heuristic approach for obtaining
high-quality solutions is presented. The computational results show the effective-
ness of the approach.

In Chapter “Efficient Methods of Multicriterial Optimization Based on the
Intensive Use of Search Information,” an efficient approach for solving complex
multicriterial optimization problems is developed. In particular, it is based on
reducing multicriterial problems to nonlinear programming problems via the min-
imax convolution of the partial criteria, reducing dimensionality by using Peano
evolvents, and applying efficient information-statistical global optimization meth-
ods. The results of the computational experiments show that the proposed approach
reduces the computational costs of solving multicriterial optimization problems.

v
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In Chapter “Comparison of Two Heuristic Algorithms for a Location and Design
Problem,” the special case of the location and design problem is considered.
A Variable Neighborhood Search algorithm and a Greedy Weight Heuristic are
proposed. In particular, new best known solutions have been found by applying the
proposed approaches.

In Chapter “A Class of Smooth Modification of Space-Filling Curves for Global
Optimization Problems,” a class of smooth modification of space-filling curves
applied to global optimization problems is presented. These modifications make the
approximations of the Peano curves (evolvents) differentiable in all points and save
the differentiability of the optimized function. Some results of numerical experi-
ments with the original and modified evolvents for solving global optimization
problems are discussed.

In Chapter “Iterative Local Search Heuristic for Truck and Trailer Routing
Problem,” Site-Dependent Truck and Trailer Routing Problem with Hard and Soft
Time Windows and Split Deliveries is considered. A new iterative local search
heuristic for solving this problem was developed.

Part II of this book presents several network models. Chapter “Power in Network
Structures” considers an application of power indices, which take into account the
preferences of agents for coalition formation proposed for an analysis of power
distribution in elected bodies to reveal most powerful (central) nodes in networks.
These indices take into account the parameters of the nodes in networks, a possi-
bility of group influence from the subset of nodes to single nodes, and intensity of
short and long interactions among the nodes.

In Chapter “Do Logarithmic Proximity Measures Outperform Plain Ones in
Graph Clustering?,” a number of graph kernels and proximity measures as well as
the corresponding distances were applied for clustering nodes in random graphs and
several well-known datasets. In the experiments, the best results are obtained for the
logarithmic Communicability measure. However, some more complicated cases are
indicated in which other measures, typically Communicability and plain Walk, can
be the winners.

In Chapter “Analysis of Russian Power Transmission Grid Structure: Small
World Phenomena Detection,” the spatial and topological structure of the Unified
National Electricity Grid (UNEG)—Russia’s power transmission grid—is analyzed.
The research is focused on the applicability of the small-world model to the UNEG
network. For this purpose, geo-latticization algorithm has been developed. As a
result of applying the new method, a reliable conclusion has been made that the
small-world model is applicable to the UNEG.

In Chapter “A New Approach to Network Decomposition Problems,” a new
approach to network decomposition problems is suggested. The suggested approach
is focused on construction of a family of classifications. Based on this family, two
numerical indices are introduced and calculated. This approach was applicable to
political voting body and stock market.

In Chapter “Homogeneity Hypothesis Testing for Degree Distribution in the
Market Graph,” the problem of homogeneity hypothesis testing for degree distri-
bution in the market graph is studied. Multiple hypotheses testing procedure is

vi Preface
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proposed and applied for China and India stock markets. The procedure is
constructed using bootstrap method for individual hypotheses and Bonferroni
correction for multiple testing.

Chapter “Stability Testing of Stock Returns Connections” considers the testing
problem of connection stability which is formulated as homogeneity hypothesis
testing of several covariance matrices for multivariate normal distributions of stock
returns. New procedure is proposed and applied for stability testing of connections
for French and German stock markets.

Part III of this book is focused on applications of network analysis. In Chapter
“Network Analysis of International Migration,” the network approach to the
problem of international migration is employed. The international migration can be
represented as a network where the nodes correspond to countries and the edges
correspond to migration flows. The main focus of the study is to reveal a set of
critical or central elements in the network.

In Chapter “Overlapping Community Detection in Social Networks with Node
Attributes by Neighborhood Influence,” a fast method for overlapping community
detection in social networks with node attributes is presented. The proposed
algorithm is based on attribute transfer from neighbor vertices and does not require
any knowledge of attributes meaning. Computational results show that the proposed
method outperforms other algorithms such as Infomap, modularity maximization,
CESNA, BigCLAM, and AGM-fit.

In Chapter “Testing Hypothesis on Degree Distribution in the Market Graph,”
the problem of testing hypotheses on degree distribution in the market graph is
discussed. Research methodology of power law hypothesis testing is presented.
This methodology is applied to testing hypotheses on degree distribution in the
market graphs for different stock markets.

In Chapter “Application of Network Analysis for FMCG Distribution Channels,”
the approach for multidimensional analysis of marketing tactics of the companies
employing network tools is presented. The research suggests omni-channel distri-
bution tactic of a company as a node in eight-dimensional space. Empirical impli-
cation is approved on the sample from 5694 distributors from sixteen fast-moving
consumer goods-distributing companies from direct selling industry.

In Chapter “Machine Learning Application to Human Brain Network Studies:
A Kernel Approach,” a task of predicting normal and pathological phenotypes from
macroscale human brain networks is considered. The research focuses on kernel
classification methods. It presents the results of performance comparison of the
different kernels in tasks of classifying autism spectrum disorder versus typical
development and carriers versus non-carriers of an allele associated with an
increased risk of Alzheimer’s disease.

In Chapter “Co-author Recommender System,” a new recommender system for
finding possible collaborator with respect to research interests is proposed. The
recommendation problem is formulated as a link prediction within the
co-authorship network. The network is derived from the bibliographic database and
enriched by the information on research papers obtained from Scopus and other
publication ranking systems.
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Chapter “Network Studies in Russia: From Articles to the Structure of a
Research Community” focuses on the structure of a research community of Russian
scientists involved in network studies by analysis of articles published in
Russian-language journals. It covers the description of method of citation (refer-
ence) analysis that is used and the process of data collection from eLibrary.ru
resource, as well as presents some brief overview of collected data (based on
analysis of 8000 papers).

We would like to take this opportunity to thank all the authors and referees for
their efforts. This work is supported by the Laboratory of Algorithms and Tech-
nologies for Network Analysis (LATNA) of the National Research University
Higher School of Economics.

Nizhny Novgorod, Russia Valery A. Kalyagin
Nizhny Novgorod, Russia Alexey I. Nikolaev
Gainesville, FL, USA Panos M. Pardalos
Pittsburgh, PA, USA Oleg A. Prokopyev
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Linear Max-Min Fairness
in Multi-commodity Flow Networks

Hamoud Bin Obaid and Theodore B. Trafalis

Abstract In this paper, a linear max-min fairness (LMMF) approach using goal
programming is proposed. The linear model in this approach is a bi-objective model
where the flow is maximized in one objective, and the fairness in flow is maximized
for the other objective. This model can be applied to max- min fairness (MMF)
problems in networks with applications to multi-commodity flows in networks. The
proposed model provides high flexibility for the decision maker to determine the
level of throughput and the fairness of flow in the network. The goal of this paper
is to find a less-complex approach to find MMF flow in multi-commodity networks.
An example is presented to illustrate the methodology.

1 Introduction

The basic approach to applyMMF [1] on a problem is to start with the lowest capacity
object of a system to fill with the available resource to its maximum capacity, then
fill the second lowest object to its capacity continuing with the next lowest object
until the available resource ends. MMF insures that the resource is fairly distributed
among the available objects starting with the lower capacity ones. MMF is widely
applied in traffic engineering and load-balancing problems. Internet protocol (IP) is
an extensively studied application using MMF, where the goal is to maximize the
throughput and insure fair distribution of resources. A new approach has not been
proposed, according to our knowledge, tomaximize the throughput of a flow network
and maximize its fairness. A bi-objective model is implemented to optimize the two
objectives in a flow network. The proposed approach to solve the bi-objective model
is to use the ε-constraint method. In the next section, a brief MMF overview from

H. Bin Obaid (B) · T.B. Trafalis
University of Oklahoma, 202 W. Boyd St., Lab 28, Norman, OK 73019, USA
e-mail: hsbinobaid@ou.edu; hsbinobaid@ksu.edu.sa
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4 H. Bin Obaid and T.B. Trafalis

related work is presented. In Sect. 2 the solution approach is discussed. In Sect. 3 a
toy example is presented and the results of the model are discussed with a conclusion
in Sect. 3.

1.1 MMF in Networks

The early development of the MMF approach in networks appeared in 1974 and
is based on lexicographic maximization [2]. MMF is commonly applied to multi-
commodity flow networks and is used for internet protocol (IP) throughput opti-
mization. There has been a number of research papers in this field, such as [3–6].
Although the flow in IP network is unsplittable, Multi-Protocol Label Switching
(MPLS) technology allows the flow in IP to be splitted among different paths. This
technology enables us to design a more relaxed model by not forcing the flow to
be routed through one path, which reduces the complexity of solving this problem.
The most common approach to apply MMF on multi-commodity flow networks is to
solve an LP model a number of times depending on the size of the network [1, 7, 8].
The constraints are classified into two sets: non-blocking constraints and blocking
constraints. The blocking constraints set is initialized to be empty. Then an LP is
solved until a blocking constraint is found, then the constraint is moved from the
non-blocking constraints set to the blocking set until an empty set of non-blocking
constraints is reached. This process is computationally demanding for very large net-
works due to the approach of identifying the blocking constraints in each iteration.
The approach to identify the blocking constraints is by using the strict complemen-
tary slackness. The constraint is blocking if it is binding which leads to a zero slack
value. A positive value of the corresponding dual variable is used as an indicator of a
blocking constraint. However, this condition is unnecessary but insures convergence.
It indicates that not all blocking constraints in one iteration can be identified, and we
call that degeneracy. This leads to a higher number of iterations to find theMMF flow
in the network. In [7], the authors proposed another approach called binary search
that reduces the number of iterations to identify the blocking constraints. Another
method to find MMF in [9] is by the polyhedral approach. Geometry is used to
find MMF in networks, where the number of commodities represents the number of
dimensions of the polyhedron. Changing the flow of one commodity would result
in change of flow for other commodities sharing the same capacity of the network
forming a polyhedron. The MMF flow point in the polyhedron can be located by
maximizing the distance between the point and the zero axes for each commodity.
The drawbacks of this approach is that the routing path for each commodity has to
be predefined to identify the right-hand side values of the constraints, and the model
is solved iteratively which can lead to high computational time. For the polyhedral
approach, there is no efficient model that has been developed yet to find the MMF
flow on the network.

In this paper, the overall number of iterations is considerably reduced leading to
an efficient approach to find MMF flow for larger networks.

arubchinsky@yahoo.com



Linear Max-Min Fairness in Multi-commodity Flow Networks 5

2 Solution Methodology

Given the network N, described through the graph G = (V, E) with the set of nodes
V and set of directed arcs E. Each arc e ∈ E, where e = (i, j) and i, j ∈ V. s, t ∈ V
where s is a supply node and t is a terminal node. S is the supply node set, and T is
the terminal node set where s ∈ S and t ∈ to T. The model is composed of hard and
soft constraints since a goal programming approach is used. The set of constraints
(1) are known to be the flow conservation constraint, where xki j is the commodity
flow k from node i to node j. If the incoming flow is greater than the outgoing flow at
node i, then node i is a source node. If the outgoing flow is greater than the incoming
flow at node i, then node i is a source node. If the incoming and outgoing flows are
equal at node i, the node i is a transshipment node.

∑

j∈N
xki j − xkj,i =

⎧
⎨

⎩

f ki if i = s,
− f ki if i = t,
0 otherwise.

(1)

With the additional index k, each commodity flows is in a distinct network. However,
the set of capacity constraints (2) link all the commodity flows to one network to
share the same capacity resource. It insures that all the commodity flows pass through
the arc e = (i, j) but do not exceed the capacity of the arc.

∑

k∈K
xki j ≤ Ci j ∀(i, j) ∈ E, k ∈ K (2)

The set of soft constraints (3) provide a way to reduce the difference among the
commodityflows resulting in fair allocationof commodityflows.dkl is the deviational
variable of commodity flow k compared with commodity flow l. These deviational
variables make up the difference between two commodity flows.

∑

i∈S
f ki −

∑

j∈S
f lj + dkl − dlk = 0 ∀k ∈ K (3)

If the deviational variables are minimized to 0, all the commodity flows are equal
and said to be fairly distributed. The sum of commodity flows

∑
i∈S f ki appears in the

case of having multiple source nodes. The set of constraints (4) are the nonnegativity
constraints.

xki j , f ki , dkl ≥ 0 ∀(i, j) ∈ E, i ∈ V, k ∈ K (4)

The first objective (5) is to maximize the overall flow to utilize the available
capacity resources. Maximizing the first objective does not lead to a fair distribution
of flow. However, maximizing the flow as a first step is useful to adjust the value of
ε when the first objective is set as a constraint. When the first objective is set as a
constraint using the ε-constraint method, the sum of deviations is minimized in the
second objective (6).

arubchinsky@yahoo.com



6 H. Bin Obaid and T.B. Trafalis

Max Z1 =
∑

i∈N ,k∈K
f ki (5)

Min Z2 =
∑

k,l∈K
dkl (6)

The decision maker then decides what level of fairness is desired considering the
tradeoff between fairness and total flow.

2.1 MMF in Networks

Let us consider the simple example of a network (N1) in [1] where we have three
routers A, B, and C and three links AB, BC, and AC with capacities 2MB/s, 3MB/s,
and 1MB/s respectively. If the flow is maximized, the resulting flow is illustrated in
Fig. 1a. The total throughput is 6.

The value of the maximum flow is determined. The next step is to set the first
objective (5) as a constraint using the ε-constraint method.

Fig. 1 The result when maximizing the overall throughput. When maximizing the overall flow, the
deviation is maximum resulting in unfair distributution of commodity flows as seen in (a). If the
overall flow is reduced to 5.5, the deviation is reduced resulting in MMF solution in (b). If the flow
is reduced below 5.5, the network is not utilized as seen in (c) and (d)
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Table 1 Summary of the results using different values of ε

Min Z =
∑

k,l∈K
dkl (7)

s.t.

∑

i∈N ,k∈K
f ki ≥ ε (8)

∑

j∈N
xki j − xkj,i =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

f ki if i = s,

− f ki if i = t,

0 otherwise.

(9)

∑

k∈K
xki j ≤ Ci j ∀(i, j) ∈ E, k ∈ K (10)

∑

i∈S
f ki −

∑

j∈S
f lj + dkl − dlk = 0 ∀k ∈ K (11)

xki j , f ki , dkl ≥ 0 ∀(i, j) ∈ E, i ∈ V, k ∈ K (12)

When the ε value is set to 6, the maximum flow in this case, the minimum sum
of deviations obtained is 4. If ε is reduced to 5.5, the minimum sum of deviations
resulted is 2 as shown in Fig. 1b. However, the minimum sum of deviations becomes
1 if we set ε to 5, but the set of capacity constraints (10) are no longer binding,
which indicates that the capacity resource is not fully utilized. Table1 summarizes
the results of the tested example. The deviation can be minimized to zero if the ε

value is set to 4.5, resulting in equal flows for all commodities with some nonbinding
capacity constraints as seen in Fig. 1c, d.

We can observe the results in Table1, where the sum of deviational variables
decreases as the ε value decreases. Reducing the flow reduces the congestion resulted
from the competing commodities trying to reach to their destinations resulting in
giving space for sharing as seen in the example above. In Fig. 2, there are infinite
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nondominated solutions creating a Pareto front creating a convex objective space.
Additionally, this proposed approach requires less computational time and provides
high flexibility in terms of decision-making. This problem is solved in a polynomial
time [10].

If the value of ε is continuous, the resulting Pareto front can be observed in Fig. 3.
It can be noticed that the slope is different in the intervals [4.5, 5.5) and (5.5, 6].
The most attractive value of ε is 5.5, which is the value we would obtain if the
MMF algorithm was used [1]. The reason that 5.5 is the most attractive value is
because it gains the most of the two competing objectives. Rationally, if the ε value
is decreased below the value 5.5, the gain in fairness is not substantial compared to
the gain acquired by creating space for sharing.

The proposed algorithm is applied on a random network with 26 nodes, 83 links,
and 109 commodities. The results can be observed in Fig. 4 showing that the level of
fairness decreases to 0.1 of the maximum deviation when we reduce the overall flow
to 0.6. In Fig. 4, the MMF solution exists with solving the model only several times

Fig. 2 Pareto front for the 4 values of ε

Fig. 3 Pareto front for continuous value of ε
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Fig. 4 Pareto front for continuous value of ε

regardless of the size the network. However, in the future version of this model we
will propose a robust approach to decide which value of ε gives the MMF solution
for any network size.

3 Conclusion

In this paper, a linear max-min fairness (LMMF) approach using goal programming
is proposed. The resulting linear model was described as a bi-objective model where
we maximize the flow as the first objective, and the fairness in flow as the second
objective. A small example from communication networks was used to illustrate
the idea. We can conclude that every network structure affects the behavior of the
Pareto front of the two objectives. In addition, other performance measures will be
included to improve the accuracy when selecting the value of ε. Applying this model
to large-scale networks will be the objective of future research. Robust techniques
to select the ε value will be also explored. Selection of ε is critical in utilizing the
resource capacity of the network. Moreover, another objective is to apply the model
on a variety of application such as is congestion control, traffic engineering, and IP
networks.
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Heuristic for Maximizing Grouping
Efficiency in the Cell Formation Problem

Ilya Bychkov, Mikhail Batsyn and Panos M. Pardalos

Abstract In our paper, we consider the Cell Formation Problem in Group Tech-
nology with grouping efficiency as an objective function. We present a heuristic
approach for obtaining high-quality solutions of the CFP. The suggested heuristic
applies an improvement procedure to obtain solutions with high grouping efficiency.
This procedure is repeated many times for randomly generated cell configurations.
Our computational experiments are performed for popular benchmark instances taken
from the literature with sizes from 10× 20 to 50× 150. Better solutions unknown
before are found for 23 instances of the 24 considered. The preliminary results for
this paper are available in Bychkov et al. (Models, algorithms, and technologies for
network analysis, Springer, NY, vol. 59, pp. 43–69, 2013, [7]).

1 Introduction

Flanders [15] was the first who formulated the main ideas of the group technology.
The notion of the Group Technology was introduced in Russia by [30], though his
work was translated to English only in 1966 [31]. One of the main problems stated by
the Group Technology is the optimal formation of manufacturing cells, i.e., grouping
of machines and parts into cells such that for every machine in a cell the number of
the parts from this cell processed by this machine is maximized and the number of
the parts from other cells processed by this machine is minimized. In other words,
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the intra-cell loading of machines is maximized and simultaneously the inter-cell
movement of parts is minimized. This problem is called the Cell Formation Problem
(CFP). Burbidge [5] suggested his Product Flow Analysis (PFA) approach for the
CFP, and later popularized the Group Technology and the CFP in his book [6].

The CFP is NP-hard since it can be reduced to the clustering problem [16]. That
is why there is a great number of heuristic approaches for solving CFP and almost
no exact ones. The first algorithms for solving the CFP were different clustering
techniques. Array-based clustering methods find rows and columns permutations of
the machine-part matrix in order to form a block-diagonal structure. These meth-
ods include: Bond Energy Algorithm (BEA) of [29], Rank Order Clustering (ROC)
algorithm by [20], its improved version ROC2 by [21], Direct Clustering Algorithm
(DCA) of [12], Modified Rank Order Clustering (MODROC) algorithm by [9], the
Close Neighbor Algorithm (CAN) by [4]. Hierarchical clustering methods at first
form several big cells, then divide each cell into smaller ones and so on gradually
improving the value of the objective function. The most well-known methods are
Single Linkage [28], Average Linkage [39], and Complete Linkage [32] algorithms.
Nonhierarchical clustering methods are iterative approaches which start from some
initial partition and improve it iteratively. The two most successful are GRAFICS
algorithm by [41] and ZODIAC algorithm by [10]. A number ofworks considered the
CFP as a graph partitioning problem, where machines are vertices of a graph. [37]
used clique partitioning of the machines graph. Askin and Chiu [2] implemented
a heuristic partitioning algorithm to solve CFP. Ng [35, 36] suggested an algo-
rithm based on the minimum spanning tree problem. Mathematical programming
approaches are also very popular for the CFP. Since the objective function of the
CFP is rather complicated from the mathematical programming point of view most
of the researchers use some approximation model which is then solved exactly for
small instances and heuristically for large. [25] formulated CFP via p-median model
and solved several small size CFP instances, [40] used Generalized Assignment
Problem as an approximation model, [44] proposed a simplified p-median model
for solving large CFP instances, [22] applied minimum k-cut problem to the CFP,
[17] used p-median approximation model and solved it exactly by means of their
pseudo-boolean approach including large CFP instances up to 50× 150 instance.
A number of meta-heuristics have been applied recently to the CFP. Most of these
approaches can be related to genetic, simulated annealing, Tabu search, and neural
networks algorithms. Among them are works such as: [18, 26, 27, 45–47].

Our heuristic algorithm is based on sequential improvements of the solution. We
modify the cell configuration by enlarging one cell and reducing another. The basic
procedure of the algorithm has the following steps:

1. Generate a random cell configuration.
2. Improve the initial solution moving one row or column from one cell to another

until the grouping efficiency is increasing.
3. Repeat steps 1–2 a predefined number of times (we use 2000 times for computa-

tional experiments in this paper).

The paper is organized as follows. In the next section, we provide the Cell For-
mation Problem formulation. In Sect. 3 we present our improvement heuristic that
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allows us to get good solutions by iterative modifications of cells which lead to
increasing of the objective function. In Sect. 4 we report our computational results
and Sect. 5 concludes the paper with a short summary.

2 The Cell Formation Problem

The CFP consists in an optimal grouping of the given machines and parts into cells.
The input for this problem is given by m machines, p parts, and a rectangular
machine-part incidence matrix A = [ai j ], where ai j = 1 if part j is processed on
machine i . The objective is to find an optimal number and configuration of rectan-
gular cells (diagonal blocks in the machine-part matrix) and optimal grouping of
rows (machines) and columns (parts) into these cells such that the number of zeros
inside the chosen cells (voids) and the number of ones outside these cells (exceptions)
are minimized. A concrete combination of rectangular cells in a solution (diagonal
blocks in the machine-part matrix) we will call a cells configuration. Since it is usu-
ally not possible to minimize these two values simultaneously there have appeared
a number of compound criteria trying to join it into one objective function. Some of
them are presented below.

For example, we are given the machine-part matrix [43] shown in Table1. Two
different solutions for this CFP are shown in Tables2 and 3. The left solution is better
because it has less voids (3 against 4) and exceptions (4 against 5) than the right one.
But one of its cells is a singleton—a cell which has less than two machines or parts.

Table 1 Machine-part 5× 7 matrix from [43]

p1 p2 p3 p4 p5 p6 p7
m1 1 0 0 0 1 1 1

m2 0 1 1 1 1 0 0

m3 0 0 1 1 1 1 0

m4 1 1 1 1 0 0 0

m5 0 1 0 1 1 1 0

Table 2 Solution with singletons

p7 p6 p1 p5 p3 p2 p4
m1 1 1 1 1 0 0 0

m4 0 0 1 0 1 1 1

m3 0 1 0 1 1 0 1

m2 0 0 0 1 1 1 1

m5 0 1 0 1 0 1 1
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Table 3 Solution without singletons

p7 p1 p6 p5 p4 p3 p2
m1 1 1 1 1 0 0 0

m4 0 1 0 0 1 1 1

m2 0 0 0 1 1 1 1

m3 0 0 1 1 1 1 0

m5 0 0 1 1 1 0 1

In some CFP formulations singletons are not allowed, so in this case this solution is
not feasible. In this paper, we consider both the cases (with allowed singletons and
with not allowed) andwhen there is a solution with singletons found by the suggested
heuristic better than without singletons we present both the solutions.

There are a number of different objective functions used for theCFP.The following
four functions are the most widely used:

1. Grouping efficiency suggested by [11]:

η = qη1 + (1 − q)η2, (1)

where

η1 = n1 − nout1

n1 − nout1 + nin0
= nin1

nin
,

η2 = mp − n1 − nin0
mp − n1 − nin0 + nout1

= nout0

nout
,

η1—a ratio showing the intra-cell loading of machines (or the ratio of the number
of ones in cells to the total number of elements in cells).
η2—a ratio inverse to the inter-cell movement of parts (or the ratio of the number
of zeroes out of cells to the total number of elements out of cells).
q—a coefficient (0 ≤ q ≤ 1) reflecting the weights of the machine loading and
the inter-cell movement in the objective function. It is usually taken equal to 1

2 ,
which means that it is equally important to maximize the machine loading and
minimize the inter-cell movement.
n1—a number of ones in the machine-part matrix,
n0—a number of zeroes in the machine-part matrix,
nin—a number of elements inside the cells,
nout—a number of elements outside the cells,
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nin1 —a number of ones inside the cells,
nout1 —a number of ones outside the cells,
nin0 —a number of zeroes inside the cells,
nout0 —a number of zeroes outside the cells.

2. Grouping efficacy suggested by [23]:

τ = n1 − nout1

n1 + nin0
= nin1

n1 + nin0
(2)

3. Group Capability Index (GCI) suggested by [19]:

GC I = 1 − nout1

n1
= n1 − nout1

n1
(3)

4. Number of exceptions (ones outside cells) and voids (zeroes inside cells):

E + V = nout1 + nin0 (4)

The values of these objective functions for the solutions in Tables2 and 3 are shown
below.

η = 1

2
· 16
19

+ 1

2
· 12
16

≈ 79.60% η = 1

2
· 15
19

+ 1

2
· 11
16

≈ 73.85%

τ = 20 − 4

20 + 3
≈ 69.57% τ = 20 − 5

20 + 4
≈ 62.50%

GC I = 20 − 4

20
≈ 80.00% GC I = 20 − 5

20
≈ 75.00%

E + V = 4 + 3 = 7 E + V = 5 + 4 = 9

In this paper, we use the grouping efficiencymeasure and compare our computational
results with the results of [17, 47].

The mathematical programming model of the CFP with the grouping efficiency
objective function can be described using boolean variables xik and y jk . Variable xik
takes value 1 if machine i belongs to cell k and takes value 0 otherwise. Similarly
variable y jk takes value 1 if part j belongs to cell k and takes value 0 otherwise.
Machines index i takes values from 1 to m and parts index j - from 1 to p. Cells
index k takes values from 1 to c = min(m, p) because every cell should contain
at least one machine and one part, and so the number of cells cannot be greater
than m and p. Note, that if a CFP solution has n cells then for k from n + 1 to c all
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variables xik, y jk will be zero in this model. So, we can consider that the CFP solution
always has c cells, but some of them can be empty. The mathematical programming
formulation is as follows:

max

(
nin1
2nin

+ nout0

2nout

)
(5)

where

nin =
c∑

k=1

m∑
i=1

p∑
j=1

xik y jk, nout = mp − nin

nin1 =
c∑

k=1

m∑
i=1

p∑
j=1

ai j xik y jk, nout0 = n0 − (nin − nin1 )

subject to

c∑
k=1

xik = 1 ∀i ∈ 1, ...,m (6)

c∑
k=1

y jk = 1 ∀ j ∈ 1, ..., p (7)

m∑
i=1

p∑
j=1

xik y jk ≥
m∑
i=1

xik ∀k ∈ 1, ..., c (8)

m∑
i=1

p∑
j=1

xik y jk ≥
p∑

j=1

y jk ∀k ∈ 1, ..., c (9)

xik ∈ {0, 1} ∀i ∈ 1, ...,m (10)

y jk ∈ {0, 1} ∀ j ∈ 1, ..., p (11)

The objective function (5) is the grouping efficiency in this model. Constraints (6)
and (7) impose that every machine and every part belongs to some cell. Constraints
(8) and (9) guarantee that every nonempty cell contains at least one machine and one
part. Note that if singleton cells are not allowed then the right sides of inequalities
(8) and (9) should have a coefficient of 2. All these constraints can be linearized in a
standard way, but the objective function will still be fractional. That is why the exact
solution of this problem presents considerable difficulties.
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A cells configuration in the mathematical model is described by the number of
machines mk and parts pk in every cell k.

mk =
m∑
i=1

xik, pk =
p∑

j=1

y jk

It is easy to see that when a cells configuration is fixed all the optimization criteria
(1)–(4) become equivalent (Proposition1).

Proposition 1 If a cells configuration is fixed then objective functions (1)–(4): η, τ ,
GC I , E + V become equivalent and reach the optimal value on the same solutions.

Proof When a cells configuration is fixed the following values are constant: mk, pk .
The values of n1 and n0 are always constant. The values of nin and nout are constant
sincenin = ∑c

k=1 mk pk andnout = mp − nin . So, ifwemaximize the number of ones
inside the cells nin1 then simultaneously nin0 = nin − nin1 is minimized, nout0 = n0 −
nin0 is maximized, and nout1 = n1 − nin1 is minimized. This means that the grouping

efficiency η = q nin1
nin + (1 − q)

nout0
nout is maximized, the grouping efficacy τ = nin1

n1+nin0
is

maximized, the grouping capability index GC I = 1 − nout1
n1

is maximized, and the

number of exceptions plus voids E + V = nout1 + nin0 is minimized simultaneously
on the same optimal solution. �

3 Algorithm Description

The main function of our heuristic is presented by algorithm 1.

Algorithm 1Main function
function Solve( )

FindOptimalCellRange(MinCells, MaxCells)
Con f igsNumber = 2000
AllCon f igs = GenerateConfigs(MinCells, MaxCells,Con f igsNumber )
return CMHeuristic(AllCon f igs)

end function

Firstwe callFindOptimalCellRange(MinCells, MaxCells) function that returns
a potentially optimal range of cells - fromMinCells toMaxCells. Then these values
andCon f igsNumber (the number of cell configurations to be generated) are passed
to GenerateConfigs(MinCells, MaxCells,Con f igsNumber ) function which
generates random cell configurations. The generated configurations AllCon f igs are
passed to CMHeuristic(AllCon f igs) function which finds a high-quality solution
for every cell configuration and then chooses the solution with the greatest efficiency
value.
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Algorithm 2 Procedure for finding the optimal cell range
function FindOptimalCellRange( MinCells, MaxCells)

if (m > p) then
minDimension = p

else
minDimension = m

end if
Con f igsNumber = 500
Con f igs = GenerateConfigs(2,minDimension,Con f igsNumber )
Solution = CMHeuristic(Con f igs)
BestCells = GetCellsNumber(Solution)
MinCells = BestCells - [minDimension * 0,1 ] � [ ] - integer part
MaxCells = BestCells + [minDimension * 0,1 ]

end function

In function FindOptimalCellRange(MinCells, MaxCells) (Algorithm 2) we
look over all the possible number of cells from 2 to maximal possible number
of cells which is equal to min(m, p). For every number of cells in this interval,
we generate a fixed number of configurations (we use 500 in this paper) call-
ing GenerateConfigs(2,minDimension,Con f igsNumber ) and then use our
CMHeuristic(Con f igs) to obtain a potentially optimal number of cells. But we
consider not only one number of cells but together with its 10%-neighborhood
[MinCells, MaxCells].

Algorithm 3 Configurations generation
function GenerateConfigs(MinCells, MaxCells,Con f igsNumber )

Con f igs = ∅
for cells = MinCell, MaxCells do

Generated = GenerateConfigs(cells,Con f igsNumber)
Con f igs = Con f igs ∪ Generated
return Con f igs

end for
end function

FunctionGenerateConfigs(MinCells, MaxCells,Con f igsNumber ) (Algo-
rithm 3) returns a set of randomly generated cell configurations with a number
of cells ranging from MinCells to MaxCells. We call GenerateConfigsUni-
form(cells, Con f igsNumber ) function which randomly selects with uniform dis-
tributionCon f igsNumber configurations from all possible cell configurations with
the specified number of cells. Note that mathematically a cell configuration with k
cells can be represented as an integer partition of m and p values into sums of k
summands. We form a set of configurations for every number of cells and then join
them.
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Algorithm 4 CMHeuristic
function CMHeuristic(Con f igs)

Best = 0
for all con f ig ∈ Con f igs do

Solution = ImproveSolution(con f ig)
if Solution > Best then

Best = Solution
end if

end for
return Best

end function

Function CMHeuristic(Configs) (Algorithm 4) gets a set of cell configurations
and for each configuration runs an improvement algorithm to obtain a good solution.
A solution includes a permuted machine-part matrix, a cell configuration, and the
corresponding grouping efficiency value. The function chooses the best solution and
returns it.

Improvement procedure ImproveSolution(con f ig, ηcurrent ) (Algorithm 5)
works as follows. We consider all the machines and the parts in order to know if
there is a machine or a part that we can move to another cell and improve the current
efficiency ηcurrent . First we consider moving of every part on all other cells and com-
pute how the efficiency value changes. Here ηpart,cell is the efficiency of the current
solution where the part with index part is moved to the cell with index cell. This
operation is performed for all the parts and the part with the maximum increase in
efficiencyΔparts is chosen. Then we repeat the same operations for all the machines.
Finally, we compare the best part movement and the best machine movement and
choose the one with the highest efficiency. This procedure is performed until any
improvement is possible and after that we get the final solution.

The main idea of ImproveSolution(con f ig, ηcurrent ) is illustrated on [39]
instance 8× 12 (Table4). To compute the grouping efficiency for this solution, we
need to know the number of ones inside cells nin1 , the total number of elements inside

Table 4 [39] instance 8× 12

1 2 3 4 5 6 7 8 9 10 11 12

1 1 1 1 1 0 0 0 0 0 0 0 0

2 1 0 1 1 1 1 1 0 0 1 0 0

3 0 0 1 1 1 1 1 1 1 0 0 0

4 0 0 0 0 0 1 1 1 1 1 0 0

5 0 0 0 0 0 0 1 1 1 1 0 0

6 0 0 0 0 0 0 1 1 1 0 1 0

7 0 0 0 0 0 0 0 0 0 0 1 1

8 0 0 0 0 0 0 0 0 0 0 1 1
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Algorithm 5 Solution improvement procedure
function ImproveSolution(con f ig, ηcurrent )

ηcurrent = GroupingEfficiency(config)
repeat

Part From = 0
PartT o = 0
for part = 1, partsNumber do

for cell = 1, cellsNumber do
if (ηpart,cell > ηcurrent ) then

Δparts = (ηpart,cell − ηcurrent )

Part From = Get PartCell(part)
PartT o = cell

end if
end for

end for
MachineFrom = 0
MachineT o = 0
for machine = 1,machinesNumber do

for cell = 1, cellsNumber do
if (ηmachine,cell > ηcurrent ) then

Δmachines = (ηmachine,cell − ηcurrent )

MachineFrom = GetMachineCell(machine)
MachineT o = cell

end if
end for

end for
if Δparts > Δmachines then

MovePart(Part From, PartT o)
else

MoveMachine(MachineFrom, MachineT o)
end if

until Δ > 0
end function

cells nin , the number of zeros outside cells nout0 , and the number of elements outside
cells nout . The grouping efficiency is then calculated by the following formula:

η = q · n
in
1

nin
+ (1 − q) · n

out
0

nout
= 1

2
· 20
33

+ 1

2
· 48
63

≈ 68.4%

Looking at this solution (Table4) we can conclude that it is possible, for example,
to move part 4 from the second cell to the first one. And this way, the number of
zeros inside cells decreases by 3 and the number of ones outside cells also decreases
by 4. So, it is profitable to attach column 4 to the first cell as it is shown on Table5.
For the modified cells configuration we have:

η = 1

2
· 23
33

+ 1

2
· 51
63

≈ 75.32%
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Table 5 Moving part 4 from cell 2 to cell 1

1 2 3 4 5 6 7 8 9 10 11 12

1 1 1 1 1 0 0 0 0 0 0 0 0

2 1 0 1 1 1 1 1 0 0 1 0 0

3 0 0 1 1 1 1 1 1 1 0 0 0

4 0 0 0 0 0 1 1 1 1 1 0 0

5 0 0 0 0 0 0 1 1 1 1 0 0

6 0 0 0 0 0 0 1 1 1 0 1 0

7 0 0 0 0 0 0 0 0 0 0 1 1

8 0 0 0 0 0 0 0 0 0 0 1 1

Table 6 Maximal efficiency increase for each row

1 2 3 4 5 6 7 8 9 10 11 12

1 1 1 1 1 0 0 0 0 0 0 0 0 −6.94%

2 1 0 1 1 1 1 1 0 0 1 0 0 +1.32%

3 0 0 1 1 1 1 1 1 1 0 0 0 +7.99%

4 0 0 0 0 0 1 1 1 1 1 0 0 −0.07%

5 0 0 0 0 0 0 1 1 1 1 0 0 +0.77%

6 0 0 0 0 0 0 1 1 1 0 1 0 +0.77%

7 0 0 0 0 0 0 0 0 0 0 1 1 −4.62%

8 0 0 0 0 0 0 0 0 0 0 1 1 −4.62%

As a result the efficiency is increased almost for 7%. Computational results show
that using such modifications could considerably improve the solution. The idea is
to compute an increase in efficiency for each column and row when it is moved
to another cell and then perform the modification corresponding to the maximal
increase. For example, Table6 shows the maximal possible increase in efficiency for
every row when it is moved to another cell.

4 Computational Results

In all the experiments for determining a potentially optimal range of cells we use
500 random cell configurations for each cells number, and for obtaining the final
solution we use 2000 random configurations. An Intel Core i7 machine with 2.20
GHz CPU and 8.00 Gb of memory is used in our experiments. We run our heuristic
on 24 CFP benchmark instances taken from the literature. The sizes of the considered
problems vary from 10× 20 to 50× 150. The computational results are presented in
Table7. For every instance wemake 50 algorithm runs and report minimum, average,
and maximum value of the grouping efficiency obtained by the suggested heuristic
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over these 50 runs. We compare our results with the best known values taken from
[3, 17]. We have found better solutions unknown before for 23 instances of the 24
considered. For CFP instance 6, we have found the same optimal solution with 100%
of grouping efficiency as in [17]. For CFP instance 1 the solution of [17] has some
mistake. For this instance having a small size of 10× 20 it can be proved that our
solution is the global optimum applying an exact approach [14] for the grouping
efficiency objective and all the possible number of cells from 1 to 10.

5 Concluding Remarks

In this paper, we present a new heuristic algorithm for solving the CFP. The high
quality of the solutions is achieved due to the enumeration of different numbers
of cells and different cell configurations and applying our improvement procedure.
Since the suggested heuristic works fast (the solution for one cell configuration is
achieved in severalmilliseconds for any instance from10× 20 to 50× 150),we apply
it for thousands of different configurations. Thus a big variety of good solutions is
covered by the algorithm and the best of them has high grouping efficiency.

Acknowledgements This work was conducted at the Laboratory of Algorithms and Technologies
for Network Analysis of National Research University Higher School of Economics and partly
supported by RSF 14-41-00039 grant.
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Efficient Methods of Multicriterial
Optimization Based on the Intensive
Use of Search Information

Victor Gergel and Evgeny Kozinov

Abstract In this paper, an efficient approach for solving complexmulticriterial opti-
mization problems is proposed. For the problems being solved, the optimality criteria
may be multiextremal ones, and calculating the criteria values may require a large
amount of computations. The proposed approach is based on reducing multicrite-
rial problems to nonlinear programming problems via the minimax convolution of
the partial criteria, reducing dimensionality by using Peano evolvents, and applying
efficient information-statistical global optimization methods. The new contribution
is that all the search information obtained in the course of optimization is used to
find each current Pareto-optimal solution. The results of the computational experi-
ments show that the proposed approach essentially reduces the computational costs
of solving multicriterial optimization problems (by tens and hundreds of times).

1 Introduction

Multicriterial optimization (MCO) problems are the subject of intense research and
are widely used in applications. The practical demand stimulates extensive research
in the field of MCO problems—see, for example, monographs [3, 5, 20, 22, 24] and
reviews of the scientific and practical results [6, 8, 17, 21, 23, 28, 34]. As a result, a
great number of efficient methods for solving MCO problems have been proposed,
and the solutions to many practical problems have been reported.

Possible contradictions between the partial efficiency criteria are meaningful
issues with multicriterial optimization problems. As a result, finding the optimal
(best) values for all partial criteria simultaneously is impossible. As a rule, improv-
ing the efficiency with respect to some partial criteria results in the reduced quality
of chosen solutions with respect to other criteria. In these situations, solving a MCO
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28 V. Gergel and E. Kozinov

problem consists in finding some compromise solutions, for which the obtained val-
ues are coordinated with respect to partial criteria. It is worth noting that the concept
of an expedient compromise may change during the course of computations, which
may require finding several different compromise solutions.

This work is dedicated to solving MCO problems which are used to describe
decision-making problems for designing complex engineered devices and systems.
In such applications, the partial criteria may take a complex multiextremal form,
and the computations of the criteria values are computationally expensive proce-
dures as a rule. In these conditions, finding even one compromise solution requires
a significant number of computations, whereas determining several Pareto-efficient
solutions (or the entire set of them) becomes a challenging problem. In order to
overcome this problem, maximizing the use of search information obtained during
the course of computations is proposed. Within this approach, finding every next
compromise solution requires fewer and fewer computations down to executing just
a few iterations to find the next efficient solution.

This article is organized as follows. In Sect. 2, the multicriterial optimization
problem statement is given. In Sect. 3, the basics of the approach are presented,
namely reducing multicriterial problems to nonlinear programming problems using
the minimax convolution of partial criteria, and reducing dimensionality using
Peano evolvents. In Sect. 4, the multidimensional generalized global search algo-
rithm is described for solving the reduced scalar nonlinear programming problems
is described, and issues are discussed regarding the reuse of search information
obtained during the course of computations. Section5 includes results from compu-
tational experiments. In the Conclusion, the obtained results are discussed, and the
main areas for further investigation are presented.

2 Problem Statement

A multicriterial optimization (MCO) problem can be defined as follows:

f (y) = ( f1(y), f2(y), . . . , fs(y)) → min, y ∈ D, (1)

where:

• y = (y1, y2, . . . , yN ) is the vector of varied parameters,
• N is the dimensionality of the multicriterial optimization problem being solved,
• D is the search domain being an N -dimensional hyperparallelepiped

D = {y ∈ RN : ai ≤ yi ≤ bi , 1 ≤ i ≤ N }
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at a given boundary of vectors a and b. Without any loss of generality, the partial
criteria values in problem (1) are supposed to be non-negative, and reducing these
corresponds to an increase in the efficiency of the considered solutions y ∈ D.

The partial criteria in MCO problem (1) are usually contradictory, and there is no
solution y ∈ D that provides optimal values for all criteria simultaneously. In these
cases, such solutions y∗ ∈ D are considered to be the solutions of theMCO problem,
for which the values of any particular criteria cannot be improved without reducing
the efficiency with respect to other criteria. Such un-improvable solutions are called
efficientorPareto-optimal.Any efficient solution canbe considered apartial solution,
whereas the set of all un-improvable solutions is the complete solution of the MCO
problem.

Asmentioned above, in this work, problem (1)will be applied to themost complex
decision-making problems, for which the partial criteria fi (y), 1 ≤ i ≤ s, can be
multiextremal, and obtaining criteria values at the points of the search domain y ∈ D
may require a considerable number of computations. Let us also assume that the
partial criteria fi (y), 1 ≤ i ≤ s, satisfy the Lipschitz condition

| fi (y′) − fi (y
′′)| ≤ Li‖y′ − y′′‖, y′, y′′ ∈ D, 1 ≤ i ≤ s. (2)

where Li is the Lipschitz constant for the criterion fi (y), 1 ≤ i ≤ s.
It is important to note that the feasibility of the Lipschitz condition fits practical

applications well—at small variations in the parameter y ∈ D, the corresponding
changes of the partial criteria values are limited as a rule.

3 The Basics of the Approach

3.1 Methods of Solving the Multicriterial
Optimization Problems

Multicriterial optimization is a field of intensive scientific investigations. Among the
approaches developed for solving MCO problems, one can select a lexicographical
optimization method where the criteria are arranged in a certain way according to
their importance, and the optimization of partial criteria is performed step by step
as the level of importance decreases—see, for example, [3]. Interactive methods
[2, 21] represent another approach where the researcher (decision maker, DM) is
involved in the process of choosing solutions. Another extensively developed area is
the development of evolutionary algorithms based on the imitation of certain natural
phenomena for applying them to solving MCO problems [2, 4, 31, 33].
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30 V. Gergel and E. Kozinov

The scalarization approach, in which some convolutionmethods of a set of partial
criteria fi (y), 1 ≤ i ≤ s, are applied to an integrated scalar functional F(λ, y), is
an extensively developed area for solving MCO problems—see, for example [5,
6]. Such an approach reduces the solution of problem (1) to solving a nonlinear
programming problem

min F(λ, y), y ∈ D (3)

where λ = (λ1, λ2, . . . , λs) is a vector of coefficients used to construct integrated
scalar criterion. As part of this approach, a wide set of scalarization methods have
been proposed for partial criteria. From among them, one can select various kinds
of convolution, including the additive, minimax, and multiplicative schemes.

Various methods for defining the preferred solutions, which should be obtained
as a result of solving MCO problems, can also lead to scalar criterion. Among such
approaches are methods for seeking solutions which are closest to the ideal or to
compromise solutions or to existing prototypes, etc. More detailed consideration of
this approach in given, for example, in [5, 21, 24].

The coefficients λ from (3), used in the approaches listed above, are often the
requirements for an expedient compromise combination of the partial criteria. Thus,
for example, the scalar criterion in the minimax convolution is defined as

F(λ, y) = max
1≤i≤s

λi fi (y) (4)

where the coefficients λi , 1 ≤ i ≤ s should be non-negative, and their sum should
be balanced to the unit value:

s∑

i=1

λi = 1, λi ≥ 0, 1 ≤ i ≤ s.

The necessity and sufficiency of this approach to solving MCO problems is one
of the main properties of the minimax convolution scheme: the results of minimizing
F(λ, y) lead to obtaining efficient solutions1 to MCO problems, and, vice versa, any
efficient solution of the MCO problem can be obtained as a result of minimizing
F(λ, y) at the corresponding values of the convolution coefficients λi , 1 ≤ i ≤ s—
see, for example, [21].

The coefficients λi , 1 ≤ i ≤ s in (4) can be considered indicators of the impor-
tance of the partial criteria—the greater the value of coefficient λi for some partial
criterion, the greater the contribution of this partial criterion to the integrated scalar
criterion F(λ, y). Therefore, a method for solving MCO problems where the com-
promise solution sought is determined during the course of several stages performed
sequentially. At every stage, the researcher (decision maker) specifies the desired

1More precisely, the minimization of F(λ, y) can lead to obtaining weakly efficient solutions (the
set of weakly efficient solutions includes the Pareto domain). The situation can be corrected by
adding an additional correcting element into (4)—see, for example, [21].
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values of the importance coefficients λi , 1 ≤ i ≤ s then problem (4) formulated in
this way is solved. After that, the researcher analyzes the efficient solutions obtained
and corrects the specified coefficients λi , 1 ≤ i ≤ s if necessary. Such a multistep
method corresponds to the practice of decision-making for compromise solutions
in complex optimization problems. The possibility of determining several efficient
solutions (or an entire set) at a reasonable computation cost becomes a key issue in
solving complex multicriterial optimization problems.

3.2 Dimensionality Reduction

In the general case, finding numerical estimates for globally optimized solutions
implies generating coverage of the search domain D—see, for example, [7, 9, 18,
19, 25, 32, 35, 36]. As a result, the computational costs of solving global optimiza-
tion problems are very high, even with a relatively low number of varied parame-
ters (the dimensionality of the problem). A considerable decrease in the number of
computations can be achieved if the computing grids obtained when covering the
search domain are non-uniform, when the optimization points are only denser in
close proximity to the globally optimized solutions. The constricting of such eco-
nomic non-uniform coverages considerably complicates the computational schemes
of global optimizationmethods. One possible way to reduce this complexity involves
using various dimensionality reduction methods [25, 27, 29, 30].

Within the framework of the information-statistical theory of global optimization,
Peano curves or evolvents y(x) mapping the interval [0, 1] onto the N -dimensional
hypercube D unambiguously are used for dimensionality reduction—see, for exam-
ple [27, 29, 30]. As a result of this reduction, the initial multidimensional global
optimization problem (4) is reduced to a one-dimensional problem:

F(λ, y(x∗)) = min{F(λ, y(x)) : x ∈ [0, 1]}. (5)

The dimensionality reduction scheme considered associates a multidimensional
problem with a Lipschitzian minimized function with a series of one-dimensional
problems, forwhich the corresponding objective functions satisfy the uniformHölder
condition (see [29, 30]) i.e.

|F(λ, y(x ′)) − F(λ, y(x ′′))| ≤ H |x ′ − x ′′|1/N , x ′, x ′′ ∈ [0, 1], (6)

where the Hölder constant H is defined by the relationship H = 4L
√
N , where L

is the Lipschitz constant of the function F(λ, y), and N is the dimensionality of the
optimization problem (4).

It can be noted that a nested optimization scheme can also be applied for dimen-
sionality reduction—see [1, 11, 12, 30].
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4 An Efficient Method for Solving the Multicriterial
Optimization Problems Based on Reusing Search
Information

The basics of the approach presented in Sect. 3 allow the solution of the MCO prob-
lem (1) to be reduced to solving a series of reduced multiextremal problems (5).
And, therefore, the problem of developing methods for solving the MCO problem is
resolved by the potentially broad application of global search algorithms.

4.1 Method for Solving Global Optimization Problems

It should be pointed thatmultiextremal optimization is an area of extensive research—
the general state of the art is presented, for example, in [9, 18, 19, 25, 30, 32, 35], etc.
Themain results from applying dimensionality reduction using Peano evolvents have
been obtained through the information-statistical theory of global search developed in
[29, 30]. This theory has served as the basis for developing a large number of efficient
methods for multiextremal optimization—see, for example [1, 11–15, 26], etc.

Within the framework of this approach, the Generalized Multidimensional Algo-
rithm of Global Search (GMAGS) [13, 29, 30] forms the basis for the optimization
methods being developed. The general computational scheme of this algorithm can
be presented as follows.

Let us introduce a simpler notation for reduced one-dimensional problems (5) as

φ(x) = F(λ, y(x)) : x ∈ [0, 1]. (7)

The initial iteration of the algorithm is performed at an arbitrary point x1 ∈ (0, 1).
Then, let us assume k, k > 1 global search iterations to be completed. The choice of
the optimization point of the next (k + 1)th iteration is determined by the following
rules.

Rule 1. Renumber the optimization points by the lower indices in the order of
increasing coordinate value

0 = x0 < x1 < · · · < xi < · · · < xk < xk+1 = 1, (8)

the points x0, xk+1 have been introduced additionally for the convenience of fur-
ther explanation, the values of the minimized function z0, zk+1 at these points are
undefined.

Rule 2. Compute the current estimate of the Hölder constant H from (6)

m =
{
rM, M > 0

1, M = 0
, M = max

1≤i≤k

|zi − zi−1|
ρi

(9)
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as the relative difference in the values of the minimized functions φ(x) from (7)
on the set of the points of the executed iterations xi , 1 ≤ i ≤ k from (8). Here and
hereafter �i = (xi − xi−1)

1/N , 1 ≤ i ≤ k + 1. The constant r , r > 1 is the parameter
for the algorithm.

Rule 3. For each interval (xi−1, xi ), 1 ≤ i ≤ k + 1 compute the characteristic
R(i) where

R(i) = �i + (zi−zi−1)
2

m2�i
− 2 (zi+zi−1)

m , 1 < i ≤ k,

R(i) = 2�i − 4 zi
m , i = 1,

R(i) = 2�i − 4 zi−1

m , i = k + 1

(10)

Rule 4. Determine the interval with the maximum characteristic

R(t) = max
1≤i≤k+1

R(i) (11)

Rule 5. Execute a new trial (computing the value of the minimized function φ(x))
at the point xk+1 placed in the interval with the maximum characteristic from (11)

xk+1 = xt+xt−1

2 − sign(zt − zt−1)
1
2r [ |zt−zt−1|

m ]N , 1 < i ≤ k

xk+1 = xt+xt−1

2 , t = 1, t = k + 1.
(12)

The termination condition, by which the trials are terminated, is defined by the
condition

�t < ε, (13)

for the interval t with the maximum characteristic R(t) form (11) and ε > 0 is
the given accuracy of the solution. If the termination condition is not fulfilled, the
iteration number k is incremented by unity, and a new iteration of the global search
is performed.

To clarify the presented algorithm, let us note the following. The concrete form
of the characteristics R(i), 1 ≤ t ≤ k + 1, calculated in (10) have been developed
with the framework of the information-statistical theory of global optimization, and
can be interpreted as some measure of the importance of the intervals with respect
to containing the global minimum point within them. As it can be seen, the charac-
teristics stimulate the selection of new iteration points within the longest intervals
and with the smallest values of the function to be minimized. Then, the scheme for
choosing the interval to execute the next trial described in (11)–(12) becomes clear—
the point of every next iteration of a global search is chosen in the interval in which
the occurrence of the global minimum point is the most probable.

The condition where the presented algorithm converges has been considered, for
example, in [30]. Thus, at a proper estimate of the Hölder constant (m > 22−1/N H ,
m is from (9)) the algorithm converges to all existing global minimum points.
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It is worth noting that the results obtained for GMAGS in this work are applicable
to the majority of multiextremal optimization methods that can be formulated in
accordance with the general characteristic scheme [15]. Moreover, the proposed
approach can be extended efficiently to parallel computations—see, for instance
[13, 30].

4.2 Reusing Search Information to Efficiently Solve
Multicriterial Problems

Solving multicriterial optimization problems may require a large number of com-
putations. The main problem for computation costs consists of the fact that, in gen-
eral, multiextremal problems (5) must be solved several times. The full usage of all
search information obtained during the course of computations could overcome this
problem.

The numerical solution of multicriterial optimization problems usually consists
of successive computations of the partial criteria values f i = f (yi ) at the points
yi , 1 ≤ i ≤ k, of the search domain D (see, for example, the rules of the GMAGS
algorithm). The search information obtained as a result of the computations can be
represented as a set (set of the search information, SSI):

Ωk = {(yi , f i = f (yi ))T : 1 ≤ i ≤ k}. (14)

It is important to note that SSI contains all of the available information on the
optimization problem being solved, and any possible increasing in the efficiency of
the global search can be organized based on the information stored in SSI. Given that,
the size of the search information when solving complex multidimensional problems
may appear to be large enough. However, as a rule, any reduction in the stored data
volume results in executing excess global search iterations.

As a result of scalarizing vector criterion (3) or (4), dimensionality reduction (5),
and the need for the ordered placement of the trial points (see Rule 1 of GMAGS)
SSI is transformed into a set of optimization data (SOD)

Ak = {(xi , zi , li )T : 0 ≤ i ≤ k + 1}, (15)

where

• xi , 0 ≤ i ≤ k + 1 are the reduced points of the executed global search iterations, in
which the criteria values have been computed; the arranged placement of the points
according to Rule 1 of GMAGS is reflected by the use of the lower index, i.e.,

0 = x0 < x1 < · · · < xk+1 = 1;

• zi , 0 ≤ i ≤ k + 1 are the scalar criterion values for the current optimization
problem (5) being solved at the points xi , 0 ≤ i ≤ k + 1, i.e.,
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zi = φ(xi ) = F(λ, y(xi )), 1 ≤ i ≤ k

(the values z0, zk+1, are undefined and are not used in the computations);
• li , 1 ≤ i ≤ k are the global search iterations indices, for which the points xi ,
1 ≤ i ≤ k have been computed; these indices are used to store the correspondence
between the reduced points of the executed iterations and the multidimensional
ones, i.e.,

y j = y(xi ), j = li , 1 ≤ i ≤ k.

In contrast to SSI, the set of optimization data contains the search information
reduced to the current scalar reduced problem (5) being solved. In addition, the
search information in SOD is represented in a form allowing efficient performing of
the global search algorithms. Thus, for example, SODsupports the ordered placement
of iteration points necessary for GMAGS—see Rule 1.

The definition of SSI and SOD has a very crucial impact on the essential reduc-
tion of the computational cost for solving multicriterial optimization problems. The
optimization methods may use SOD to adaptively perform the scheduled search iter-
ations (taking into account the results of previous computations). And, as the main
contribution of the proposed approach, the availability of SSI allows the previous
computations to be recalculated in SOD for the values of the current optimization
problem (5) to be solved without any costly computation of the values for the par-
tial criteria fi (y), 1 ≤ i ≤ s from (1). And, therefore, all search information can be
employed in the ongoing computations—when searching for the next Pareto-optimal
solution, GMAGS can start with optimization data from SOD instead of starting the
computations from scratch. Within this approach, Rule 1 of the GMAGS algorithm
can be formulated as follows:

Rule 1 (updated). Take the iteration points xi , 0 ≤ i ≤ k + 1, and the scalar cri-
terion values zi , 0 ≤ i ≤ k + 1, from SOD (15).

(as can be seen, the iteration points in SOD are placed in order of increasing
coordinate values).

In general, reusing search information requires fewer and fewer computations for
solving each successive optimization problem down to executing just a few iterations
to find the next efficient solutions.

5 Results of Computational Experiments

In this section, the results of computational experiments are presented. In the
beginning, the ability to apply other optimization methods to solving multicriter-
ial optimization problems was estimated. It is worth noting that the comparison of
the methods needed to estimate this possibility should be performed on the opti-
mization problems, the solution upon which the considered approach is oriented
(the criteria can be multiextremal and computationally expensive—see Sect. 2).
As a result, within the framework of the comparison performed, the multicriterial
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optimization methods, which are oriented to simpler MCO problem statements (for
example, with the linear optimality criteria) may not be considered. It should also be
stressed that in this paper, the approach based on scalarizing the vector criterion (see
Sect. 3) is applied. Within this approach, each scalar problem (3) is a multiextremal
optimization. Thus, the problem of comparing multicriterial optimization meth-
ods can be reduced to comparing the global search algorithms. Such comparisons
have been reported in a sufficiently large number of publications—see, for example
[1, 11–15, 26].

The experiments were organized as follows. First of all, a comparison of the
GMAGS algorithm with the DIRECT method [10], which is a widely used global
optimization method, was performed on a large set of multiextremal optimization
problems. Experimental results have shown that GMAGS is more efficient. Based
on these results and on the results of comparing various multiextremal optimiza-
tion methods [1, 11–15, 26] in other experiments, the efficiency evaluation has only
been performed for GMAGS. First, solving bi-criteria univariateMCO problemswas
performed. Then, the experiments for bi-criteria two-dimensional optimization prob-
lems were performed. Finally, experiments for a multicriterial optimization problem
with 10 criteria were conducted.

In the first series of experiments, GMAGS is compared with the DIRECTmethod
[10], which is a well-known global optimizationmethod. The set of the test optimiza-
tion functions consists of the multiextremal functions defined by relationship [14]:

AB =
( ∑7

i=1

∑7
j=1[Ai jai j (y1, y2) + Bi jbi j (y1, y2)]

)2

CD =
( ∑7

i=1

∑7
j=1[Ci jai j (y1, y2) − Di jbi j (y1, y2)]

)2

φ(y1, y2) = −{AB + CD}1/2
(16)

where
ai j (y1, y2) = sin(π iy1) sin(π j y2),
bi j (y1, y2) = cos(π iy1) cos(π j y2)

are defined in the domain 0 ≤ y1, y2 ≤ 1, and the parameters −1 ≤ Ai j , Bi j ,

Ci j , Di j ≤ 1 are independent random numbers distributed uniformly. The minimiza-
tion of such functions arises, for example, in the problem for estimating themaximum
strain on a thin plate (determining its strength) at the transversal loading. The contour
plots of two functions from this family are shown in Fig. 1—one can see that these
types of function are essentially multiextremal.

In order to drawmore substantiated conclusions on the efficiency of the compared
methods, a set of 100 multiextremal problems has been solved.

For GMAGS the reliability parameter r = 3 and the search accuracy ε = 0.01
were used. All 100 problems have been solved with the required accuracy and the
average number of executed optimization iterations is 512. For DIRECT, a search
accuracy ε = 10−6 has been used. In this case 91 problems have been solved and
the average number of executed optimization iteration is 688. With a lower accuracy
ε = 10−2 the number of problems solved was 37.
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Fig. 1 Contour plots of two multiextremal functions from the test optimization problem family

Fig. 2 An example of the test MCO problem: the criteria (a, b), the minimax convolution for
λ1 = λ2 = 0.5 (c), the Pareto domain and the criteria values at the executed optimization iteration
points (d)

Additional results from numerical comparisons of the GMAGS and DIRECT
methods were also presented in [26].

In the next series of experiments, bi-criteria univariate MCO problems, i.e., for
N = 1, s = 2 were solved. Like the criteria for the problems, the multiextremal
functions are defined by the relationships [16]:

φ(x) = A0 +
14∑

i=1

(Ai sin(2iπx) + Bi cos(2iπx)), 0 ≤ x ≤ 1

where the coefficients A0, Ai , Bi , 1 ≤ i ≤ 14 were generated by a random num-
ber generator within the interval [−1, 1]. A graph of the function from such
MCO problems is presented in Fig. 2: the criteria and the minimax convolution for
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λ1 = λ2 = 0.5 are shown in the left panel, and a view of the Pareto domain and the
criteria values at the executed optimization iteration points are shown in the right
panel (the ordinate axis corresponds to the values of the first criterion, the abscissa
axis—to the values of the second criterion).

To optimize the criteria convolution (5), GMAGS presented in Sect. 4 with the
reliability parameter r = 2 and the search accuracy ε = 0.001 has been used. In each
experiment, solving the problem (5) at several values of the convolution coefficients
λ (from 1 up to 50 different values) has been performed both with search information
and without it. The results are presented in Table1.

The results presented here demonstrate that using search information in the exper-
iments allowed the number of optimization iterations to be reduced in the solving
multicriterial optimization problems by 3.2–18.9 times. In addition, as previously
mentioned, solving each subsequent scalar problem (5) in order to find the next
particular solution for the MCO problems requires performing fewer and fewer opti-
mization iterations. For a clear presentation of this key property of the developed
approach, the results of experiments are shown in Table2 separately for the sequence
of groups of solved problems (5); each group includes the scalar problems (5) for
10 values of the convolution coefficients λ (in total, 50 coefficients were selected for
solving the MCO test problem).

The results of the experiments presented in Table2 demonstrate a considerable
reduction in the number of optimization iterations as the amount of obtained infor-
mation increases. Thus, when solving a group of 10 scalar problems (5), starting from
21 convolutions of the partial criteria, only 2–3 optimization iterations are required
until the termination condition is sufficiently fulfilled. The number of optimization
iterations for the group of 41–50 problems was reduced by 448.5 times.

In the following series, experiments were performed to solve bi-criteria two-
dimensional MCO problems, i.e., for N = 2, s = 2. The problems were formed
using the multiextremal functions from (16) according to the rule

fi (y) = ( f1i (y), f2i (y)), 1 ≤ i ≤ 100,

where i , 1 ≤ i ≤ 100 is the serial number of the multicriterial problem, and

f1i (y) = φi (y)

f2i (y) =
{

φi+50(y), 1 ≤ i ≤ 50

φi−50(y), 51 ≤ i ≤ 100

(the lower indices at the functions φi (y) indicate the serial numbers for the multiex-
tremal functions within the family of optimization problems).

The evaluation of the set of the efficient solutions (the Pareto set) necessary
to conduct computational experiments has been performed numerically for each
multicriterial problem being solved by means of scanning all the nodes of a uniform
(within the search domain D) grid with a step of 10−3 in each coordinate (i.e., the
grid had 1 million nodes total).
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For a fuller representation of the efficiency of the developed approach, the
GMAGS operational characteristics (see [14, 30]) have been constructed accord-
ing to the results of the experiments performed. The operational characteristic (OC)
of a method is a curve demonstrating the dependence of the number of solved prob-
lems from a certain class (the ordinate axis) on the number of trials (the abscissa
axis) and is a set of pairs:

OC = {(k, p(k)) : 1 ≤ k ≤ K },

where k is the number of the optimization iterations, p(k) is the fraction of the test
class problems successfully solved within a given number of iterations, and K is
the total number of the executed iterations. These indicators can be calculated based
on the results of numerical experiments and are shown graphically in the form of
a piecewise line graph. In general, one can examine the operational characteristic
to show the probability of finding the global minimum with the required accuracy
subject to the number of optimization iterations performed by the method.

The termination condition for GMAGS when solving the scalar problem (5) was
the falling of the global optimization iteration point into the δ-nearness of any efficient
solution from Pareto domain i.e.

‖yk − y∗‖ < δ.

When carrying out the computational experiments, the following parameter values
were used: the reliability parameter r = 3, the search accuracy ε = 0.001, and the size
of δ-nearness δ = 0.001. When solving each multicriterial optimization problem, a
search has been performed for the efficient solutions to 50 various criteria convolution
coefficients distributed uniformly.

The operational characteristics calculated based on the experimental results are
presented in Fig. 3. The dashed line in Fig. 3 corresponds to solving the problems
without reusing the search information while the solid line corresponds to reusing
the search information.

Fig. 3 Operational characteristics of GMAGS when solving multicriterial optimization problems
without using the search information (dashed line) and with the search information (solid line)
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As one can see, the results of this series of computational experiments confirm a
significant reduction in the number of optimization iterations for solving multicriter-
ial optimization problems using the search information obtained during the course of
computations. Thus, within the execution of about 150 global optimization iterations
without reusing search information, no problems were solved. The use of the search
information has allowed practically all problems to be solved.

Similar to the data presentation on solving one-dimensional problems (Table2),
the computational results are shown separately for the sequence of the groups of
solved problems (5); 10 scalar problems (5) have been included in each group.

According to the results presented above, the use of the search information in this
series of experiments reduced the amount of optimization iterations performed up to
7.8 times (Table3).

In the final experiment, the solution of the two-dimensional MCO problem with
10 criteria, i.e., for N = 2, s = 10, has been determined. The problems were formed
using the multiextremal functions from (16). The following parameter values were
used: the reliability parameter r = 3.4, search accuracy ε = 0.005, and the size of
δ-nearness δ = 0.01. As in previous experiments, the MCO problem (5) are solved
using 50 various values of the convolution coefficients (49 problems have been solved
with the required accuracy). The executed experiments demonstrated that the average
number of optimization iterations for solving a single problem (5) without using the
accumulated search information is 1813. In the case when GMAGS is taking into
account the search information, the average number of optimization iterations is 305
(more than a fivefold reduction).

6 Conclusions

In this paper, an efficient approach is proposed for solving complex multicriter-
ial optimization problems, where the optimality criteria may be multiextremal, and
computing the criteria values may require a large volume of computations. The basis
of the proposed approach consists of reducing multicriterial problems to nonlinear
programming problems using the minimax convolution of the partial criteria, dimen-
sionality reduction using Peano evolvents, and applying the efficient information-
statistical methods of global optimization.

The key aspect of the approach consists in overcoming the high computational
complexity of the global search for multiple efficient solutions in solving multi-
criterial optimization problems. A considerable enhancement in the efficiency and
significant reduction in the volume of computations was achieved by maximizing
the use of all search information obtained during the course of computations. For
this purpose, it was necessary to provide the ability to store a large amount of search
information, efficient processing, and using the search data during the course of
solvingmulticriterial optimization problems.Within the framework of the developed
approach, methods have been proposed for reducing all available search information
to the values of current scalar nonlinear programming problem being solved. The
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search information reduced to the current state is used by the optimization methods
for adaptive planning of the global search iterations to be performed.

According to the results of the computational experiments, this approach sig-
nificantly reduces the computational costs for solving multicriterial optimization
problems—by tens and hundreds times.

In conclusion, it is worth noting that the approach developed is promising and
requires further investigation. First of all, it is necessary to continue conducting
computational experiments to solve multicriterial optimization problems for a larger
number of partial criteria of efficiency and for greater dimensionality of the optimiza-
tion problems to be solved. Also, it is necessary to estimate the ability to organize
parallel computations because of the high computation costs of solving global opti-
mization problems.
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Comparison of Two Heuristic Algorithms
for a Location and Design Problem

Alexander Gnusarev

Abstract The article is devoted to the decision-making methods for the following
location and design problem. TheCompany is planning to locate its facilities and gain
profit at an already existing market. Therefore it has to take into consideration such
circumstances as already placed competing facilities; the presence of several projects
for each facility opening; the share of the served demand is flexible and depends on the
facility location. The aim of the Company is to determine its new facilities locations
and options in order to attract the biggest share of the demand. Modeling flexible
demand requires exploiting nonlinear functions which complicates the development
of the solution methods. A Variable Neighborhoods Search algorithm and a Greedy
Weight Heuristic are proposed. The experimental analysis of the algorithms for the
instances of special structure has been carried out. New best known solutions have
been found, thus denoting the perspective of the further research in this direction.

1 Introduction

Among the numerous applications there is a great interest in location problems [1].
In many cases, it is necessary to place the facilities in several locations and to assign
a number of customers to be served to them so, that the total expenses were the
least. In the well-known classical models, such as Simple Plant Location Problem,
p-median Problem, and others [1]; the decision is made by one person, not taking
into consideration the customers’ opinions and other circumstances.

However, the customers very often have their own preferences, and several rival
companies struggle for serving them. Such situations are described in competitive
market location problems which most accurately characterize the actual business
environment. The paper deals with a discrete type of such a task inwhich the facilities
can be opened at a finite set of possible locations and the clients are in a discrete set
of points. The rival companies have already occupied some of them and are unable to
change their decision. The new Company is aware of the existing competition. The
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customers choose the facilities taking into account their attractiveness. This task is
related to the Static Probabilistic Competitive Facility Location Problems [2] one of
them was develosped by Berman and Krass [3].

We take into consideration a special case of the model in [3] which was proposed
in [4] and is called “facility location and design problem”. Aboolian et al. proposed a
spatial interaction model for describing demand cannibalization. In [4], the demand
is a function of the total utility and the objective function is nonlinear. This location
problem is quite complicated both from the theoretical and the practical points of
view. Obtaining optimal solutions for large instances of the problem using the exact
algorithms, including software packages, can require significant time and computer
resources. In [4], the adapted weighted greedy heuristic algorithm is proposed for the
solution of the discrete competitive facility location and design problem. Therefore,
it is interesting to develop modern decision methods for the considered problem.

A lot of attention has been given to the methods of finding approximate solutions
recently [5], they include the class of local search algorithms [6]. Variable Neigh-
borhood Search Algorithm (VNS) belongs to this class, it is successfully used for
solution of many applied tasks. The basic idea of VNS is to explore a set of prede-
fined neighborhoods successively in order to provide a better solution. The Variable
Neighborhood Search Approach [7] for the location and design problem is developed
in this paper. A new version of the VNS is proposed, the specific types of neighbor-
hoods are described. The numerical experiments based on the specially generated
instances [8] have been carried out, the comparison ofVariable Neighborhood Search
Algorithm andGreedyWeight Heuristic [4] have been executed. CoinBonmin is used
for the analysis of the quality of the obtained solutions [9]. The results show that
VNS can find new best known solutions to the large instances of the problem with a
small relative error.

The rest of the paper is organized as follows. Section2 contains the formulation
of the problem. Section3 describes the schemes of the Neighborhood Search Algo-
rithm and Greedy Weight Heuristic. The new version of VNS for the considered
problem is proposed in Sect. 3 as well. Section4 presents the results of the numerical
experiments. Section5 concludes the paper.

2 Problem Formulation

The article deals with the situation when a new Company plans to enter the market
of existing products and services. It makes a decision to open a supermarket chain,
which will differ in size or the set of goods provided from the existing ones. Such
differences are called “design options”. Customers select companies based on their
attractiveness and distance from their location. The aim of the Company is to interest
the greatest number of the customers thus serving the largest share of the demand.
This percentage is not fixed for the company and depends on where and which option
the new enterprise will be opened on.
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The problem has several applications. One of them appeared in Toronto (Canada)
and is described by Kraas, Berman, Aboolian. The mathematical model has been
formulated in [4]. Let R be the set of facility designs, r ∈ R. There are wi customers
at the point i of discrete set N = {1, 2, · · · n} in the problem. All the customers have
the same demands, so each item can be considered as one client with the weight wi .
Let the distance di j between the points i and j be measured in Euclidean metric or
it equals to the shortest part leght in the corresponding graph. Let P ⊆ N be the set
of potential facility locations. It is assumed that C ⊂ P is the set of preexisting rival
facilities. The Company may open its branches in S = P \ C taking into account
the available budget B, attractiveness a jr , and the cost of opening c jr facility j ∈ S
with design r ∈ R.

Such flexible choice of customer is represented in the gravity-type spatial inter-
action models. These models are known as the brand share models in the marketing
literature [10]. According to thesemodels, the utility ui j of a facility at location j ∈ S
for a customer at point i ∈ N can be written as exponential function. Let x jr = 1, if
the facility j is openedwith the design variant r and x jr = 0 otherwise, j ∈ S, r ∈ R.

To determine the usefulness ui j of the facility j ∈ S for the customer i ∈ N the
coefficients ki jk have been introduced: ki jk = a jr (di j + 1)−β. They depend on the
sensitivity β of the customers to the distance from the facility.

The utility ui j = ∑R
r=1 ki jr x jr . The total utility of the customer i ∈ N received

from the competitive facilities is

Ui (C) =
∑

j∈C
ui j .

The demand function is

g(Ui ) = 1 − exp

(

− λiUi

)

,

where λi is the flexible demand characteristic in point i; Ui is the total utility for a
customer at i ∈ N from all open facilities:

Ui =
∑

j∈S

R∑

r=1

ki jr x jr +Ui (C).

The total share of the company in the facility i ∈ N :

MSi = Ui (S)

Ui (S) +Ui (C)
=

∑
j∈S

∑R
r=1 ki jr x jr

∑
j∈S

∑R
r=1 ki jr x jr + ∑

j∈C ui j
.
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The mathematical model looks like:

∑

i∈N
wi · g(Ui ) · MSi → max (1)

∑

j∈S

R∑

r=1

c jr x jr ≤ B, (2)

R∑

r=1

x jr ≤ 1, (3)

x jr ∈ {0, 1}, r ∈ R, j ∈ S. (4)

Based on the above notation, the objective function (1) looks as

∑

i∈N
wi

(

1 − exp

(

− λi

(∑

j∈S

R∑

r=1

ki jr x jr +Ui (C)

)))

· (5)

·
( ∑

j∈S
∑R

r=1 ki jr x jr
∑

j∈S
∑R

r=1 ki jr x jr + ∑
j∈C ui j

)

→ max .

The objective function (5) reflects the Company’s aim to maximize the volume of the
customers’ demand. Inequality (2) takes into account the available budget. Condition
(3) shows that only one variant of the design can be selected for each facility.

3 Algorithms

The of well-known software GAMS (CoinBonmin) for the location and design prob-
lem can calculate an approximate solution which is not guaranteed to be optimal
[9]. Solving such problem requires a significant investment of time and computing
resources. In this regard, one of the approaches to its solution is in employment of
the approximate heuristic methods. In this paper, the Variable Neighborhoods Search
algorithm [7, 11] has been constructed and compared to the GreedyWeight Heuristic
one for the considered problem, the scheme of the Variable Neighborhood Search
algorithm (VNS) is given below.

The scheme of the VNS algorithm

Initialization. Select the set of neighborhood structures Nk, k = 1, . . . , kmax , that
will be used in the search; find the initial solution x; choose the stopping condition.
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Repeat the following steps until the stopping condition is met.

(1) Set k := 1.
(2) Until k = kmax , repeat the following steps.

(a) Shaking. Generate a point x ′ at random from the k-th neighborhood of x (x ′ ∈
Nk(x));

(b) Local search. Apply a local search method with x ′ as the initial solution; denote
x ′′ as the obtained local optimum;

(c) Move or not. If this local optimum is better than the incumbent, move there
x := x ′′, and continue the search with N1, k := 1; otherwise, set k := k + 1.

The new types of neighborhoods used for the algorithm are described below. Let
the vector z = (zi ) be such that zi corresponds to facility i : zi = r iff xir = 1. The
feasible initial solution z is obtained using a special deterministic procedure.
Neighborhood 1 (N1). Feasible solution z′ is called neighboring for z if it can be
obtained with the following steps:

(a) choose randomly one of the open facilities p with the scenario z p and close it;
(b) select the facility q which is closed and has the highest attractiveness; then open

the facility q with the scenario z p.

Neighborhood 2 (N2). Feasible solution z′ is called neighboring for z if it can be
obtained with the following operations:

(a) choose randomly one of the open facilities p with the scenario z p and reduce
the number of the scenario;

(b) select randomly the facility q and increase the number of its scenario.

Neighborhood 3 (N3). Unlike the Neighborhood 2 at step (b) select randomly the
facility q which is closed; then open the facility q with the scenario z p.

Lin–Kernighan neighborhood was applied as Neighborhood 4 [12].
In order to describe GreedyWeight Heuristic let us introduce the following terms:

L is a set of facility design pairs ( j, r), where j ∈ S is the location of the facility,
r ∈ R is the design scenario chosen for that location. Z(L) is the objective function
value associated with the location-design set L . Let ρ jr (L) = Z(L ∪ ( j, r)) − Z(L)

be the improvement of the objective function obtained by adding the location-design
pair ( j, r) to the location-design set L . Set T is the location-design pairs that should
be excluded from further consideration. The outline of Greedy Weight Heuristic is
as follows:

Step 1: L0 = ∅, T 0 = ∅, t = 1

Step 2: Let ( j (t), r(t)) = arg max( j,r)/∈T t−1

{ ρ jr (Lt−1)

c jr

}

If
∑

( j,r)∈Lt−1 c jr + c j (t)r(t) ≤ B then
set Lt = Lt−1 + {( j (t), r(t))}, T t = T t−1 + {( j (t), r)|r ∈ R}
and set t = t + 1.
Return to Step 2.
Else go to Step 3.
Endif
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Step 3: If Z(Lt−1) ≥ Z( j (t), r(t)), then
LH = Lt−1 is the adapted greedy solution with value Z(LH ).
Else set L1 = {( j (t), r(t))}, T 1 = {( j (t), r)|r ∈ R}, t = 2
Return to Step 2.
Endif
Stop

The described algorithms have been programmed on a computer and experimen-
tally investigated. The results are contained in the following section.

4 Experimental Study

The validation of the VNS algorithm has been conducted for the following data: the
neighborhoods N1, N2, N3 and Lin–Kernighan are used, local descent has been car-
ried out with the help of the neighborhood of Lin–Kernighan with 9 points. Stopping
criteria for the VNS has been the complete neighborhood exploration without an
improvement of the solution.

There are three options for the enterprises development (R = 3): the small one
with the cost of opening c j1 = 1; the medium one with the cost of opening c j2 =
2; the large one with the cost of opening c j3 = 3 for all j ∈ S. At each point of the

Table 1 Best known solutions

Tests Arbitrary distances Euclidean distances

GAMS VNS GWH GAMS VNS GWH

300.3.1 36.15 36.143 23.190 — 35.183 35.183

300.3.2 54.12 57.158 44.283 — 54.446 54.446

300.3.3 74.41 75.513 70.392 — 73.053 73.053

300.3.4 94.47 96.097 86.411 — 91.081 91.081

300.5.1 30.02 30.334 21.419 — 30.899 30.899

300.5.2 51.04 51.051 38.392 — 50.514 50.515

300.5.3 66.99 67.503 54.510 — 69.360 69.360

300.5.4 81.93 86.312 70.427 — 87.756 87.848

300.7.1 36.43 36.427 20.095 — 36.154 36.154

300.7.2 53.69 55.627 39.798 — 57.568 57.568

300.7.3 74.62 74.610 58.637 — 77.670 77.787

300.7.4 92.83 95.266 76.566 — 96.992 97.119

300.9.1 31.83 31.823 20.322 — 32.093 32.093

300.9.2 48.65 51.274 38.876 — 51.503 51.503

300.9.3 67.09 69.000 56.537 — 70.294 70.295

300.9.4 85.87 85.603 73.210 — 88.947 88.947
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Table 2 CPU time (sec)
Tests
|N |

Arbitrary distances Euclidean distances

VNS GWH VNS GWH

min av max min av max min av max min av max

60 10.94 21.92 46.16 0.06 0.12 0.19 12.29 20.52 39.26 0.10 0.19 0.36

80 21.32 34.16 86.34 0.14 0.23 0.32 23.04 36.49 83.92 0.29 0.46 0.63

100 38.01 60.95 152.16 0.25 0.52 0.99 32.58 48.47 100.74 0.43 0.72 1.14

150 76.11 97.48 141.28 0.54 1.08 2.61 75.41 145.97 451.60 1.51 2.91 4.23

200 225.05 183.43 295.40 1.65 2.66 4.55 109.51 222.46 447.04 3.44 5.65 8.71

300 265.45 438.38 643.23 3.96 9.14 13.75 268.04 614.21 1408.92 10.68 18.24 25.85

demand a business can be opened, i.e., P = N . The budget varies from 3 to 9 in the
increments of 2 units. For example, having the budget of 9 units the Company can
open 3 large enterprises or 9 small or it can combine them. The problem has been
considered for random distances (di j ∈ [0, 30], i �= j, di j = d ji ) and satisfying the
triangle inequality (coordinate x ∈ [0, 100], coordinate y ∈ [0, 150]). The number
of obtained locations is 60, 80, 100, 150, 200, 300. It has been assumed that the
problem possesses a high sensitivity to the distance (β = 2) and a nonfixed demand,
i.e., λ = 1.

Experiments were carried out on PC Intel i5–2450M, 2.50GHz, 4GB memory.
The test cases with Euclidean distances are proved to be difficult for the CoinBonmin
solver. In particular, the maximum CPU time for the test problems with |N | = 60
was more than 63h. Therefore, CoinBonmin was given 10min of CPU time for each
example of higher dimensions. Solver CoinBonmin found the best known solutions
in 13 cases out of 80 (see Table1). The VNS and GWH algorithms found new best
known solutions for all the test problems with Euclidean distances with dimensions
from 80 to 300 in less time. The average time of the VNS algorithm until the stopping
criterion was triggered is 181.35 s. (GWH 2.29s). In all the cases, the best solutions
of the VNS were equal to the best solutions of GWH.

Table2 contains the information about minimal (min), average (av), and maximal
(max) CPU time (in seconds) of the proposed algorithms for the test problems.
GAMS found records for all the tasks in the test cases with arbitrary distances. The
average improvement of the VNS from GAMS was 1.55%, the average deviations
of the GWH from GAMS was 12.5%. The results are presented in Figs. 1 and 2. The
VNS algorithm improved the record values found by GWH in all test instances with
arbitrary distances.
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Fig. 1 The average improvement of newbest known solutions obtaining byVNSuponCoinBonmin
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Fig. 2 The average deviation of GWH from the CoinBonmin results (It is information about how
many percent on average GWH results worse than CoinBonmin results)

5 Conclusion

In this paper, we have created a new version of the Variable Neighborhood Search
algorithm and implemented the Greedy Weight Heuristic for the location and design
problem. New neighborhoods of a special type have been proposed, the experimental
tuning of parameters for both algorithms have been carried out. Two sets of specially
structured test examples have been generated. The proposed algorithms have been
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able to gain newbest known solutions or solutionswith small relative error. Therefore,
the obtained results have indicated the usefulness of the proposed algorithms for
solving the problem.
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A Class of Smooth Modification
of Space-Filling Curves for Global
Optimization Problems

Alexey Goryachih

Abstract This work presents a class of smooth modifications of space-filling curves
applied to global optimization problems. These modifications make the approxima-
tions of the Peano curves (evolvents) differentiable in all points, and save the dif-
ferentiability of the optimized function. To evaluate the proposed approach, some
results of numerical experiments with the original andmodified evolvents for solving
global optimization problems are discussed.

1 Introduction

Problems of global optimization are actively studied and can be often found in
various applications [1–7]. A key feature of these problems is that several local
optima can exist and finding the global optimum requires the analysis of the whole
search domain. To provide this analysis, global optimization methods should process
multidimensional search data obtained in the course of computations. Such com-
putations can be extremely difficult even for low-dimensional problems and rise
exponentially with increasing the dimension of optimization problems. As a result,
many optimization algorithms, to various extents, use dimension reduction methods
[4, 5, 8–10].

The structure of the paper is as follows. Section2 describes the statement of the
global optimization problem. Section3 presents the discussion of issues of the dimen-
sion reduction methods based on the Peano curves. Section4 introduces the devel-
oped techniques for construction of smooth modifications of these curves. Section5
describes a generalized multidimensional algorithm of global search for solving the
reduced multiextremal optimization problems. The results of numerical experiments
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are presented in Sect. 6. The discussions of the obtained results and basic directions
for further research are given in the Conclusion, after which follows the Acknowl-
edgments.

2 Problem Statement

The global optimization problem can be stated as a problem of finding the minimum
value of a function ϕ(y)

ϕ(y∗) = min{ϕ(y) : y ∈ D},
D = {y ∈ RN : −ai ≤ xi ≤ bi , 1 ≤ i ≤ N }, (1)

where D is the search domain, and a, b ∈ RN are the given vectors.
It is supposed that the function ϕ(y) satisfies the Lipschitz condition

|ϕ(y2) − ϕ(y1)| ≤ L || y2 − y1 || , y1, y2 ∈ D, (2)

where L > 0 is the Lipschitz constant, and || ∗ || is norm in the space RN .
Suppose that ϕ(y) is differentiable for possible applicability optimization algo-

rithms that use derivatives. For simplicity of further explanation also assume that D
is a unit hypercube.

The numerical solving of the problem (1) is usually considered as the generation
of a sequence of optimization points yk which converges to the global optimum y∗,
and the stop condition might be || yk − y∗ || ≤ ε, where ε > 0 is the given accuracy.

3 Dimension Reduction Based on the Peano Curves

Dimension reduction allows reducing the solving a multidimensional problem to
solving a family of the one-dimensional ones and decreasing the complexity of the
optimization algorithms.

One of the possible approaches of dimension reduction is based on employing the
space-filling Peano curves, whichmap the unit interval [0, 1] onto the N-dimensional
hypercube D (1) continuously. For example, this approach is widely used in the
information statistical approach to the global optimization [5, 9, 11, 12].

The first space-filling curve was introduced by Giuseppe Peano in 1890. The
space-filling curve, which is used for global optimization problems, was introduced
by David Hilbert in 1891 (see Fig. 1). The computational schemes for these curves
allow constructing an approximation to the Peano curve for any given accuracy (for
simplicity of further explanation, such approximations will be named as the Peano
or space-filling curves).
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Fig. 1 The first three steps of construction of a Peano curve using the Hilbert scheme

The details of construction of the Peano curves using the Hilbert scheme are
described in [5, 11]. It is necessary to indicate that the curve is constructed iteratively,
and after m iterations the Peano curve will look like

y(x) = yi + (yi+1 − yi )
x − xi

xi+1 − xi
, x ∈ [xi , xi+1], 0 ≤ i ≤ 2Nm − 1, (3)

where xi and yi (0 ≤ i ≤ 2Nm) are the uniform grids for the unit interval and the unit
hypercube, correspondently, satisfying the relationships

|xi+1 − xi | = 2−Nm,

|| yi+1 − yi || = 2−m,

0 ≤ i ≤ 2Nm − 1,

(4)

and also yi , yi+1 have only one different coordinate.
Since the Peano curve y(x) from (3) and ϕ(y) from (1) and (2) are continuous,

these ones satisfy the following relationship:

ϕ(y∗) = ϕ(y(x∗)) = min{ϕ(y(x)) : x ∈ [0, 1]}. (5)

Relationship (5) allows reducing the solving of the multidimensional problem (1)
to solving the one-dimensional problem (5).

Such approach makes it possible to use a majority of the developed efficient
one-dimensional global search algorithms for solvingmultidimensional optimization
problems (it is necessary to note that applying such one-dimensional algorithms
should go through correspondent adaptation), see for the examples [13–19]

It is also important to note that this dimension reduction maps the multidimen-
sional problem (1) with the Lipschitz condition (2) onto the one-dimensional prob-
lem (5), in which the function ϕ(y(x)) satisfies the uniform Holder condition in the
form (6)

|ϕ(y(x2)) − ϕ(y(x1))| ≤ G || x2 − x1 ||1/N , x1, x2 ∈ [0, 1], (6)
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where the constant G is defined by the relationship G = 4L
√

(N ), L is the Lipschitz
constant from (2), and N is the dimension of the initial problem (1) [5, 11]. The algo-
rithms for numerical construction of the Peano curve approximations are presented
in [5, 11].

4 Smooth Space-Filling Curve

It is important to note that the smoothness lack of the Peano curve (3) leads to
nondifferentiability of the function ϕ(y(x)). Therefore, the methods based on using
derivatives cannot be adapted for solving the one-dimensional problem (5). This fact
limits the possibility of increasing the efficiency of global search. For example, as it
has been shown in [20–22], the use of differentiability can speed up the numerical
solving of the global optimization problems more than 10–20 times in terms of the
number of function value calculations. To address this issue, it is necessary to develop
the modifications of the Peano curves, that can ensure smoothness of the reduced
one-dimensional problems.

The smoothing of the Peano curves based on the replacement of the piecewise
linear segments (see (3) and Fig. 1) by smooth arcs is suggested in this work. Several
modifications of thePeanocurveswith different degreeof smoothingwill be proposed
below.

In order to define the degree of smoothing, the parameter H will be used, it defines
the relative size of smoothing area from each end of a segment [yi , yi + 1], 0 ≤ i ≤
2Nm − 1 with respect to the length of the whole segment (see Fig. 2)

Any three successive points yi−1, yi , yi+1 from (3) can have no more than two
different coordinates. If these ones have one different coordinate, then a smooth arc
is not required. If the points have two different coordinates (for instance, let these
coordinates be l1 and l2), then a construction of a curve smooth in the corresponding
plane should be applied (see Fig. 4). A smooth arc can be defined by two polynomials
(7) (for simplicity of explanation of the approach, the illustration was made for the
planar case, i.e., for N = 2, Fig. 3).

Fig. 2 The dependence of the size of the smoothing arcs on the parameter H
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Fig. 3 A smooth modification of the Space-filling Curves

Fig. 4 The construction of a smooth arc

P(x) = f0 + (x − x0)
{
f ′
0 + (x − x0)[ f ′

0 − ( f0 − f1)/(x0 − x1)+
+ (x − x1)( f

′
0 − 2( f0 − f1)/(x0 − x1) + f ′

1)/(x0 − x1)]/(x0 − x1) } ,

(7)

where x0 ≤ x ≤ x1, x0, and x1 points on a unit interval (x0 = xi − h, x1 = xi + h,
h = H2−Nm), f0, f1 and f ′

0, f ′
1 are the coordinates l1 and l2 of the points and the

derivatives of the Peano curve y(x) at these points—see Fig. 4.
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f0 = yl1/ l2(x0), f1 = yl1/ l2(x1),

f ′
0 = yl1/ l2(x0), f ′

1 = yl1/ l2(x1)
(8)

5 Optimization Method for Solving Reduced
Optimization Problems

To solve the reduced the one-dimensional problems (5), well-known Generalized
Multidimensional Algorithm of Global Search (GMAGS) proposed by Strongin [5,
12]was used.The computational schemeof the algorithmcanbedescribed as follows:

Starting optimization points x1 and x2 are fixed in such way that x1 = 0, x2 = 1,
and number of trials k is set as 2. The point xk+1, k ≥ 2 of the next (k + 1)th iteration
is chosen as follows:

1. Renumber the optimization points xi , 1 ≤ i ≤ k of the previous iterations by
subscripts so that

0 = x0 < x1 < . . . < xk−1 = 1. (9)

2. Compute the value m being an estimate of the Holder constant G from (6) as
follows:

M = max
|ϕi − ϕi−1|

ρ
, (10)

and set

m =
{
1, M = 0

M, M > 0
, (11)

where ϕi = ϕ(y(xi )), ρi = (xi − xi−1)
1
N , 1 ≤ i ≤ k + 1.

3. For each interval (xi , xi−1), 2 ≤ i ≤ k − 1 compute the characteristics

R(i) = ρi + (ϕi − ϕi−1)
2

m2r2ρi
− 2

ϕi + ϕi−1

mr
, (12)

where r > 1 the reliability parameter of the algorithm.
4. Find the interval (xt , xt−1) that corresponds to the maximal characteristic

R(t) = max{R(i), 1 ≤ i ≤ k − 1}. (13)

5. Execute the next iteration at the point

xk+1 = 1

2
(xt + xt−1) − sign(ϕt − ϕt−1)

1

2r

[
ϕt − ϕt−1

m

]N

, (14)

then calculate value ϕ(y(xk+1)) and increase the number of iterations k := k + 1.

Steps 1–5 of GMAGS are executed until ρt ≤ ε, where ε > 0 is a given accuracy,
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6 Results of Numerical Experiments

The numerical experimentswere performed for evaluation of efficiency of the smooth
modifications of the Peano curves.

Within the executed experiments a set of 100 multiextremal Grishagin’s functions
was chosen [5, 11, 12, 23]. These functions are defined according to relationships

ε(y1, y2) = −
⎧
⎨

⎩

⎛

⎝
7∑

i=1

7∑

j=1

[
Ai jai j (y1, y2) + Bi jbi j (y1, y2)

]
⎞

⎠

2

+

+
⎛

⎝
7∑

i=1

7∑

j=1

[
Ci jai j (y1, y2) + Di jbi j (y1, y2)

]
⎞

⎠

2⎫
⎬

⎭

1
2

,

ai j (y1, y2) = sin(π iy1) sin(π j y2),

bi j (y1, y2) = cos(π iy1) cos(π j y2),

(15)

where 0 ≤ y1, y2 ≤ 1,−1 ≤ Ai j , Bi j ,Ci j , Di j ≤ 1 are the independent random gen-
erated parameters. Parameter of GMAGS r = 3.0, accuracy ε = 10−3. The numerical
experiments were performed for the Peano curve (H = 0) and its smooth modifica-
tion with the parameter H = 0.1, 0.25, 0.4, and 0.5 correspondingly.

As an example, the optimization points for solving a test problem from (15) using
the Peano curve and its smooth modification (H = 0.5) are shown in Fig. 5. This
result shows a significant advantage of the smooth modification in some particular
cases.

Fig. 5 The results of solving one of the problems using the Peano curve and the smoothmodification
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Fig. 6 Operating characteristics of the global search algorithm for the Peano curve and its smooth
modifications

For more comprehensive comparison of the methods of constructing the Peano
curves, 100 optimization problems from the set (15) were solved. According to the
results of the experiments, the operational characteristics of GMAGS were built [5,
11, 12, 23].The operational characteristic of an optimization method is a curve,
which shows the dependency of number of solved problems versus the number of
iterations. The operational characteristics of GMAGS with using the Peano curve
and its smooth modification are presented in Fig. 6.

7 Conclusion

In the framework of the proposed approach, a class of smooth modifications of the
space-filling curves has been developed. The efficiency of the proposedmodifications
is comparable with the Peano curves applied widely. Thus, the provided smoothness
widens the spectrum of global search algorithms applicable for solving the reduced
multiextremal optimization problems (namely, the algorithms using the derivatives
become applicable). In the scope of all the above, an important direction for further
research is the application of the developed smoothmodifications of the Peano curves
for the global search algorithms using the derivatives.
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Iterative Local Search Heuristic for Truck
and Trailer Routing Problem

Ivan S. Grechikhin

Abstract Vehicle Routing Problem is a well-known problem in logistics and trans-
portation. There is a big variety of VRP problems in the literature, as they arise in
many real-life situations. It is a NP-hard combinatorial optimization problem and
finding an exact optimal solution is practically impossible in real-life formulations.
There is an important subclass of VRP, which is called Truck and Trailer Routing
Problem. For this class of problems, every vehicle contains truck and, possibly, trailer
parts. In this work, Site-Dependent Truck and Trailer Routing Problem with Hard
and Soft TimeWindows and Split Deliveries are considered. We develop an Iterative
Local Search heuristic for solving this problem. The heuristic is based on the local
search approach and also allows infeasible solutions. A greedy heuristic is applied
to construct an initial solution.

Keywords Truck and trailer routing problem ·Site-dependent ·Soft timewindows ·
Split deliveries · Local search

1 Introduction

Vehicle Routing Problem is a well-known problem in combinatorial optimization
and integer programming [1]. The problem can be described as follows: there is a set
of customers, where each customer has a demand, there is a set of vehicles, which
serve the demand of customers. The demand is usually understood as the set of goods
to deliver. The solution of the problem is a set of routes, where each route is served
by one vehicle. Also, every route starts and ends in a distribution depot—the point,
where the goods are situated initially. Using the information on travel time and cost
of travelling between each pair of customers, the goal is to find the solution with
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minimal total cost. This paper considers one version of the problem, which is called
Truck and Trailer Routing Problem (TTRP). The considered problem is a real-life
problem with a big number of constraints.

Truck and trailer routing problem [3] has two sets of customers: truck-customers
and trailer-customers. Every vehicle has truck and a trailer of some capacities, and
every truck has only one trailer it may utilize (the trailer capacity can be zero, which
means that the vehicle does not have a trailer). Truck-customers cannot be served
by a vehicle with a trailer. It means that if the vehicle visits a truck-customer or the
number of truck-customers, it should not have a trailer from the start of the route,
or the trailer should be left at another place before visiting a truck-customer. This
requirement is explained by the fact that there may be small stores, that do not have
place for a vehicle with its trailer. A vehicle with a trailer has a possibility to leave
the trailer at a transshipment location, which is basically a special place to leave
trailers. Another opportunity is to leave trailer at some trailer-customer. In this case
the trailer may be unloaded at the trailer-customer and, at the same time, the truck
goes to some truck-customers. In some routes, the total weight of goods for truck-
customers is more than the capacity of the truck without trailer. It justifies a necessity
for load transfer—the operation, where goods are transferred from truck to trailer or
vice versa.

In the considered problem, theHeterogeneous Fleet of vehicles is used (HFTTRP).
It means that vehicles have different capacities and fixed costs, which makes the
problem more difficult. Additionally, every customer may have its own limitations
on types of vehicles to serve it. In this case the problem is called the Site-Dependent
TTRP (SDTTRP) and there are some heuristics developed for such problems.Various
Tabu-search heuristic were suggested for the problem [2–4].

Other real-life constraints are hard and soft time windows and split-deliveries.
Every customer in the problem has a hard time window and soft time window.
Hard time window determines the period of time, when the delivery to the customer
is possible. Soft time window defines the preferable time of the delivery to the
customer. Lin et al. [5] suggested simulated annealing heuristic for the problem with
time window constraints. The problem with heterogeneous fleet and time windows
was described by Drexl [6].

Split-deliveries allow to use more than one vehicle to fulfill the delivery to the
customer. The whole problem is described as Site-Dependent Truck and Trailer
Routing Problem with Time Windows and Split Deliveries (SDTTRPTWSD). The
SDTTRPTWSD is considered in Batsyn and Ponomarenko [7, 8]. These papers
suggested a greedy heuristic for the problem.

In this article, another approach for solving SDTTRPTWSD is used. Suggested
greedy heuristic is used to obtain an initial solution. After the greedy heuristic, the
obtained solution is reconstructed by new iterative local search heuristic.
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2 The Algorithm Description

The algorithm can be described as follows. First, greedy heuristic constructs a solu-
tion iteratively until there are no unserved customers. For every route the algorithm
randomly chooses one of the farthest customers to be the first customer added to the
route. Then other customers are tried as candidates to the route. The solution has a
constraint on the number of split-deliveries and violations of soft time window. For
every route, the possibility of a split-delivery and the number of violations are cho-
sen randomly. A route may have only one new split-delivery, and the probability of
performing a split-delivery is determined by the estimated number of split-deliveries
for not yet served customers. The number of violations is defined similarly by the
estimated number of violations for not yet served customers. However, every route
may have different number of delays. The algorithm determines the allowed num-
ber of violations before constructing the route. After the solution is obtained the
iterative local search heuristic tries to move customers between routes to derive
a better solution. The algorithm uses a set of changing parameters, which define
“neighbourhood”—the region of solutions that are close to the current solution. The
heuristic looks through the infeasible solutions and the degree of infeasibility is deter-
mined by the parameters—the number of allowed violations over limit, the number
of routes with violated capacity, and maximum allowed cost increase of the solution.

2.1 Parameters of the Algorithm

The following parameters are used in the pseudo-code of the algorithm:
V—the set of all customers
K—the set of all vehicles
Ki—the set of vehicles, which can serve customer i
Qk—the current remaining capacity of vehicle k
qi—the current remaining demand of customer i
vR—the number of soft time window violations in route R
R—the current route
S—the current solution
S∗—the best solution found so far
v—the number of permitted soft time window violations
w—the current remaining number of permitted soft time window violations
U—the set of unserved customers sorted by the most expensive (farthest) customer
first
C—the cost of the current insertion
Δ—the allowed level of violations in iterative local search
s—the current state
δ—the radius of the neighborhood considered in the local search
S̃—the set of routes, where the capacity of vehicles is violated
[xi]—an array elements xi.
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2.2 Greedy Heuristic

The idea of the greedy algorithm is based on the paper of Solomon [9].

Algorithm 1 Initial Greedy Heuristic
1: function InitialGreedyHeuristic

2: � Creates an initial feasible solution
3: U ← V � sorting customers so that U1 has maximal travel cost
4: S ← ∅
5: w = v
6: while U �= ∅ do
7: if NotPossibleToServe then
8: goto 3
9: � There is a small possibility that at some point unserved customers
10: � are impossible to serve. In that case, the algorithm starts
11: � the procedure all over again.
12: end if
13: i ←UniformRandom(U1, . . . ,Uμ) � choose from the μ most expensive
14: k ←ChooseVehicle

15: R ←BasicRoute

16: vmaxR ←FindNumberOfViolations

17: R∗ ← ∅, R
′
∗ ← ∅

18: C∗ ← ∞ C
′
∗ ← ∞

19: i∗ ← 0, i
′
∗ ← 0

20: repeat
21: for j ∈ U do
22: if k /∈ Kj then
23: continue
24: end if
25: InsertCustomer

26: InsertCustomer

27: end for
28: FinalInsertion

29: until R
′
∗ = null & R∗ = null

30: end while
31: return S
32: end function

Algorithm 2 Insertion of Customer and comparison with best known
1: function InsertCustomer(mayV iolate, j,R, vmaxR ,C,R∗, i∗)
2: Ctemp ←GetInsertionCost

3: if Ctemp < C then
4: C ← Ctemp
5: R∗ ←GetRouteWithCustomer

6: i∗ ← j
7: end if
8: end function
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Algorithm 3 Final Insertion Procedure

1: function FinalInsertion(R∗,R
′
∗,C∗,C

′
∗, i∗, i

′
∗, S,w,U )

2: if R
′
∗ = null & R∗ = null then

3: S ← S ∪ {R}
4: Qk ← 0
5: w ← w − vR
6: break
7: else if R∗ = null ‖ (R

′
∗ �= null & C

′
∗ < C∗) then

8: R ← R
′
∗

9: U ← U/{i′∗}
10: else
11: R ← R∗
12: U ← U/{i∗}
13: end if
14: end function

The first function of the algorithm is the initial greedy heuristic, which constructs
an initial solution (Algorithms 1). The function constructs a solution, which is guar-
anteed to be feasible, but its cost may not be satisfactory. First, the algorithm sorts
all customers by the distance from the depot, so the first customer in U is the far-
thest one. Then, the process of solution construction begins. Routes of a solution
are constructed in a loop, until there are no unserved customers. For every route the
algorithm chooses one of the μ farthest customers with the call to UniformRan-

dom function, μ is defined before starting the program and usually equals 5. Then
a vehicle is determined for the route using ChooseVehicle function. After that,
BasicRoute creates the route R with one chosen customer i served by the vehicle k.

The function FindNumberOfViolations determines the limit of soft window
violations for the current route. The probability of allowing one violation depends
on the current number of violations and the current number of unserved customers.
After the algorithm found the limit of soft window violations, it tries to insert all other
customers to route R. It does the insertion in two ways: allowing violations of soft
time windows and forbidding violations. Insertion is done by the InsertCustomer
function (Algorithm 2). If one of insertions leads to a situation, where the number of
softwindowviolations exceeds the allowed number, the route is considered infeasible
and the function GetInsertionCost returns infinite cost for the insertion. From
the obtained routes, the cheapest one is chosen by the FinalInsertion procedure
(Algorithm 3). Step by step the algorithm inserts customers in the current route until
every other insertion violates one of the constraints.

As it was said, in the Algorithm 2 the insertion is done in two ways. Parameter
mayV iolate indicates whether the algorithm allows violation of soft time windows
done by this insertion. IfmayV iolate = true, the insertion happens at every possible
place in the route, right after the delivery to the previous customer has ended.Bydoing
this insertion, the algorithm does not verify that the new delivery starts inside of the
soft timewindow of corresponding customer. As a consequence of such insertion, the
number of violations in the new route may significantly increase and be higher than
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allowed by the parameter vmaxR . If mayV iolate = false, the algorithm performs the
insertion only if new delivery starts inside of the soft time window of corresponding
customer. To sum up, if the parameter is true, the insertion is implemented as the
cheapest possible, and if the parameter is false, the insertion takes into account
soft time window of the inserted customer. Routes that are obtained from insertion
with true value are cheaper than routes received with false value, however there are
situations, when there are no feasible routes with parameter true, but some feasible
routes with parameter false.

2.3 Iterative Local Search Heuristic

The second important function, which implements Iterative Local Search (ILS)
heuristic is shown in Algorithm 4. Its goal is to improve initial solution S by
iteratively performing simple moves. The algorithm constantly repeats elementary
steps using function HeuristicStep. At each step there might happen a move,
or it may not happen if the move is overly expensive or infeasible. The vari-
ety of possible moves depends on the Δ and δ parameters. Parameter s,which is
the state of the heuristic, tracks the number of successful sequential calls of the
function (steps that resulted in a change of solution). It also tracks changes in the
current best and other parameters through functions ChangeStateForStepSuc-
cess andChangesStateForChangeInBest. Based on that information, function
ChangeViolationsLevel changes parameter Δ. In the process of the heuristic,
the current solution S becomes infeasible. Function ShouldObtainFeasibleSo-

lution, uses the state of the heuristic to determine, when the algorithm should try
to obtain a feasible solution from the current solution. After that, there are recov-
ery procedures, which will be described later. Function StoppingCondition stops
the heuristic if the state of the algorithm indicates that it is unlikely to significantly
improve the best solution from the current solution. The process repeats itself until
the StoppingCriteria is met. At the moment the StoppingCriteria is a constraint
on a total computing time.

At every call of the heuristic step (Algorithm 5), first, the customer is chosen
randomly from one of the routes of the current solution (function ChooseRandom-
Customer). After that, the chosen customer is tried to be inserted to other routes in
such a way that the next or previous customer in this route is close to it: the travel
time is less than δ parameter. The close places are determined by FindPlaceForIn-
sertion. Variable p contains all such places of insertion in route R. The move is
performed by the call to AddCustomer and then function FindMoveCost finds
the cost of the move with penalties for infeasibility. After finding the best move by
cost, this move may be performed if it does not violate the constraints, which is
determined by Δ variable and estimated in AllowMove function.

Finally, when the heuristic tries to obtain a feasible solution from the current
infeasible, the recovery procedure takes place (Algorithm 4, lines 11–14). Generally,
the whole solution is likely to be in infeasible region because of performed moves.
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Algorithm 4 Iterative Local Search
1: function Iterative Local Search(S,Δ,δ,s)
2: Sbest ← ∅
3: repeat
4: S ←InitialGreedyHeuristic

5: S∗ ← S
6: repeat
7: success ←HeuristicStep

8: ChangeStateForStepSuccess

9: if ShouldObtainFeasibleSolution then
10: � Recovery procedures work here
11: RoutesOptimization

12: RecoverCapacityViolations

13: FinalizeRoutesTimes

14: RecoverSoftWindowViolations

15: if Cost < Cost & IsFeasible then
16: S∗ ← S
17: ChangesStateForChangeInBest

18: end if
19: end if
20: ChangeViolationsLevel

21: until StoppingCondition
22: Sbest ← S∗
23: until StoppingCriteria
24: return Sbest
25: end function

Algorithm 5 Heuristic Step Algorithm
1: function HeuristicStep(S,Δ,δ)
2: Ri, i, costOfDeletion ←ChooseRandomCustomer

3: � i is deleted customer, the algorithm also needs the cost of deletion of this customer from
its current route

4: C∗ ← ∞
5: R∗ ← ∅
6: for all R ∈ S do
7: p ←FindPlaceForInsertion

8: R
′ ←AddCustomer

9: c ←FindMoveCost

10: if c < C∗ then
11: C∗ = c
12: R∗ = R
13: end if
14: end for
15: if AllowMove then
16: S ← S \ {i}
17: R ← R ∪ {i}
18: ChangeCurrentViolations

19: return true
20: end if
21: return false
22: end function
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Algorithm 6 Recovery Capacity Violations Procedure
1: function RecoverCapacityViolations(S)
2: S̃ ←FindRoutesWithCapacityViolations

3: DecreaseCapacityViolations

4: S̃ =FindRoutesWithCapacityViolations

5: while S̃ �= ∅ do
6: Rcap ←ChooseRandomRoute

7: i ←ChooseCustomerToRecoverCapacity

8: k ←ChooseVehicle

9: Rnew ←BasicRoute

10: S ← S ∪ {Rnew}
11: Rcap ← Rcap \ {i}
12: if DoesNotViolateCapacity then
13: S̃ ← S̃ \ Rcap
14: end if
15: DecreaseCapacityViolations

16: end while
17: end function

Algorithm 7 Decreasing the Number of Capacity Violations Procedure

1: function DecreaseCapacityViolations(S,S̃)
2: for all R ∈ S̃ do
3: C∗ ← ∞, R∗ ← ∅, R′

∗ ← ∅
4: for all i ∈ R do
5: for all R

′
/∈ S̃ do

6: c,R,R
′ ←FindCostOfMove

7: if c < C∗ then
8: C∗ ← c, R∗ ← R, R

′
∗ ← R

′

9: end if
10: end for
11: end for
12: if C∗ �= ∞ then
13: UpdateRoutes

14: end if
15: if DoesNotViolateCapacity then
16: S̃ ← S̃ \ R∗
17: end if
18: end for
19: end function

In that case, the algorithm needs to decrease the number of soft time window
violations and recover over-capacitated routes. The recovery procedures start with
RoutesOptimization—the function finds such place in every route that after shift-
ing earlier customers in this route to the left and latter customers to the right, the
number of soft window violations do not increase or increase by 1. It allows to
recover solution more efficiently as it ensures the maximal possible time period for
insertions.

After the optimization, the algorithm recovers capacities of routes (Algorithm 6).
It means that the total number of goods in every route should be less or equal to
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the capacity of the vehicle in the route. The routes with capacity violations are
determined by FindRoutesWithCapacityViolations. Function DecreaseCa-

pacityViolations (Algorithm 7) tries to decrease the number of capacity violations
through the loop. In this loop, the function tries to take customers away from the
routes with capacity violations and insert them into routes without capacity viola-
tions. At the same time, these insertions should not violate capacity of the routes.
However, in many cases this function cannot get rid of all capacity violations in one
pass. That is why after the first call to the function, the algorithm checks whether
there are routes with violations. If the answer is yes, the algorithm chooses one cus-
tomer from the route with violation (lines 6–7 of Algorithm 6) and creates new route
with that customer (lines 8–9). Then, the algorithm repeats call to DecreaseCa-

pacityViolations until there are no capacity violations.
Next step in the recovery part of the ILS heuristic algorithm is FinalizeRoute-

Times. The procedure goes through every route and compresses the total time of the
route because after RoutesOptimization in some routes there may be gaps left.
The last step is recovering soft time window violations, which works similarly to the
RecoverCapacityViolations: it finds routes with soft time window violations,
it takes customer or customers with the violations away from one route and inserts
them in other route, where the insertion does not increase the number of violations.

3 Computational Results

Experiments were performed on real data for which the results of greedy heuristic
are known. The data is represented by the sets of customers (500 customers) and
vehicles (200 vehicles), and sets of demands for 7 different days. Each day there are
somewhere about 300 customers with demand and this set is different for every day.
Also soft time windows are different for every selected day.

The column BP contains the value of objective function obtained by the greedy
heuristic for this day (Batsyn and Ponomarenko [8]). The third column shows the
results of ILS heuristic for the selected days. The ILS heuristic worked for 3 hours
for every day. All experiments were conducted on Intel Xeon X5675 machine, with
base processor frequency 3.06GHz and 64GB of memory (Table1).

Table 1 Computational results

Day BP ILS Improvement (%)

Day 1 1200000 1155000 4

Day 2 1100000 1100000 0

Day 3 1160000 1100000 5

Day 4 1200000 1140000 5

Day 5 1245000 1220000 2

Day 6 1235000 1225000 1

Day 7 1275000 1175000 8
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4 Conclusion

In this paper, a new heuristic has been developed for the Site-Dependent Truck and
Trailer Routing Problemwith TimeWindows and Split Deliveries. The heuristic uses
a greedy approach for an initial solution construction and then employs IterativeLocal
Search heuristic to improve the initial solution. The obtained results are promising
as they show improvement in most cases.

The future work will be directed to improve the speed of the algorithm and to
get better results as well. One of the ways to improve the algorithm is to use a new
neighborhood—swap neighborhood, where two customers from different routes are
swapped. Also, there are more constraints that can be relaxed, such as hard time
windows and split deliveries.
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Power in Network Structures

Fuad Aleskerov, Natalia Meshcheryakova and Sergey Shvydun

Abstract We consider an application of power indices, which take into account
preferences of agents for coalition formation proposed for an analysis of power
distribution in elected bodies to reveal most powerful (central) nodes in networks.
These indices take into account the parameters of the nodes in networks, a possibility
of group influence from the subset of nodes to single nodes, and intensity of short
and long interactions among the nodes.

1 Introduction

The interest in analysis of power in networks has been arisen dramatically for the
last years. There have been developed many indices to measure the centrality level
of each node. Measures based on the number of links to other nodes are common
ones [1]. Other techniques consider how close each node is located to other nodes
of the network in terms of the distance, or how many times it is on the shortest
paths connecting any given node-pairs [2–5]. Some measures additionally take into
account the number of links of adjacent nodes [6–8]. There are also some indices
based on cooperative game theory [9]. These indices are called centrality measures.

Unfortunately, most classical measures do not take into account individual prop-
erties of each element. Additionally, they do not completely take into account the
intensities of interactions between elements, especially, long-range interactions. One
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more problem arises from the fact that not only one node but also a group of nodes
can influence other nodes. Consequently, the results of the application of classical
measures inadequately represent the actual state of a system.

In [10] a novel method proposed for estimating the intensities of nodes interac-
tions. The method is based on the power index analysis from voting theory that was
developed in [11]. A distinct feature of the index is that it takes into account the
possibility of the group influence to each individual node. Additionally, it considers
only influential edges in the network. The choice of edges that are influential in a
network depends on additional parameter qi which varies with the node i and repre-
sents some critical threshold value. However, the Short-Range Interaction Centrality
(SRIC) index (originally called a Key Borrower Index) also has some shortages. In
the SRIC index only direct interactions of the first level are taken into account, which
is not correct in some cases when long-range interactions play a pivotal role or where
chain reactions are possible. Also, the SRIC index does not elucidate nodes that have
a weak direct influence to particular node i but are highly influential to its adjacent
nodes.

The main objective of our research is to improve the index proposed in [10] and
developnewefficientmethods of keynodes detection. Themain feature of ourmethod
is that it allows to consider long-range interactions between nodes where the range
of influence is a parameter that depends on the problem. Various applications of our
method have been already performed for the network of countries those of religion,
migration, foreign claims, conflicts, exchange of students, food export–import, etc.
It allows to detect hidden influential elements in the networks.

The paper is organized as follows. First, we formally provide the problem state-
ment. Second, we propose new methods for estimation of power in network struc-
tures. Finally, we give a simple example and conclude.

2 Power in Network Structures by Long-Range
Interactions

2.1 Problem Statement

Consider network-graph G={V,E,W}, where V={1,n} is the set of nodes, |V | = N ,
E ⊆ V × V is the set of edges, and W = {wi j } is the set of weights—real num-
bers prescribed to each edge (i, j) ∈ E . Network-graph G is directed if ∀i, j ∈
V : (i, j) ∈ E ⇒ ( j, i) /∈ E . The graph is called unweighted if every edge has the
same weight. Below we consider only directed weighted graphs, i.e., the set of pairs
(i, j) ∈ E is ordered.

A network-graph G can also be represented in the form of matrixW = [wi j ]NxN ,
wherewi j is a weight that indicates the intensity of connection of node i to node j. The
matrixW is called a weighted adjacency matrix of the network-graph G. In terms of
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influence, if wi j > 0 then node i influences node j with power wi j , otherwise, node
i does not influence node j (wi j = 0).

Let
←−
N i be a set of directly connected nodes of node i (incoming neighbors), i.e.,←−

N i ={j∈V|wi j �=0}.Let every node has an individual attribute—predefined threshold
qi , i.e., the threshold level when a node becomes affected. Assume that a group of
neighbors of node i O(i) ⊆ ←−

N i is critical if its total influence is more than some
predefined threshold qi and node k ∈ O(i) is pivotal if his exclusionmakes the group
noncritical. Then Op(i) is a set of pivotal nodes in group O(i).

The problem lies in estimation of influence of each node in the network.

2.2 Long-Range Interaction Centrality (LRIC) Index

Construct intensity matrix C = [ci j ] with respect to weights wi j , thresholds qi and
critical groups O( j) as

ci j =

⎧
⎪⎨

⎪⎩

wi j

min
Ω( j)⊆N j |i∈Ωp( j)

∑
l∈Ω( j) wlj

, i f i ∈ Ωp( j) ⊆ ←−
N j ,

0, i /∈ Ωp( j) ⊆ ←−
N j .

The interpretation of the matrix C is the following. If wi j ≥ q j then the direct influ-
ence of node i on node j is maximal and is equal to 1. Conversely, if node i does not
have a direct connection to node j or it does not belong to any critical group then its
direct influence is equal to 0. In other cases, if 0 < wi j < q j but if node i is pivotal
for node j then its direct influence is the maximal possible direct influence of node i
on node j and equal to ci j , 0 < ci j < 1.

Thus, we can estimate the direct influence between any pair of nodes of the
network. To evaluate indirect influences of nodes, we need to consider all possible
paths between a pair of nodes. Let us remind that a path between nodes i and j is
a sequence of edges i, j1, . . . , jk, j such that i pj1, j1 pj2, . . . , jk−1 pjk, jk pj , where
j1 pj2 ⇔ c j1 j2 > 0.

Consider now all possible paths without cycles. Denote by Pi j = {Pi j
1 , . . . , Pi j

m }
a set of all simple paths between i and j, wherem is the total number of simple paths,
and n(k) = |Pi j

k | ≤ s is the length of k-th path. Then the influence of i on j via k-th
path Pi j

k is defined as

f (Pi j
k ) = cilk1 × clk1 lk2 × . . . × clkn(k)−1 j

(1)

or

f (Pi j
k ) = min(cilk1 , clk1 lk2 , . . . , clkn(k)−1 j

), (2)
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where i, lk1 , l
k
2 , . . . , l

k
n(k)−1, j is an ordered sequence of nodes in the k-th path.

Formulae (1) and (2) have the following interpretation. According to the formula
(1) the influence of node i on node j through the k-th path Pi j

k is calculated as the
aggregate value of direct influences between nodeswhich lie in this path. The formula
(2) can be interpreted as the k-th path capacity of the influence.

Since there may be many paths between a pair of nodes, the problem of their
aggregation should be considered. We propose two ways of the aggregation of the
possible influence; the aggregated results form new matrix C∗ = [c∗

i j ]:
1. The total influence via the sum of possible influences

c∗
i j (s) = min

{∑

k:
∣
∣
∣P

i j
k

∣
∣
∣≤s

f (Pi j
k ), 1

}

(3)

2. The total influence via maximum possible influence

ci j (s) = maxk:|Pi j
k |≤s f (Pi j

k ). (4)

As a result, we propose twomethods of path power estimation and twomethods of
the aggregation of possible influence. Hence, we can assume that there are four ways
of the estimation of long-range interactions in a graph. However, not all combinations
of formulae (1)–(2) and (3)–(4) are reasonable. Thus, we propose the following
combinations (see Table1)

• (1)–(3): an influence of i on j goes through all paths with respect to all layers in
these paths;

• (1)–(4): an influence of i on j goes through a maximal path with respect to all
layers in this path;

• (2)–(4): an influence of i on j goes through a maximal path with respect to one
minimal layer in this path;

The combination (2)–(3) is not very reasonable because, first, for every path we
evaluate the capacity of the influences which can confine on one edge for different
paths; then we sum up these influences, which means that we may consider the same
influence several times.

After the total intensity of connection between node i and its adjacent nodes is
calculated, the index is aggregated over all nodes taking into account the individual
attributes of each node.

Table 1 Possible combinations of methods for indirect influence

Path influence\Paths
aggregation

Sum of paths influences Maximal path influence

Multiplication of direct
influence

SumPaths MaxPath

Minimal direct influence – MaxMin
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3 An Example

Consider a complex system of interconnections from Fig. 1. Assume that threshold
level qi is 25% for each node i, i.e., node i is influenced by individual node or a group
of them only if their total influence to i is more than or is equal to 25% of the total
influence to i.

Let us calculate some existing centrality measures as well as LRIC index. The
results are provided in Table2.

Fig. 1 Numerical example 1

Table 2 Centrality measures for numerical example 1

ID Degree
centrality

Closeness
centrality

Betweenness
centrality

PageRank Eigenvector
centrality

SRIC LRIC

1 200 0.0014 45 0.61 0.11 0.11 0.03

2 184 0.0012 23 0.57 0.1 0.1 0.08

3 116 0.001 0 0.28 0.05 0.01 0.02

4 184 0.001 17 0.47 0.08 0.11 0.09

5 32 0.001 0 0.07 0.05 0.01 0.08

6 170 0.001 10 0.7 0.095 0.1 0.11

7 166 0.001 10 0.65 0.08 0.1 0.12

8 124 0.001 0 0.56 0.06 0.01 0.1

9 124 0.001 0 0.55 0.05 0.01 0.09

10 196 0.0012 43 0.64 0.09 0 0

11 304 0.002 0 1 0.22 0.44 0.27
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As it is shown above LRIC index detect nodes 6, 7, 11 as themost influential of the
network. The results are similar to the results of the PageRank centrality, however,
the PageRank centrality also highly evaluates the power of elements 1 and 10 while
according to our method their influence is rather small. If we accurately analyze the
element 10, we will see that this node does not influence any node since its influence
is less than the critical threshold value for each node and this element is not pivotal
in any groups of nodes. Thus, the influence of the element 1 is overestimated by all
indices while the influence of the element 10 should be equal to zero. On the contrary,
the influence of the element 5 is underestimated; however, this element directly and
indirectly influences elements 1, 2, 3, 4, and 10. Another important issue is that none
of these indices except eigenvector centrality considers elements 6 and 7 as pivotal.
However, these elements directly influence elements 2 and 4 and indirectly influence
elements 1, 3, 10. These features can be detected by LRIC index.

It is also important to note that the key element does not necessarily should be at
the end of the chain. The most influential element can also be located in the center
of the network.

4 Conclusion

Several methods are proposed to take into account individual attributes of each node
as well as short- and long-range interactions between nodes. A numerical example is
provided to demonstrate the difference between our methods and classical centrality
measures. The proposed new centralitymeasures can be successfully applied tomany
real life processes.
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Do Logarithmic Proximity Measures
Outperform Plain Ones in Graph Clustering?

Vladimir Ivashkin and Pavel Chebotarev

Abstract We consider a number of graph kernels and proximity measures including
commute-time kernel, regularized Laplacian kernel, heat kernel, exponential diffu-
sion kernel (also called “communicability”), etc., and the corresponding distances
as applied to clustering nodes in random graphs and several well-known datasets.
The model of generating random graphs involves edge probabilities for the pairs of
nodes that belong to the same class or different predefined classes of nodes. It turns
out that in most cases, logarithmic measures (i.e., measures resulting after taking
logarithm of the proximities) perform better while distinguishing underlying classes
than the “plain” measures. A comparison in terms of reject curves of interclass and
intra-class distances confirms this conclusion. A similar conclusion can be made for
several well-known datasets. A possible origin of this effect is that most kernels have
a multiplicative nature, while the nature of distances used in cluster algorithms is an
additive one (cf. the triangle inequality). The logarithmic transformation is a tool to
transform the first nature to the second one.Moreover, some distances corresponding
to the logarithmic measures possess a meaningful cutpoint additivity property. In our
experiments, the leader is usually the logarithmic Communicability measure. How-
ever, we indicate some more complicated cases in which other measures, typically,
Communicability and plain Walk, can be the winners.
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1 Introduction

In this paper, we consider a number of graph kernels and proximity measures and the
corresponding distances as applied to clustering nodes in random graphs and several
datasets. The measures include the commute-time kernel, the regularized Laplacian
kernel, the heat kernel, the exponential diffusion kernel, and some others. The model
G(N , (m)pin, pout) of generating random graphs involves edge probabilities for the
pairs of nodes that belong to the same class (pin) or different classes (pout). For a
review on graph clustering we refer the reader to [14, 16, 28].

Themain result of the present study is that in a number of simple cases, logarithmic
measures (i.e., measures resulting after taking logarithm of the proximities) perform
better while distinguishing underlying classes than the “plain” measures. A direct
comparison, in terms of ROC curves, of interclass and intra-class distances confirms
this conclusion. However, there are exceptions to that rule. In most experiments, the
leader is the new measure logComm (logarithmic Communicability).

Recall that if a proximity measure satisfies the triangle inequality for proximities
p(x, y) + p(x, z) − p(y, z) ≤ p(x, x) for all nodes x, y, z ∈ V (G), then the func-
tion d(x, y) = p(x, x) + p(y, y) − p(x, y) − p(y, x) satisfies the ordinary triangle
inequality [8]. In this study, we constantly rely on the duality between metrics and
proximity measures.

The paper is organized as follows. In the remainder of Sect. 1, we present the
metrics and proximity measures under study. In Sect. 2, the logarithmic and plain
measures are juxtaposed on several clustering tasks with random graphs generated
by the G(N , (m)pin, pout) model with a small number of classes m. In Sect. 3, 13
measure families compete in two tournaments generated by eight clustering tasks
with different parameters. The first tournament gathers the best representatives of
each family; the participants of the secondone are the representativeswith suboptimal
parameters corresponding to the 90th percentiles. Every task involves the generation
of 50 random graphs. Section4 presents a different way of comparing the proximity
measures: it is based on drawing the ROC curves. This kind of comparison only
deals with interclass and intra-class distances and does not depend on the specific
clustering algorithm. In Sect. 5, we extend the set of tests: here, the classes of nodes
have different sizes, while the intra-class and interclass edge probabilities are not
uniform. Finally, in Sect. 6, from random graphs we turn to several classical datasets
and make the measure families to meet in two new tournaments. In the concluding
Sect. 7, we briefly discuss the results.

Thus, in the following subsections,we list the families of node proximitymeasures
[9], including kernels,1 and distances, which have been proposed in the literature and
have proven to be practical. Generally speaking, our main goal is to find themeasures
that are the most practical.

1On various graph kernels, see, e.g., [15].
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1.1 The Shortest Path and Commute-Time Distances

• The Shortest Path distance ds(i, j) on a graph G = (V, E) is the length of a
shortest path between i and j in G [1].

• TheCommute Time distance dc(i, j) is the average length of randomwalks from
i to j and back. The transition probabilities of the corresponding Markov chain
are obtained by normalizing the rows of the adjacency matrix of G. This distance
is related to the commute-time kernel [27] KCT = L+, the pseudoinverse of the
Laplacian matrix L of G.

• The Resistance distance [19, 23, 29] dr (i, j) is the effective resistance between
i and j in the resistive electrical network corresponding to G.

The resistance distance is well known [2, 18, 25] to be proportional to the
commute-time distance.

Let Ds and Dr be the matrices of shortest path distances and resistance distances
in G, respectively. As we mainly study parametric families of graph measures, for
comparability, the parametric family (1 − λ)Ds + λDr with λ ∈ [0, 1] (i.e., the
convex combination of the Shortest Path distance and the Resistance distance)
will be considered. We will denote it by SP–CT.

1.2 The Plain Walk, Forest, Communicability, and Heat
Kernels/Proximities

Now, we introduce the short names of node proximity measures related to several
families of graph kernels.

• plainWalk (Von Neumann diffusion kernel, Katz kernel) K pWalk
t = (I − t A)−1,

0 < t < ρ−1 (ρ is the spectral radius of A, the adjacency matrix of G) [9, 21].
• Forest (Regularized Laplacian kernel): K For

t = (I + t L)−1, t > 0,where L is the
Laplacian matrix of G [7, 10, 30].

• Communicability (Exponential diffusion kernel): KComm
t = exp(t A),

t > 0 [13, 15].
• Heat kernel (Laplacian exponential diffusion kernel): KHeat

t = exp(−t L), t > 0
[11, 24].
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1.3 Logarithmic Measures [4]: Walk, Forest,
Communicability, and Heat

• Walk (logarithmic):KWalk
t =

−−−−−→
ln K pWalk

t , 0 < t < ρ−1, where
−−→
ln K is the element-

wise ln of a matrix K [5].

• logarithmic Forest:K logFor
t = −−−−→

ln K For
t , t > 0 [3].

• logarithmic Communicability:K logComm
t = −−−−−→

ln KComm
t , t > 0.

• logarithmic Heat:K logHeat
t = −−−−→

ln KHeat
t , t > 0.

1.4 Sigmoid Commute Time and Sigmoid Corrected
Commute-Time Kernels [16, 31, 32]

The corrected commute-time kernel is defined by

KCCT = HD− 1
2 M(I − M)−1MD− 1

2 H with M = D− 1
2

(
A − ddT

vol(G)

)
D− 1

2 ,

where H = I − eeT /N is the centering matrix, e = (1, . . . , 1︸ ︷︷ ︸
N

)T , d = Ae, D =

diag(d), diag(v) is the diagonal matrix with vector v on the diagonal, and vol(G) =
|V |, V being the edge set of G.

Applying the element-wise sigmoid transformation to KCT and KCCT we obtain
the corresponding sigmoid kernels K S:

[K S]i j = 1

1 + exp(−tki j/σ)
, i, j = 1, . . . , N ,

where ki j is an element of a kernel matrix (KCT or KCCT), t is a parameter, and σ is
the standard deviation of the elements of the kernel matrix. The Sigmoid Commute-
Time kernel and Sigmoid Corrected Commute-Time kernel will be abbreviated
as SCT and SCCT, respectively.

1.5 Randomized Shortest Path and Free Energy Dissimilarity
Measures [22]

• Preliminaries:

P ref = D−1A, where D = diag(Ae);
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W = P ref ◦ −−−−−−→
exp(−tC), where ◦ is element-wise product,

C is the matrix of the shortest path distances, t being the “inverse temperature”
parameter;

Z = (I − W )−1.

• Randomized Shortest Path (RSP):

S = (Z(C ◦ W )Z) ÷ Z , where ÷ is element-wise division;

C̄ = S − e(dS)
T ; dS = diag(S), where diag(S) is the vector on the diagonal

of square matrix S;

ΔRSP = (C̄ + C̄ T )/2.

• Helmholtz Free Energy distance (FE):

Z h = ZD−1
h , where Dh = Diag(Z),

whereDiag(Z) denotes the diagonalmatrixwhose diagonal coincideswith that of Z;

Φ = −t−1
−−−→
ln Z hs;

ΔFE = (Φ + ΦT )/2.

As we know from the classical scaling theory, the inner product matrix (which is
a kernel) can be obtained from a [Euclidean] distance matrix Δ by the

K = −1

2
HΔ(2)H

transformation, where H = I − eeT /N is the centering matrix.
For comparability, all family parameters are adjusted to the [0, 1] segment by a

linear transformation or some t/(t + c) transformation or both of them.
The comparative behavior of graph kernels in clustering tasks has been studied in

several papers, including [12, 22, 31]. The originality of our approach is that (1) we
do not fix the family parameters and rather optimize them during the experiments,
(2) we compare a larger set of measure families, and (3) we juxtapose logarithmic
and plain measures.
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Fig. 1 Logarithmic versus plain measures for G(100, (2)0.2, 0.05)

Fig. 2 Logarithmic versus plain measures for G(100, (3)0.3, 0.1)

2 Logarithmic Versus Plain Measures

Let G(N , (m)pin, pout) be the model of generating random graphs on N nodes
divided into m classes of the same size, with pin and pout being the probability of
(i, j) ∈ E(G) for i and j belonging to the same class and different classes, respec-
tively, where E(G) is the edge set of G.

The curves in Figs. 1, 2 and 3 present the adjusted Rand index2 (averaged over
200 random graphs) for clustering with Ward’s method [33].

It can be seen that in almost all cases, logarithmic measures outperform the ordi-
nary ones. The only exception, where the situation is ambiguous, is the case of Walk
measures for random graphs on 200 nodes.

3 Competition by Copeland’s Score

In this section, we present the results of many clustering tests in the form of tourna-
ments whose participants are the measure families. Every family is characterized by

2On Rand index (RI) and adjusted Rand index (ARI) we refer to [20].
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Fig. 3 Logarithmic versus plain measures for G(200, (2)0.3, 0.1)

its Copeland’s score, i.e., the difference between the numbers of “wins” and “losses”
in paired confrontations with the other families.

3.1 Approach [22]

• The competition of measure families is based on the paired comparisons.
• Every time when the best adjusted Rand index (ARI) of a measure family F1 is
higher on a random test graph than that of some other measure family F2, we add
+1 to the score of F1 and −1 to the score of F2.

3.2 The Competition Results

The competition has been performed on random graphs generated with the
G(N , (m)pin, pout) model and the following parameters: N ∈{100, 200},
the number of classes m∈{2, 4}, pin = 0.3, pout∈{0.1, 0.15}. For every combina-
tion of parameters, we generated 50 graphs and for each of them we computed the
best ARI’s the measure families reached. The results are presented in Table1(a).

3.3 A Competition for 90th Percentiles

Wheneverwe are looking for the best parameter of ameasure family,we computeARI
on a grid of that parameter. In the above competition, we only compared the highest
ARI values. Now consider the set of ARI values some measure family provides as
a sample and find its 90th percentile. These percentiles become the participants in
another tournament. The motivation behind this approach is to take into account the
robustness of each family.
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Table 1 Copeland’s scores of the measure families on random graphs

Nodes 100 100 100 100 200 200 200 200 Sum of
scores

Classes 2 2 4 4 2 2 4 4

pout 0.1 0.15 0.1 0.15 0.1 0.15 0.1 0.15

(a) Optimal parameters

logComm 404 539 453 391 235 578 598 590 3788

SCCT 298 299 341 275 297 415 454 454 2833

logFor 154 182 202 226 207 44 226 192 1433

logHeat 249 261 140 28 175 302 251 −64 1342

FE 71 88 161 208 77 63 82 160 910

Comm 120 9 27 −2 267 138 156 84 799

Walk −42 130 185 126 −44 −42 49 138 500

pWalk −91 −54 −1 64 109 −90 −23 76 −10

SCT −41 −16 −36 −47 −43 −69 −133 −2 −387

RSP −139 −148 −122 17 −67 −166 −194 −162 −981

Heat −31 −339 −515 −513 −148 −123 −458 −505 −2632

SP-CT −399 −365 −250 −186 −469 −450 −414 −366 −2899

For −553 −586 −585 −587 −596 −600 −594 −595 −4696

(b) 90th percentiles

logComm 471 563 497 472 440 588 591 590 4212

SCCT 412 448 446 382 470 450 495 498 3601

logFor 171 242 275 166 88 185 296 210 1633

Walk −4 229 291 268 48 145 226 320 1523

pWalk 19 45 221 232 113 111 188 217 1146

FE −94 91 95 240 −47 56 18 152 511

logHeat 342 91 −22 −243 269 156 61 −376 278

SCT −21 −2 −174 −196 56 50 −46 54 −279

Comm −40 −191 2 −58 10 −213 −70 −153 −713

SP-CT −343 −238 −203 −103 −411 −380 −348 −190 −2216

RSP −473 −335 −328 −60 −426 −365 −366 −222 −2575

Heat 15 −396 −507 −504 −64 −198 −445 −500 −2599

For −455 −547 −593 −596 −546 −585 −600 −600 −4522

The results of the competition for 90th percentiles are given in Table1(b).
One can notice a number of differences between the orders of families provided

by the first competition and the second one. However, in both cases, logarithmic
measures outperform the corresponding plain ones. In particular, it can be observed
that FE is also a kind of logarithmic measure, as distinct from RSP.

Here, the undisputed leader is logComm. Second place goes to SCCT, a measure
which is not logarithmic, but involves even amore smoothing sigmoid transformation.

arubchinsky@yahoo.com



Do Logarithmic Proximity Measures Outperform Plain Ones in Graph Clustering? 95

4 Reject Curves

In this section, we compare the performance of distances (corresponding to the
proximity measures or defined independently) in clustering tasks using reject curves.

4.1 Definition

The ROC curve (also referred to as the reject curve) for this type of data can be
defined as follows.

• Let us order the distances d(x, y), x, y ∈ V (G) from the minimum to the maxi-
mum, where the distance d(·, ·) corresponding to a kernel p(·, ·) is produced by
the d(x, y) = p(x, x) + p(y, y) − p(x, y) − p(y, x) transformation.3

• To each d(x, y) we assign a point in the [0, 1] × [0, 1] square. Its X -coordinate
is the share of interclass distances that are less than or equal to d(x, y), the Y -
coordinate being the share of intra-class distances (between different nodes) that
are less than or equal to d(x, y).

• The polygonal line connecting the consecutive points is the reject curve corre-
sponding to the graph.

A better measure is characterized by a reject curve that goes higher or, at least,
has a larger area under the curve.

4.2 Results

The optimal values of the family parameters (adjusted to the [0, 1] segment) w.r.t. the
ARI in clustering based on the Ward’s method for three G(N , (m)pin, pout) models
are presented in Table2.

The optimum chosen on the grid of 50 parameter values is shown as the first
number in each of three columns. The second number is the ARI corresponding to
the optimum averaged over 200 random graphs. The maximum averaged ARI’s are
underlined. All of them belong to logComm.

The reject curves for G(100, (2)0.3, 0.1), and the optimal values of the family
parameters (w.r.t. the ARI of Ward’s method clustering) are shown in Fig. 4. Each
subfigure contains 200 lines corresponding to 200 random graphs.

The ε-like bend of several curves (pWalk, Walk, logFor, SCT, RSP, FE) appears
because the corresponding measures strongly correlate with the shortest path (SP)
distance between nodes. In these experiments, the SP distance takes only a few small
values.

3Recall that a number of distances that correspond to logarithmic measures possess a meaningful
cutpoint additivity property [6].
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Table 2 Optimal family parameters and the corresponding ARI’s

Measure
(kernel)

G(100, (2)0.3, 0.05)
Opt. parameter, ARI

G(100, (2)0.3, 0.1)
Opt. parameter, ARI

G(100, (2)0.3, 0.15)
Opt. parameter, ARI

pWalk 0.86, 0.9653 0.90, 0.8308 0.66, 0.5298

Walk 0.86, 0.9664 0.74, 0.8442 0.64, 0.5357

For 1.00, 0.5816 0.98, 0.3671 0.00, 0.2007

logFor 0.62, 0.9704 0.56, 0.8542 0.52, 0.5541

Comm 0.38, 0.9761 0.32, 0.8708 0.26, 0.5661

logComm 0.68, 0.9838 0.54, 0.9466 0.62, 0.7488

Heat 0.86, 0.6128 0.86, 0.5646 0.78, 0.2879

logHeat 0.52, 0.9827 0.40, 0.8911 0.28, 0.5561

SCT 0.74, 0.9651 0.62, 0.8550 0.64, 0.5531

SCCT 0.36, 0.9834 0.26, 0.9130 0.22, 0.6626

RSP 0.99, 0.9712 0.98, 0.8444 0.98, 0.5430

FE 0.94, 0.9697 0.94, 0.8482 0.86, 0.5460

SP-CT 0.28, 0.9172 0.34, 0.6782 0.42, 0.4103

Fig. 4 Reject curves for the graph measures under study
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Fig. 5 Average reject curves

Finally, in Fig. 5a we show the reject curves averaged over 200 random graphs.
The curves for the four families that are leaders in Table1 are duplicated in Fig. 5b.

One can observe that the results are partially concordant with those obtained with
Ward’s method. In particular, the first place goes to logComm. Therefore, these
results are not an exclusive feature of Ward’s method. Notice that Heat has a good
average reject curve. However, it produces relatively many large intra-class distances
and its partial results are extremely unstable. This supposedly determines the low
values of ARI of this measure.

5 Graphs with Classes of Different Sizes

The G(N , (m)pin, pout) model generates graphs with nodes divided into classes of
the same size. We now consider graphs with N = 100 nodes divided into two classes
of different sizes. The size of the first class, N1, is shown along the horizontal axis
in Fig. 6.

We see that the ARI’s of logComm, SCCT, and logHeat have minima at N1

near 10 or 15. In contrast, the ARI’s of Comm and pWalk have larger maxima in
the same interval. As a result, the latter two measures outperform the former three
(and the other measures under study) at N1 ∈ [8, 19]. However, if N1 is very small,
then Ward’s method with Comm or pWalk seems to engender misrecognition. Thus,
this case can be considered as an exception to the rule that “logarithmic measures
outperform plain ones”: with a moderate size of the smaller class, Comm and pWalk
outperform the logarithmic measures (and SCCT in which the sigmoid function is
analogous to the logarithmic one as a smoothing transformation).

In all the above experiments, we looked for the optimal values of the family
parameters. If the families of measures are used with random parameter values, then
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the rating of the families differs. Now, the leader and the vice-leader are SCCT and
logFor, respectively, which are most robust to the variation of the family parameter;
when one class is very small, the winners are For, SCT, and Heat, see Fig. 7.

Now let us consider a highly heterogeneous data structure: 150 nodes are divided
into six classes whose sizes are 65, 35, 25, 13, 8, and 4. The classes are numbered
in the descending order of size. The probability of an edge connecting two vertices
that belong to classes i and j is the entry pi j of the matrix P:

P =

⎛
⎜⎜⎜⎜⎜⎜⎝

0.30 0.20 0.10 0.15 0.07 0.25
0.20 0.24 0.08 0.13 0.05 0.17
0.10 0.08 0.16 0.09 0.04 0.12
0.15 0.13 0.09 0.20 0.02 0.14
0.07 0.05 0.04 0.02 0.12 0.04
0.25 0.17 0.12 0.14 0.04 0.40

⎞
⎟⎟⎟⎟⎟⎟⎠

.

Fig. 6 Graphs with two classes of different sizes: clustering with optimal parameter values

Fig. 7 Graphs with two classes of different sizes: random parameter values
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Fig. 8 ARI of various measure families on a structure with six classes

For each measure family, we considered 55 values of the family parameter and
sorted them in the descending order of the corresponding ARI averaged for 200
random graphs. ARI against the rank of the family parameter value is shown in
Fig. 8. Two things are important for each family: first, the maximum of ARI and
second, the velocity of descent.

For this data structure, the leaders are Comm and pWalk, as well as for the two-
component graphs with one small, but not very small class of nodes.

6 Cluster Analysis on Several Classical Datasets

Hitherto we mainly considered one type of random graph: the graphs with uniform
interclass edge probabilities and uniform intra-class edge probabilities. Certainly,
many real-world graphs can hardly be obtained in the framework of that model. In
this section, we study clustering on several datasets frequently used to check various
graph algorithms.

We investigate a total of nine graphs, the smallest of which (Zachary’s Karate
club [35]) contains 34 nodes. The largest graph (a Newsgroup graph [34] with three
classes) contains 600 nodes. We analyze six Newsgroup datasets. The remaining
datasets are Football [17] and Political books [26]. Table3 presents some features of
the datasets.

For each dataset and each measure family, we sorted 55 values of the family
parameter in the descending order of the corresponding ARI. ARI against the rank
of the family parameter value is shown in Fig. 9.

Finally, we present Copeland’s score competition for the measure families: sepa-
rately for the best values of the family parameters and for 80th percentiles (Tables4
and 5).

arubchinsky@yahoo.com



100 V. Ivashkin and P. Chebotarev

Fig. 9 ARI of various measure families on classical datasets

One can observe that for different datasets, ranking of measure families w.r.t. the
quality of clustering differs. In Table4, for six datasets, SCCT takes the 1st or 2nd
place; logComm does so for five datasets. In most cases, the logarithmic measures

Table 3 Overview of the datasets in the experiments

Dataset family Dataset name Number of nodes Number of classes

Football football 115 12

Political books polbooks 105 3

Zachary Zachary 34 2

Newsgroup news_2cl_1 400 2

news_2cl_2 400 2

news_2cl_3 400 2

news_3cl_1 600 3

news_3cl_2 600 3

news_3cl_3 600 3
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outperform the corresponding plain ones. For the “news_3cl_3” dataset and 80th
percentiles, the leaders are FE and logFor. For “Zachary” with the best parameter,
all measures, except for Forest, reach an absolute result. For “football” (having 12
classes), Comm and pWalk are the winners with the best parameters, like in the cases
of two classes of different sizes (cf. Fig. 6b) and of six classes (Fig. 8); SCCT is the
worst.

The comparison of Tables4 and 5 demonstrates that the rather high results of
logHeat and RSP are not stable enough, so in the ranking with 80th percentiles, they
lose four and three positions, respectively; Walk, logFor and SP-CT shift up two
places each. This dynamics resembles that in Table1(a), (b).

7 Conclusion

The main conclusion of our study is that in most cases, including the simple cases
of random graphs with homogeneous classes of similar size, logarithmic measures
(i.e., measures resulting after taking logarithm of the proximities) better reveal the
underlying structure than the “plain” measures do. A direct comparison of interclass
and intra-class distances by drawing the reject curves confirms this conclusion (with
the exception of Heat and logHeat).

In our experiments, the three leadingmeasure families in the aforementioned sim-
ple cases, according to Copelands’s test presented in Table1, are logarithmic Com-
municability, SigmoidCorrectedCommute-Time kernel, and logarithmic Forest. The
superiority of logarithmic Communicability over the other measures is observed here
for all sets of random graphs, except for the set (200, 2, 0.1), for which SCCT is the
best.

A plausible explanation of the superiority of logarithmic measures is that most
kernels and proximity measures under study have a multiplicative nature, while the
nature of distances that cluster algorithms actually use is an additive one (as the
triangle inequality reveals). The logarithmic transformation is precisely the tool that
transforms thefirst nature to the secondone.Moreover, somedistances corresponding
to the logarithmic measures possess a meaningful cutpoint additivity property.

At the same time, there are more complex heterogeneous networks for which
other measures can behave well. Among such structures, we can mention one type
of networks with classes of different sizes and smaller classes of moderate sizes,
for which two “plain” measures, Comm and pWalk can outperform the logarithmic
measures under study. A similar situation can be observed for some structures with
many classes. The SCCT kernel, which involves the sigmoid transformation instead
of the logarithmic one, performs very well in many experiments. InWard’s clustering
(with the best parameter values) of several datasets, it even wins in the competition
by Copeland’s score.
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Analysis of Russian Power Transmission
Grid Structure: Small World Phenomena
Detection

Sergey Makrushin

Abstract In this paper, the complex network theory is used to analyze the spatial
and topological structure of the UnifiedNational Electricity Grid (UNEG)—Russia’s
power transmission grid, the major part of which is managed by Federal Grid Com-
pany of the Unified energy system. The research is focused on the applicability of the
small-world model to the UNEG network. Small-world networks are vulnerable to
cascade failure effects what underline importance of the model in power grids analy-
sis. Although much research has been done on the applicability of the small-world
model to national power transmission grids, there is no generally accepted opinion
on the subject. In this paper we, for the first time, used the latticization algorithm
and small-world criterion based on it for transmission grid analysis. Geo-latticization
algorithm has been developed for a more accurate analysis of infrastructure networks
with geographically referenced nodes. As the result of applying the new method, a
reliable conclusion has been made that the small-world model is applicable to the
UNEG.Key nodes and links which determine the small-world structure of the UNEG
network have been revealed. The key power transmission lines are critical for the
reliability of the UNEG network and must be the focal point in preventing large
cascade failures.

1 Introduction

The object of the current research is the Unified National Electricity Grid (UNEG)
of Russia, the major part of which is managed by Federal Grid Company of Unified
Energy System (FGCUES Inc.). The aims of the research are to find the key network
topology properties and to identify the UNEG network model. The main focus is on
the detection of the small-world phenomena in the UNEG network and on finding
appropriate methods for this analysis. These methods are based on the complex
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network theory and use for analysis the UNEG computer model. Complex network
theory methods are widely employed for power transmission grid analysis all over
the world but have not been used for Russian’s UNEG.

In the majority of papers on the analysis of power transmission grids with the
complex network theory methods the small-world model [23] applicability is con-
sidered [13]. This attention can be explained by the fact that the small-world model
is one of the crucial models of the complex network theory. One of the major prop-
erties of small-world networks is their capability of fast diffusion of information (or
any other process) in a network [14]. As concerns electricity transmission networks
it means that small-world networks are vulnerable to cascade failure effects what
underline importance of the model in power grids analysis [13]. Although much
research has been done on the applicability of the small-world model to national
power transmission grids, there is no common opinion on that subject [6, 13, 22].

One of the reasons for this is the lack of appropriate methods for the identification
of small-world topology in a network. The current paper considers newmore accurate
methods for the identification problem; these methods rely on the results which were
gained by Telesford et al. [21] but have not been used for electrical network analysis.
The paper also proposes amodification for thatmethodwhich is adapted for a network
with geographically referenced nodes.

2 The UNEG Network Computer Model

For the complex network analysis UNEG appears as a network with electric power
stations and substations as nodes andhigh-voltage power lines as links. For the current
research, data on 514 nodes and 614 links has been gathered. This data includes the
networks topology, geographical coordinates of nodes, region binding, voltage levels,
and other properties. The data for the computer model creation have been taken from
official papers [12], online UNEG map from FGC UES [19], OpenStreetMap GIS
[11]. The UNEG computer model has been created for the main operating regions
of UNEG except from the unified national energy systems of Siberia, East and Urals
(partially). Visualization of the UNEG computer model with nodes in accordance
with their geographical coordinates can be seen in Fig. 1a.

The computer model processing and the algorithm development have been done
with Python programming language and NetworkX library [10]. Using the computer
model of UNEG, the basic properties of the network have been found (see Table1).

3 The Generally Accepted Small-World Network Criterion

According to the definition, small-world networks have an clustering coefficient close
to that of regular lattices with a similar quantity of nodes and links and an average
path length close to that of random networks [5] with a similar quantity of nodes
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Fig. 1 Geo-latticizated UNEG network a Initial UNEG model (nodes shown in accordance with
their geographical coordinates) b Geo-latticizated UNEG network: if possible, long links are
replaced by shorter ones, node’s degrees are preserved from changing

and links [23]. In practice, however, to analyze the applicability of the small-world
model for a certain network the average path length and the clustering coefficient
are compared only between the network and its random analog. There is a wide-
spread small-world model applicability criterion which was presented for the first
time in [7]:
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Table 1 Basic properties of the UNEG network and its analogs

1 2 3 4 5

UNEG network analogsa

UNEG network Erdös–Rényi
random network

Results of
random
relinkage
procedure

Latticizated
UNEG network

Geo-latticizated
UNEG network

N 514 514/459.6G 514 514 514

L 642 645.2/637.5G 642 642 642

〈l〉 11.93 6.51G 7.35 67.25M /62.16 16.65M /17.63

Ltot 48107 – – – 40237M /41201

C 0.0942 0.0047/0.0047G 0.0037 0.2210M /0.2026 0.1614M /0.1641

Cavg 0.0807 0.0034/0.0038G 0.0026 0.2328M /0.2027 0.1771M /0.1770
aThe mean values for 100 results of generation process
GThe value for the giant component of the network
MThe value for the network with the minimum total length of links
N—number of nodes in the network, L—number of links in the network, 〈l〉—the average path
length (in hops) between all node pairs of the network (or of its giant component), Ltot—total
length of links (in kilometers), C—the global clustering coefficient, Cavg—the average clustering
coefficient

σ = C/Crnd

〈l〉/〈lrnd〉 , (1)

where C and 〈l〉 are the clustering coefficient and the average path length (in hops)
between all node pairs of the current network, and Crnd and 〈lrnd〉 are the clustering
coefficient and the average path length of the randomized analog of the network.
There are more than 400 citations of the paper [7], and currently this criterion of
small-world model applicability is generally accepted among researchers in the field
of complex network theory.

In graph theory, a clustering coefficient is a measure of the degree to which nodes
in a graph tend to cluster together. Currently, there are two definitions of the clustering
coefficient of a network: the global clustering coefficient and the average clustering
coefficient. The global clustering coefficient is defined as:

C = 3 × number of triangles

number of paths of length 2
, (2)

where a ‘triangle’ is a set of three nodes in which each node is connected to the
other two. The average clustering coefficient of a network Cavg is the mean of local
clustering coefficients Cavg

i over all nodes, where Cavg
i for node i is defined as:

Cavg
i = 2Li

ki(ki − 1)
, (3)
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where Li is the number of links between all neighbors of i and ki is the degree of
node i.

Both definitions capture intuitive notions of clustering but though often in good
agreement, values for C and Cavg can differ by an order of magnitude for some
networks. Use of the global clustering coefficient has some advantages for our task.
In case of Erdös–Rényi (ER) random network we can use the probability of link
creation p as the mathematical expectation of the global clustering coefficient C.
Moreover, this definition of the clustering coefficient is used as a primary one in
[7], and if we use it, we will get more comparable results. Further, unless otherwise
specified, we will use the global clustering coefficient as the measure of clustering.
Nevertheless, in Table1 the values of Cavg are also shown.

According to the definition of a small-world network, its clustering coefficientCsw

has a property: Csw ≈ Clat , where Clat is the clustering coefficient for the analog of
the network with properties of a regular lattice. The expression for the small-world
average path length follows from the second part of the definition: 〈lsw〉 ≈ 〈lrnd〉.
Consequently, for small-world networks 〈lsw〉/〈lrnd〉 ≈ 1, and from the estimation
Clat � Crnd wewill get an estimation for clustering coefficients ratio:Clat/Crnd � 1.
Inserting the estimations of the clustering coefficient and the average path length into
the expression (1) we get the estimation for the criterion of the small-world model
applicability: σsw � 1. By the same reasoning, we can conclude the higher the value
of σ, the closer the network to the small-world state.

Values of the global clustering coefficient C and the average path length 〈l〉 for
the initial UNEG network are shown in column 1 of Table1. We can calculate the
values of Crnd and 〈lrnd〉 for the equivalent ER random graph [5]. An ER random
graph is constructed by uniquely assigning each edge to a node pair with the uniform
probability. Parameters of the ER random graph generation process are the quantity
of nodes N and the probability p of creating an edge. Value of p is calculated as
follows:

p = L

N(N − 1)
, (4)

where L is the quantity of links and N is the quantity of nodes in the network. For the
UNEG L = 642, N = 514 and, consequently, p = 0.0049. Due to the randomness
of the ER graph generation process, values of L, C, and 〈l〉 are different in each case.
We repeated the generation process 100 times and calculated the mean values which
are shown in column 2 of Table1.

The mean value of links quantity in ER random graph creation process for the
UNEG is quite near to L. Mean value of the global clustering coefficient for ER
network corresponding to the UNEG network is 0.0047. Since probability of link
creation p in ER network is the expectation of its global clustering coefficient, the
value of C is quite near to p = 0.0049.

However, using the ER random graph creation process could not help find the
correct value of the average path length 〈lrnd〉 because the networks, which were
generated by the process with parameters N = 514 and p = 0.0049, are discon-
nected. In disconnected networks, paths between some pairs of nodes are absent,
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and calculation of the average path length between all node pairs of a network is
incorrect. Since, in our case, each ER random graph has a giant component (a con-
nected subgraphwith the largest number of nodes), as aworkaround,we can calculate
the average path lengths for the giant components of ER random graphs (see values
with index ‘G’ in column 2 of Table1). The weak point of this solution is that in
our case the giant components have only near to 90% of nodes and about 99% of
links of the whole network. Hence smaller quantity of nodes and higher density of
links will lead to underestimation of the value of 〈lrnd〉 if the average path lengths of
giant components of ER random graphs are used. Since both ‘triangles’ and paths
of length 2 from formula (2) are very rare outside giant components of ER random
graphs, generated with our parameters, the global clustering coefficient of a giant
component is almost the same as of the whole ER random graph (see C values in
column 2 of Table1).

To avoid this problem we can use an alternative network generation process with
random relinkage procedure. This procedure is quite similar to the relinkage process
in the Watts–Strogatz model for generating small-world networks from lattice net-
works [23]. The main difference is that in the current procedure the connectedness
of the network and the degrees of all nodes are preserved.

A basic step of the random relinkage procedure consists of a random choice of
two pairs of linked nodes, disruption of the old links within each pair and creation of
two new links between two nodes from different pairs. Relinkage step is rolled back
if it leads to violation of network connectedness. When a random relinkage step is
repeated many times it saves the degree of every node and the connectedness of the
network but shuffles links between the nodes. That process leads to a randomnetwork
with the same degrees of nodes as in the initial network and to the preservation of
connectedness of the network.

We have created the software implementation of the random relinkage procedure,
and it has been applied to the UNEG network computer model. For neutralization of
the stochastic effects of the random relinkage procedure, it was applied to the UNEG
network 100 times. The average values of network properties for the randomized
UNEG network analogs are shown in column 3 of Table1.

The value of the average path length for the random analog of the UNEG obtained
by the random relinkage procedure is 7.35. This value is more than 10% greater than
the average path length for the giant component of the ER random analog of the
UNEG.Asmentioned above, this is the consequence of smaller quantity of nodes and
higher density of links for giant components along with the effect of different nodes
degree distributions in networks which are generated by different procedures (the
direction of this effect requires a separate study). Moreover, the distinction between
nodes degree distributions is also the cause of significant difference in magnitude of
the global clustering coefficients for the two random network generation procedures.

The values of σ criterion 1 for the UNEG are shown in Table2. For all calculation
methods of Crnd and 〈lrnd〉 values of σ greatly exceed 1 and may be interpreted as
values of a network with small-world properties. But as shown in Telesford et al.
paper [21], the generally accepted approach for the detection of small-world structure
in networks has significant flaws.
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4 Criticism of the Generally Accepted Small-World
Network Criterion

Watts–Strogatz small-world networkmodel is defined as a hybrid between the regular
lattice (in terms of its high clustering coefficient) and the randomnetwork (in terms of
its short average path length). Many succeeding small-world models, e.g., Kleinberg
model [9], use the samemain idea.Using the generally accepted small-world criterion
σ we compare a network with only one extreme case of the small-world model the
random network, and ignore another extreme case the regular lattice. Comparison
with the regular lattice using the traditional criterion is commonly ignored due to the
absence of a simple and widely known algorithm to generate the regular analog of a
network.

Depending on the method of calculating Crnd the value of ratio C/Crnd for the
UNEG network is in the range [19.85, 25.79] (see Table2). In any case, this ratio
has a quite big value what means that global clustering coefficient of the UNEG
network is very different from a random analog of the network. But from C � Crnd

and Clat � Crnd it does not follow that C ≈ Clatt . It means that such a big value
of C/Crnd does not ensure that clustering of the UNEG network has a value close
to regular lattices with a similar quantity of nodes and links. Consequently, when
we have a high C/Crnd ratio and consequently high value of σ criterion we cannot
make a correct conclusion about satisfaction of one of the two requirements from
the small-world definition.

Moreover, identification of the small-world structure for a network with the help
of the generally accepted criterion 1 is ambiguous because value of Crnd is highly
dependent on the size of the network. As mentioned above, the value of the global
clustering coefficient of an ER random network could be estimated by the probability
of creating an edge p

CER
rnd ≈ p = 2L

N(N − 1)
= 〈k〉

N − 1
≈

N�1

〈k〉
N

(5)

where 〈k〉 is the average node degree. If we consider several networks which have
the same structure (first of all, the same average node degree 〈k〉 and the same global
clustering coefficient C) but have different quantity of nodes N , we will get the
estimation for the numerator of the fraction 1:

Table 2 σ small-world criterion calculation

1 2 3

Random analog of the network C/Ca
rnd 〈l〉/〈lrnd〉a σ

Erdös-RényiG 19.85 1.83 10.83

Relinkage process 25.79 1.62 15.89
aThe mean values for 100 results of generation process
G the value for the giant component of the network
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C/CER
rnd ∼ N (6)

In particular, if the considered networks are small-world networks with the value
of the fraction 〈l〉/〈lrnd〉 close to 1, then the relation between σ criterion and the size
of the network N can be estimated as:

σ = C/Crnd

〈l〉/〈lrnd〉 ∼ N (7)

This means that the value of σ criterion for small-world networks with the same
structure is proportional to the quantity of nodes in those networks. Consequently,
the size of a network is crucial when we use sigma criterion to check the small-world
model applicability, and this fact makes using σ criterion not reliable.

For example, the two power transmission networks considered in this paper [6]
are classified as a random network and a small-world network on the basis of their
values forC/Crnd and 〈l〉/〈lrnd〉. For the first network (classified as a randomnetwork)
C/Crnd = 3.34 and 〈l〉/〈lrnd〉 = 1.46. For the second network (classified as a small-
world network) C/Crnd = 22.00 and 〈l〉/〈lrnd〉 = 1.46. Average degrees of nodes
for both networks are almost the same and have values close to 2.6 links per node.
Values of σ criterion for the networks are 2.29 and 15.04, respectively. These values
confirm the classification made in [6]. However, if we take into account the cause of
difference in the ratios C/Crnd for the networks, then our conclusions will become
more ambiguous.

For the first network the ratio is calculated on the basis of the following values:
C/Crnd = 0.107/0.032 = 3.344, and for the second network the ratio is: C/Crnd =
0.088/0.004 = 22.000. This shows that the first network has a significantly greater
global clustering coefficient than the second network, andwhatmeans that the greater
ratio value for the second network is explained only by different values of the global
clustering coefficients of the random analog networks. Since both networks have the
same average degree of nodes, the difference in the clustering coefficients for the
random networks arises from the difference in the networks size: the first network
has only 84 nodes, while the second one has 769 nodes. The value of Crnd depends
heavily on the network size, but Clat should not have that dependency. Thus, while
considering C/Crnd in the criterion σ for testing C ≈ Clatt , we implicitly add the
incorrect dependency of σ on the size of the network to the criterion. Consequently,
the usage of the criterion based on the ratios C/Crnd and 〈l〉/〈lrnd〉 for classifying
networks of different sizes in the case from [6] led to ambiguous conclusions.

In Telesford’s paper [21] an analysis of families of small-world networks gener-
ated by the Watts–Strogatz model was performed. It has revealed that the unilateral
comparison in the traditional small-world criterion has several significant flaws. In
theWatts–Strogatzmodel from [23] the links in a regular lattice are randomly relinked
with a certain relinkage probability p. Telesford’s paper shows that with the growth
of probability p from 0 to 1 in networks generated by the Watts–Strogatz model the
small-world criterion value σ steadily increases to the maximum value and steadily
decreases after reaching the maximum. It means that the dependency of p on σ is not
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single-valued; therefore, one criterion value has two different interpretations in terms
of the Watts–Strogatz small-world model. Moreover, the traditional criterion σ does
not have any certain value interval, and for different sizes of networks maximum
values of σ could differ by almost two orders of magnitude. That means that the
same value of the criterion σ in different cases could mean a fundamentally different
small-world status of a network.

The analysis presented above demonstrated that the interpretation of the value of
the σ criterion for the UNEG is very ambiguous. Despite the large value of the σ
criterion for the UNEG network we cannot say that the clustering coefficient of the
network is close to a regular lattice with a similar quantity of nodes. We do not know
the maximum value of σ criterion for networks with the same quantity of nodes and
links as in the UNEG network. Consequently, we do not know how close the UNEG
network is to a perfect small-world structure. Moreover, due to the existence of the
two interpretations of σ criterion, we do not know if the UNEG network differs from
the perfect small-world structure in the direction of the random network structure or
in the direction of the regular lattice structure.

In Kim and Obah paper [8] there is another example of difficulties in the inter-
pretation of σ criterion. In that research the generally accepted small-world criterion
σ is used to analyze the changing topology of a power transmission grid in different
scenarios of failures of power transmission lines. Kim and Obah found that σ value
significantly decreased in scenarios which led to major cascade failures. These facts
have been interpreted in [8] as a shift from the small-world network topology to
the random network structure. But the ambiguousness of the σ criterion suggests
that there can be another possible interpretation of its decrease: a shift in the direc-
tion of the regular lattice structure. Moreover, there are some signs that the second
interpretation is more adequate. In particular, the decrease of the σ value considered
above is caused by a significant decrease in the average path length. It is a typical
consequence of the long links removal from a small-world network, and it leads to
a topology shift in the direction of the regular lattice structure.

5 Latticization Algorithm and New Small-World
Network Criterion

To overcome the problems of the generally accepted small-world criterion in [21]
a new criterion was offered by Telesford et al. for the identification of the small-
world structure in networks. It is based on the latticization algorithm described in
[3, 18, 20] which is used to generate the regularized analog of a network. The new
criterion uses the comparison of the clustering coefficients of the current network
and its regularized analog along with the comparison of the average path lengths of
the current network and its random analog. The new criterion is as follows:
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ω = 〈lrnd〉
〈l〉 − C

Clatt
(8)

where Clatt is the clustering coefficient of the latticizated analog of the current net-
work.

ForWatts–Strogatz networks the following conditions for the fractions from Eq.2
are met: 0 ≤ 〈lrnd〉/〈l〉 ≤ 1 and 0 ≤ C/Clatt ≤ 1. It follows that for Watts–Strogatz
networks and for the broad class of networks in which these conditions are met the
ω criterion has a certain value interval: from −1 to 1. The criterions values close to 0
conform to the structure of a small-world network, values close to−1 conform to the
structure of a regular lattice, and values close to 1 conform to the random structure
of the network. Dependence of p on ω in the Watts–Strogatz small-world model is
single-valued; consequently, we can uniquely identify the direction of the network
differences from the perfect small-world structure. Also in [21] it was shown that
values of the criterion ω are almost independent from the size of a network. Thus,
the new criterion does not have the fundamental shortcomings of its predecessor. It
has a certain value interval for a network: from −1 to 1, and values of the criterion
are almost independent from the size of a network.

The main idea of the latticization algorithm is to repeatedly execute a relink-
age procedure which is similar to the relinkage procedure in the random relinkage
process. The distinguishing feature of the new variant of the relinkage procedure is
that the relinkage process step is executed only if the total length of the new pair
of links is greater than the total length of the old ones. The testing of this condition
is shown on line 9 in the pseudocode realization of the latticization algorithm (see
Fig. 2). The previous steps of the relinkage algorithm are aimed to randomly choose
the two pairs of linked nodes which are suitable for cross relinkage. After choosing
a correct pair of nodes the relinkage procedure starts (see line 14–19 in Fig. 2). This
procedure consists of the disruption of the two old links within each pair and the cre-
ation of two new links between nodes from different pairs. The relinkage procedure
is rolled back if it leads to the violation of the network connectedness.

The evaluation of links lengths (or the distances between the nodes) in the latti-
cization algorithm is described in [3, 18, 20]; it is based on the definition of a closed
one-dimensional sequence of nodes (‘ring of nodes’) and on themetric of links length
induced by that sequence. The distance between neighboring nodes in this ring (and
the length of links between these nodes) is minimal and has the value of 1, while the
distance between nodes in opposite parts of the ring is maximum and has the value
of [N/2]. This rings structure corresponds to the initial one-dimensional lattice in
the Watts–Strogatz small-world model. As the result of the latticization algorithm,
the network is transformed into a quasiregular network wherein the majority of links
connect nearest neighbors in the one-dimensional sequence of nodes.

Unlike in the case of the Watts–Strogatz model, we do not have any information
about the initial one-dimensional sequence of nodes, and due to this in the latticization
algorithm ring sequences are generated randomly. The latticization procedure is
repeated with different initial sequences (e.g., 100 repetitions were performed for
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Fig. 2 Realization of the latticization algorithm in pseudocode

Table 3 ω small-world criterion calculation

1 2 3

Algorithm of network regularization 〈lrnd〉/〈l〉b C/Ca
latt ω

Latticization 0.6161 0.4261 0.1900

Geo-latticization 0.6161 0.5833 0.0328
aValues given for networks with minimum total length of links (among the results of 100 repetitions
of each generation process)
bThe mean values for the random relinkage process

the UNEG), and the result with the minimum total length of links is accepted as the
end result of latticization.

The latticization algorithm and the small-world criterion based on it have not
been used for power transmission grids analysis yet. For the current research the
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implementation of the latticization algorithm has been made using Python program-
ming language and has been applied to the UNEG computer model. The basic prop-
erties of the latticizated UNEG network are shown in column 4 of Table1. For the
UNEG network the value of the new small-world criterion ω calculated taking into
account the latticizated network is equal to 0.19 (see Table3). It is near to 0 which is
typical for a small-world network; this means that the UNEG network is quite close
to having small-world structure. The criterion value for the UNEG network is greater
than 0 which means that this network has a random rather than a regular structure.

6 Geo-latticization Algorithm

The Latticization algorithm is universal and not targeted for application to power
transmission grid or any other infrastructure network. However, the nature of
infrastructure networks is quite specific. First of all, their nodes have a geographic
binding. Thus building quasi-regular network for random one-dimensional sequence
of nodes is not adequate in this case. Infrastructure networks have well defined two-
dimensional structure of nodes and metric for links length based on geographical
distance.

Widespread usage of two-dimensional modifications of Watts–Strogatz small-
world model [9] makes implementation of two-dimensional modification of the
algorithm particularly justified. Realizing specific of infrastructure networks in the
current research we have developed and programmed a new modification of the lat-
ticization algorithm and call it geo-latticization. In the geo-latticization algorithm,
geographical coordinates of nodes and geodesic distance are used for creation of
metric for calculating length of link in relinkage process. For implementation of the
geo-latticization algorithm only new realization of function Distance is needed (see
line 9 in Fig. 2).

For improving geo-latticization algorithm performance random selection of node
pairs in relinkage procedure was changed to selection algorithm based on a function
of distance. TheNew algorithm chooses the second pair of nodes not accidentally, but
given the additional condition: one node from the second pair must have a distance
to one node from the first pair not greater than a certain value. The additional con-
dition due to the obligatory nearness of nodes from different pairs greatly increases
probability of success relinkage and increases the speed of decreasing the total links
length of a network. In the improved algorithm, a geohash technique [17] is used for
fast search of the nearest nodes. For implementation of this feature new realization
of function ChooseLinkedNodes (see line 5 in Fig. 2) has been done.

The result of geo-latticization of the UNEG network is shown in Fig. 1b. In the
figure, we can see that some long links have been changed to shorter ones. That
replacement has been done only if it was possible without changing the degree of
nodes and network connectedness violation. Because of the stochastic nature of
geo-latticization process this result is not determined and network configuration in
Fig. 1b is only one from many possible geo-latticization results. But results in the
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geo-latticization algorithm are more determined than in the latticization algorithm
because in geo-latticization algorithm there is explicitly defined metric for the links
length. This metric is determined by geographical coordinates of nodes instead of
the randomly defined ring sequence of nodes in latticization algorithm metric.

The basic properties of the geo-latticizated UNEG network are presented in
column 5 of Table1. As for the latticization algorithm 100 repetitions of the geo-
latticization were performed for the UNEG and the value for network with the min-
imum total length of links is accepted as the end result of latticization (in column 5
of Table1 this values have label ‘M’).

The average path length for the geo-latticizated UNEG network is 16.65 and this
value is much less than value 67.25 for the latticizated UNEG network. Predictably,
the two-dimensional quasiregular network shows a sufficiently less average path
length in comparison with quasiregular network for the one-dimensional sequence
of nodes. The global clustering coefficient for geo-latticizated UNEG network is
0.1614 and this value is less than value 0.2210 for the latticizated UNEG network.
That difference is not accidental and has the following explanation. Nodes in two-
dimensional space have more nearest neighbors than in one-dimensional space and
it makes creation of clusters with same quantity of links less probable than in one-
dimensional case.

The value of the small-world criterion ω based on geo-latticization for the UNEG
network is 0.03.A more accurate method, which takes into account the UNEG net-
work geographic nature shows that this network is sufficiently closer to the perfect
small-world structure than that which was found by using the latticization algorithm
(see Table3). But qualitative characteristics of the UNEG network stay the same: the
UNEG network has rather a random than a regular structure. Closeness of the UNEG
network to a perfect small-world structure makes it relevant to analyse reliability to
cascade failure effects from a network topology point of view.

7 Long Links Analysis

Analysis of real cases of cascade failures in power transmission grids in [8] and
computer modeling of cascade failures in small-world networks in [15] have revealed
that in power transmission grids with small-world structure a special role in cascade
failure effects belongs to long links (or shortcuts). In small-world networks, shortcuts
are responsible for strong reduction in the average path length. In theWatts–Strogatz
small-world model a major part of new links which emerged in the relinkage process
became long links. Although a large length of a power transmission line in kilometers
does not necessarily mean that this line belongs to network shortcuts, there is a strong
correlation of a large length of line and the possibility of it reducing the average path
length in a network. The geo-latticization process virtually rules out all long links
which could be eliminated from a network. Therefore, comparison of an original
network with its geo-latticizated analog could help identify long links.
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Fig. 3 The complementary cumulative distribution function (CCDF) of the length of links and
fitted distribution laws: a for the UNEG network (distribution law: f (x) ∼ e−0.0133x) and for the
geo-latticizated UNEG network (distribution law: f (x) ∼ e−0.0159x); (b) for long links of the UNEG
network (distribution laws: f (x) ∼ e−0.0123x and f (x) ∼ x−4.58)

In the geo-latticizated UNEG network all links except from 4 (0.4% of total
quantity links) have lengths of less than 223km but in the original UNEG network
29 have lengths greater than 223km (see Fig. 3a). The distribution in the figure shows
that in the geo-latticizated UNEG network there are many links a little shorter than
223km. Therefore, links shorter than this limit cannot be definitely identified as
shortcuts. Due to these facts, the length of 223km has been taken as a threshold for
shortcuts.

It is necessary to notice that the selected long links of the UNEG network are
relatively short compared to geographical size of the UNEG network. For example,
the mean of links lengths in the randomly relinked UNEG network is 914km while
the length of the longest line in the UNEG network is only 607km. This means that
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the UNEG network cannot be described by the Watts–Strogatz model since it does
not have long links comparable to the spatial diameter of the network.

Some other small-world models (i.e., Kleinergs model [9]) admit shorter long
links but have constraints on link length distribution [4, 16]. In order to have the
average path length 〈l〉 ∼ log(N) (i.e., an important property of the small-world
model) in a two-dimensional spatial network with randomized links (i.e., Kleinergs
model), the distribution of the length of lines has to have a fat power law tail with the
value of the exponent α ≤ 4 (see [4]). As seen in Fig. 3a, the empirical cumulative
distribution function of the length of links for the UNEG network is approximated
well by exponential distribution. The empirical cumulative distribution function of
the length of shortcuts in the UNEG network can be approximated with the same
quality (measured by a likelihood function) by exponential distribution or by power
law distribution with the high value of the exponent α = 4.58 (see Fig. 3b). This
means that the distribution of the length of long lines does not have a sufficiently fat
tail to imply slow growth in the average path length 〈l〉 ∼ log(N) according to the
requirements described in the Kleinergs model.

But Kleinergs model (and the majority of other spatial small-world models) is
not suited for infrastructure networks such as the UNEG because many underlying
assumptions of thismodel do not reflect the principles of their construction.Kleinergs
model uses a homogeneous lattice network to construct a small-world network. But
the UNEG has a spatially inhomogeneous nodes structure and a highly uneven dis-
tribution of nodes degree, and this is typical for many infrastructure networks. These
features are very important for the average path length estimation because spatial
areas with high density of nodes and nodes with high degree in a network make it
possible to build small-world structure using relatively short shortcuts. Moreover,
the estimation of dependence of the average path length from growth in number of
nodes in [4, 16] assumes that linear size of a network grows as N1/D where D is
number of dimensions in the space where network exists (D = 2 for the UNEG and
other infrastructure networks). However, growth of real infrastructure networks is
achieved not only by extending their area but also by increasing spatial density of
nodes. It means that the effect from a relatively short shortcut could increase with
the growth of a network.

In generally accepted spatial small-worldmodels long links are addedby randomly
choosing two end points, and this is totally different from infrastructure networks.
In most real cases some special (‘trunk-line’) type of links is used for shortcuts (e.g.,
lines of extra-high voltage (EHV) in power transmission grids). Usually, ‘trunk-line’
links form long paths (or even grids of higher order) into infrastructure networks. In
such a way several relatively short shortcuts could form a path almost equivalent to
a long shortcut.

In Fig. 4 diameter of a node is proportional to the total length of two longest links
incident to it. This way a large diameter of a node means that it is on a path of two
shortcuts. There are many large diameter nodes in the figure and almost all of them
have the voltage of 500 kV or 750 kV (i.e., belong to EHV class). Moreover, from
the figure we can see that in the UNEG there are several long paths formed by long
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Fig. 4 Visualization of the UNEG network model. Size of a node is proportional to the total length
of two longest links incident to the node (large size of a node indicates that it is on the path between
two long links); color of a node is defined by voltage level of the electricity transformer in the node
(see the legend, values in kV); colors of links are defined by their betweenness centrality (see color
map in the legend)

links. This example confirms what was said above about ‘trunk-line’ links structures
in infrastructure networks.

The arguments presented above show that due to the inadequacy of Kleinergs
model for the UNEG case, the requirements for the distribution of links length [4,
16] must be refined using a more adequate network model. Moreover, comparison
between the UNEG network and its geo-latticizated analog (see Table1) shows that
elimination of long links increases the average path length 〈l〉 from 11.93 to 16.65
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hops. This confirms the high role of long links (representing only 2% of the total
quantity of links) in the UNEG topology which is typical for small-world networks.

Identification of long links in the UNEG network is very important for practical
UNEG operations due to the closeness of this network to a small-world structure.
Identification of long links in the UNEG network will show the power transmission
lines and power substations which must be points of special attention in preventing
large cascade failures.

From small-world model analysis in papers [1, 2], we know that nodes incident to
shortcuts have a high value of betweenness centrality. This property could be used as
an alternative method for shortcuts identification. Betweenness centrality is defined
as follows:

g(u) =
∑

s �=t �=u

σst(u)

σst
(9)

where σst(u) is the number of shortest paths between nodes s and t passing through
node u and σst is the number of all shortest paths between nodes s and t. A similar
definition exists for betweenness centrality of links. High betweenness centrality of
a node indicates its importance as a transit node in shortest paths between different
pairs of nodes. Particularly, in the case of removing nodes with high betweenness
centrality from a network, shortest paths between some pairs of nodes become longer
and the average path length of the network increases.

Betweenness centrality was calculated for all nodes of the UNEG network com-
puter model; the results are visualized in Fig. 5. From the figure we can see that in the
UNEG network there are a few nodes of very high betweenness centrality. A matter
of special interest is the fact that all those nodes are linked into one chain that runs
through the center of the UNEG. The values of betweenness centrality for the nodes
from the chain are in range from 0.19 to 0.35. The average value of betweenness
centrality for the UNEG nodes is 0.021, the median value is 0.004, the value of 95th
percentile is 0.112 and the value of 98th percentile is 0.188. Thus, the betweenness
centrality values for the nodes from the chain are within 2.SS

Visual analysis of Fig. 5 can explain the special role of the nodes with a high
betweenness centrality from the chain: this chain of nodes provides a topologically
short path through the central part of the UNEG network. This result is achieved
by large lengths of power transmission lines in the chain. It is especially important
due to high density of nodes and consequently a relatively small length of power
transmission lines in the central part of the UNEG network. Large lengths of power
transmission lines in the chain are determined by extra-high voltage 500 and 750kV
which is economically viable for electricity transfer over such long distances.
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Fig. 5 Visualization of theUNEGnetworkmodel. Sizes of nodes are defined by their degree; colors
of nodes are defined by their betweenness centrality (blue nodes have themaximum centrality value)

8 Conclusion

In this paper, newmethods for infrastructure networks analysis have been developed.
The latticization algorithmand a new small-world criterion based on it have been used
for power transmission grid analysis for the first time. The geo-latticization algorithm
has been developed for amore accurate analysis of networks with geographical refer-
ence of nodes. This method helps to more accurately identify small-world properties
in power transmission grids and in other infrastructure networks with geographical
reference of nodes.

In this paper, complex network theory has been used to analyze the spatial and
topological structure of the Unified National Electricity Grid for the first time. The
newmethods described above have been applied to the UNEG network. Through the
use of these methods a reliable conclusion that the small-world model is applicable
to the UNEG network has been made. Consequently, we have proved the necessity
to conduct an analysis on the UNEG vulnerability to cascade failures with taking
into account the networks topology features.

Key nodes and links which determine the small-world structure of the UNEG
network have been revealed. Identification of the key power transmission lines is
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critical to control the reliability of the UNEG network and must be a point of special
attention in preventing cascade failures. This research also discovers that the key
UNEG nodes and links are combined into one chain which passes through the central
part of the UNEG and transforms the whole network into a topologically compact
structure.
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A New Approach to Network Decomposition
Problems

Alexander Rubchinsky

Abstract A new approach to network decomposition problems (and, hence, to
classification problems, presented in network form) is suggested. Opposite to the
conventional approach, consisting in construction of one, “the most correct” decom-
position (classification), the suggested approach is focused on the construction of
a family of classifications. Based on this family, two numerical indices are intro-
duced and calculated. The suggested indices describe the complexity of the initial
classification problem as whole. The expedience and applicability of the elaborated
approach are illustrated by two well-known and important cases: political voting
body and stock market. In both cases, the presented results cannot be obtained by
other known methods. It confirms the perspectives of the suggested approach.

1 Introduction

The most conventional statement of network decomposition problems consists in its
partition into several subnetworks. Typically, it is supposed that connections within
these subnetworks are significantly strongly than connections between them. The
same concerns many automatic classification problems often presented as network
decomposition ones. The above-mentioned partition into a small number of clearly
distinct subnetworks or clusters is a result of investigation by itself. The partition
allows us to formulate reasonable hypotheses about a considered system, to select a
few important parameters, and so on—in brief, to understand, “what is the world in
this location.” Especially, it is important for many socio-economic systems, whose
functioning is determined by human behavior and, therefore, cannot be adequately
presented by a functional or stochastic dependence.

Numerous successful examples of decomposition/classification approach applica-
tion for various system investigations arewell known and comprehensively described
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in several monographs and reviews (see, for instance, [3, 4]). The result usually
consists in the construction of a single, the most reasonable, in some sense, clas-
sification of the initial set. However, the experience in investigation of both model
and real systems, leads to conclusions revealing other possibilities of the decomposi-
tion/classification approach. The essence of the matter consists in the construction of
a family of classifications, which can include as a particular case a single classifica-
tion. However, in many complicated and important situations the mentioned family
includes several (sometimes many) classifications. Moreover, in such cases classi-
fications themselves, forming the above-mentioned family, are of little interest.
It turned out that it is much more expedient to focus our attention on calculation
of special numerical indices based on these families. The suggested indices charac-
terize the complexity of the classification problem (CP for brevity) as whole rather
than the complexity of single classifications. These indices have different meaningful
interpretations in different situations, but generally they describe complexity, entan-
glement, perplexity, and other hardly defined, though important, properties of various
systems. This approach is the new one. It is necessary to underline that it does not
concern the properties of single decompositions but only properties of the whole
family. The exact notions and definitions require the corresponding new materials.
These notions are central in the framework of the suggested approach and they are
comprehensively presented in Sect. 3. They cannot be shortly formally explained in
the introduction.

Construction of family of decomposition is based on the special algorithm,
including some conventional stages, for instance, the original algorithm of graph
dichotomy. This algorithm is presented in recent working papers [6, 7]. The first
one [6] includes the comparison with the most known classification approach for the
same examples (pp. 39–43). Both preprints are available in Internet at the address:
www.hse.ru/en/org/hse/wp/wp7en. However, the material of the presented article
mostly concerns the analysis of family of decompositions that was not considered
before.

The goal of the article consists in presentation of the suggested decomposition
approach and demonstration of its possibilities in analyzing of some important real
systems. The material is structured as follows.

1. Introduction.
2. Classification family construction (CFC for brevity).
3. Formal definition of CP complexity.
4. Analysis of activity of the second, the third and the fourth Russian Dumas (Par-

liaments) in 1996–2007 years.
5. Analysis of S&P-500 stock market behavior during 2001–2010 years.
6. Conclusion.

Materials, related to Sects. 2–4, are partly presented in the recent preprint [7].
Material from Sect. 5 concerns very important, difficult and unsolved problem of
short-term prediction of crises in stock markets, based on the share prices at some
period prior to the crisis. In spite of limited and incomplete character of obtained
results, it seems that they present the first step in the right direction.
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2 Classifications Family Construction

In the further described algorithm initial data about objects’ proximity are presented
in the well-known form of dissimilarity matrix. This means that all the objects are
ordered by indices from 1 to N and for two arbitrary indices i and j numbers di j ,
interpreted as the degree of dissimilarity or the distance between ith and jth objects,
are given. It is assumed that dissimilarity matrix D = (di j ) (i, j = 1, …, N) is a
symmetrical one; by definition, dii = 0 (i = 1, …, N).

Let us give the concise description of the suggested essential algorithm of CFC.
At the preliminary stage the neighborhood graph G is constructed (see Sect. 2.1),
basing on dissimilaritymatrixD. At themain stage the formal object—neighborhood
graph—is used as input.

The algorithm of the main stage is determined as a three-level procedure.
The new algorithm of graph dichotomy (see Sect. 2.2) presents the internal level

of the suggested classification algorithm of the general three-level procedure of the
main stage.

A special Divisive-Agglomerative Algorithm(DAA), based on the above-
mentioned algorithm of graph dichotomy, is the intermediate level of the main stage.
DAA produces one family of classifications (see Sect. 2.3). Pay attention that some
classifications of the constructed family can coincide to one another.

At the external level (Sect. 2.4) several runs of the algorithm of the intermediate
level are completed. Every run of DAA determines a family of classifications. The
union (over all these runs) of all the constructed families forms the required family
of classifications.

2.1 Preliminary Stage—Neighborhood Graph Construction

This notion is well known (see, for instance, [2]). Graph vertices are in one-to-
one correspondence to given objects. For every object (say, a) all the other vertices
are ordered as follows: the distance between ith object in the list and object a is a
nondecreasing function of index i. All the distances are presented in dissimilarity
matrix D. The first four vertices in this list and all the other vertices (if they exist),
whose distance from a are equal to the distance from a to the fourth vertex in the
list, are connected by edge to the vertex, corresponding to object a. It is easy to see
that the constructed graph does not depend upon a specific numeration, satisfying
the above conditions.

2.2 Algorithm of Graph Dichotomy

The input of the algorithm is an undirected graphG. There are two integer algorithm
parameters:
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• maximal initial value f of edge frequency;
• number of repetition T for statistics justification.

0.1. Find connectivity components of given graph G (by any standard algorithm).
0.2. If the number of components is more than 1 (i.e., graph G is disconnected),

then the component with the maximal number of vertices is declared as the first part
of the constructed dichotomy of the initial graph; all the other components form its
second part; otherwise, go to the next step 1.

1. Preliminary stage. Frequencies in all the edges are initialized by integer num-
bers uniformly distributed on the segment [0, f – 1].

2. Cumulative stage. The operations of steps 2.1–2.3 are repeated T times:
2.1. Random choice of a pair of vertices of graph G.
2.2. Construction of a minimal path (connecting the two chosen vertices, whose

longest edge is the shortest one among all such paths) by Dijkstra algorithm. The
length of an edge is its current frequency.

2.3. Frequencies modification. 1-s are added to frequencies of all edges belonging
to the path found at the previous step 2.2.

3. Final stage.
3.1. The maximal (after T repetitions) value of frequency fmax in edges is saved.
3.2. The operations of steps 2.1–2.3 are executed once.
3.3. The new maximal value of frequency fmod in edges is determined.
3.4. If fmod = fmax , go to step 3.2; otherwise, go to the next step 3.5.
3.5. Deduct one from frequencies in all edges forming the last found path.
3.6. Remove all the edges, in which frequency is equal to fmax .
3.7. Find connectivity components of themodified graph. The component with the

maximal number of vertices is declared as the first part of the constructed dichotomy
of the initial graph; all the other components form second part. After that all the edges,
removed at step 3.6, are returned into both graphs, except the edges, connecting
vertices from different parts of the dichotomy.

2.3 Intermediate Level—DAA

This subsection is devoted to DAA description. Its flowchart is shown in Fig. 1. The
neighborhood graph (see Sect. 2.1) is the input of DAA. Its output will be defined
later. The only parameter ofDAA is themaximal number k of successive dichotomies.
The DAA itself consists in alternation of divisive and agglomerative stages.

At the beginning, the dichotomyalgorithm (seeSect. 2.2) divides the initial (neigh-
borhood) graph into two parts. Let us denote the found classification into two classes
as D2. Thereafter one of these two subgraphs, whose number of vertices is larger, is
divided by the same algorithm into two parts that results in classification D3 of the
initial set into three classes. Classifications D2 and D3 are named the essential ones.

Denote them as C2
2 and C3

3 . After entering the next essential classification Dj

( j≥3) to the agglomerative stage the following operations are completed.
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Fig. 1 DAA flowchart

Classification Dj into j classes determines the subfamily of classification into j
classes (Dj itself), into j – 1 classes (obtained by the union of subgraphs, connected
by the maximal number of edges), and so on, in correspondence to the convenient
agglomeration scheme (successively joining subsets, connected by themaximal num-
ber of edges), till to classification into two classes. Denote the constructed classifica-
tions asC j

j ,C
j
j−1,…,C j

2 . By the construction,C
j
j coincides with Dj . Classifications

C j
j−1, …, C j

2 are named the adjoined ones.
Let us come back to the divisive stage.Among all the classes of the last constructed

classification Dj select the class whose graph contains the maximal number of ver-
tices. Delete it into two parts by the above described dichotomy algorithm. Together
with other classes of Dj (except the divided one) these two classes form new essential
classification Dj+1 into j + 1 classes. Return another time to agglomeration stage
and determine adjoined classificationsC j+1

j ,…,C j+1
2 . Repeating the described steps

k times produces the following family of classification:

C2
2 ;C3

2 ,C
3
3 ;C4

2 C
4
3 , C

4
4 ; . . .;Ck+1

2 , Ck+1
3 , . . .,Ck+1

k+1 (1)

This family is defined as the output of DAA. Pay attention that some classifications
from list (1) can coincide to one another. The general number of classification in list
(1) is equal to (k+1)k

2 .

2.4 External Level—Repetitive DAA Runs

At the external level DAA is applied to the same initial graph. There are two cycles
of the runs—interior and exterior. At the interior cycle DAA runs r times. It produces
r families consisting of (k+1)k

2 classifications each. The exterior cycle consists of s
runs of the described above interior cycle. Therefore, it produces a family, consisting
of s×r× (k+1)k

2 classifications. Denote family of classifications, constructed on ith
iteration of the exterior cycle, and on jth iteration of the interior cycle as F(i,j) (i =
1, …, s; j = 1, …, r). Assume

arubchinsky@yahoo.com



132 A. Rubchinsky

F(i) =
r⋃

j=1

F(i, j)(i = 1, . . ., s), (2)

F =
s⋃

i=1

F(i). (3)

Counting numbers r and s are parameters of the external level. The latest big family
F is the output of CFC. Necessary explanations about the described two-dimensional
structure of the constructed family are presented in the next Sect. 3.

3 Complexity Indices of AC Problems

Let us define two indices describing (in some sense) complexity of any AC problem.
The definition requires two-dimensional family F, whose construction and structure
are defined in the Sect. 2.4.

Index 1. Assume
Q(i) = d/M(i = 1, . . ., s), (4)

where M is equal to r× (k+1)k
2 (general number of classifications in family F(i)), d

is equal to the number of different classification among all the classifications in the
family F(i);

Q = 1

s
×

s∑

i=1

Q(i). (5)

Thus, Q is the average of complexities Q(i) that are calculated separately for each
family F(i) (i = 1,…, s). By the construction, 0<Q(i)≤ 1 that implies the analogous
inequality for value Q. This number is defined as index 1 of complexity of AC
problem.

Index 2. It is defined as follows. Consider family F(i) (i = 1, …, s). Assume
that in this family classification cp encounters mp times (p = 1, … , t), where∑t

p=1 mp =M (remember that M = r× (k+1)k
2 ). Define

E(i) = −
t∑

p=1

µpln
(
µp

)
,where µp = mp/M (i = 1, . . ., s). (6)
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E(i) is the conventional entropy of division of finite family F into subsets, consisting
of coinciding classifications. It is obvious that the minimal possible value of F(i)
is 1;

E = 1

s
×

s∑

i=1

E(i). (7)

Thus, E is the average of complexities E(i) that are calculated separately for each
family F(i) (i = 1, …, s). By the construction, 1 ≤ E(i) that implies the analogous
inequality for value E. This number is defined as index 2 of complexity of AC
problem.

Both indices describe initial problem perplexity, entanglement, and other hardly
defined but important properties of any AC problem. They are especially helpful in
analysis of system dynamics.

It is intuitively clear that small (close to 0 and to 1) values Q and E correspond to
relatively simple AC problems. In these problems only k – 1 classifications, obtained
by successive divisions of the initial sets into 2, 3,…, k parts, are different. Unions in
agglomerative stages and DAA runs under different initializations of a random gen-
erator do not add new classifications. Larger (close to the maximal possible) values
Q and E correspond to relatively complex problems, in which found classifications
essentially depend upon random generator initialization, and adjoined agglomera-
tions differ from essential ones (see Sect. 2.3).

Let us describe the reason of using two-dimensional scheme for calculation both
indices. Indices Q(i) and E(i) depend on parameter r (number of DAA repetitions).
In the most important cases they do not have a limit as functions of r when r tends
to infinity or they have different limits depending on i (i = 1, …, s). Therefore, in
order to find some stable answer it is possible to use averaging over i as it is done
in formulae (5) and (7). Computational experiments have demonstrated that values
Q and E (of course, also depending on r) show stability (at least, technical one)
under increase of r for relatively small s. These circumstances justify the suggested
approach to complexity definition.

In this connection it is possible to remember (as an analog) thoroughly considered
in chapter III of the famous book [1] example of random walk. The following game
is studied. If an unbiased coin falls (after tossing) heads up, player B pays to player
A $1; otherwise, player A pays to player B $1.

Denote the gain of player A for first k such games as Zk . Of course, Zk can be
positive, negative or 0. Denote by g+

n the number of values k between 0 and n, such
that Zk ≥ 0, by g−

n —the number of values k between 0 and n, such that Zk ≤ 0.
Intuitively it seems that limn→∞ g+

n /g
−
n = 1. Yet in [1] it is proved that in this case

intuition is wrong, and the above-mentioned limit simply does not exist. It seems that
it contradicts to the symmetry of the game. But the symmetry (existence of the limit
equal to 1) is rebuilt if one considers simultaneous accomplishing of large number
of such games. It is possible to say that arbitrary long sequence of single games does
not converge, while shorter sequence of long sequences converges.
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Of course, in the considered in the present work case mathematical essence of
the absence of convergence in separate sequence is more complicated. The original
cause consists in the suggested algorithm of dichotomy. It can produce significantly
different divisions into two classes under arbitrary number of random paths (see, for
instance, Fig. 3 in preprint [7]). It is not a mistake but the kernel of the suggested
approach that constructs a family of classifications, generally differing one to another.

It is easy to see directly from the definitions that both complexity indices depend
upon all the three parameters k, r and s. Theoretically, important question about
exact definitions of indices that do not depend upon these parameters remains open.
Table6–8 from preprint [7] illustrate change of index Q for small values r and k
under s = 1. Some experimental facts, concerning index E, are considered further in
Sect. 5.

In the following material, the case in point does not relate to construction of
the adequate model of socio-economic systems. I believe that in any complicated
situations, connected to human behavior, it is almost impossible. Thematter concerns
the suggested methods of analysis of exact data describing the activity of such
systems: votes, shares cost, and so on, without any assumptions and hypotheses
about human behavior producing just the given results.

Thus, the case in point is not about models but about data analysis algorithms.
Therefore, the justification of choice of one or other algorithm parameters is not
presented as well as justification of choice of algorithms themselves. By contrast
with natural science verification in social science is crucially impossible—we cannot
abolish results of voting in parliaments or trading in stock markets and ask the
participants to do the same another time. The only reliable thing consists in common
sense and experience of specialists those are seriously engaged in interpretation of
presented numerical results.

4 Analysis of Voting in RF Duma (Parliament)

The suggested approach to calculation complexity of AC problems was applied to
analysis of voting in second, third, and fourth RF Duma (1996–2007). For every
separate month of the considered period all the votes are considered. To every ith
deputy (i = 1, 2, …, m) a vector vi = (vi1, v

i
2, …, vin) is related, where n is the number

of votes in a given month. Note, that the number m of deputies, though slightly,
changed from period to period. Of course, at every moment the number of deputies
is always equal to 450. Yet, during 4 years some deputies dropped out while the other
ones came instead. The number of deputies participated in Duma voting activity in
1996–1997 was equal to 465, in 1998–1999—to 485, in 2000–2003—to 479 and in
2004–2007—to 477.
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Assume

vij =
⎧
⎨

⎩

1, if ith deputy voted for jth proposition;
−1, if ith deputy voted against jth proposition;
0, otherwise (abstained or not participated).

Dissimilarity dst between sth and tth deputies is defined as usual Euclidian dis-
tance between vectors vs and vt . The dissimilarity matrix D = (dst ) is the initial
one for finding deputies classifications by the method, described in Sect. 2. Index Q,
described above, is considered as the measure of complexity.

The following Table1 presents the complexity of corresponding classifications
for every month of the voting activity of second, third, and fourth RF Duma. The
numbers in the first column are the dates (year andmonth). The numbers in the second
column are equal to the number of votes in the correspondingmonths. Numbers in the
third columns are equal to complexity of the corresponding AC problem, calculated
following the definition of this notion in Sect. 3. Here the number k of consecutive
dichotomies is equal to 10, the number r of DAA runs also is equal to 10, so that the
maximal number (k+1)∗k

2 ∗ r of classifications is equal to 550. Empty rows correspond
to months without any voting activity.

The numbers in the third column in Table1, i.e., complexity of classifications
based on the voting results, demonstrate noticeable variability, though some trend
are seen at once, by “unaided eye.” Smoothed data, i.e., average value for half years,
thereafter for years, and, finally, for whole period of every Duma activity, are pre-
sented in Table2.

It seems that low value of complexity in 2002 was due to creation of party “United
Russia” and connected with attempts of straightening out the activity of Duma. It is
surprising—at first sight—that in the forth Duma in the condition of constitutional
majority of this party the level of complexity is noticeably higher than in the third
Duma (0,235 opposite to 0,147), in which no party had majority.

Conclusions of such a type were not made analyzing Duma activity for the same
period by other methods. It is possible to say that for voting political bodies high
complexity of corresponding AC problems means inconsistence, maladjustment,
irrationality of the whole body rather than of single fractions and deputies.

5 Stock Market Analysis

The stock market S&P-500 (500 greatest companies in USA) is considered. The
distance between two shares is determined as follows.

1. Let us define the basic minimal period, consisting of l consecutive days. All
the data found for the period x, x − 1, … , x − l +1 are related to day x. Assume the
length l of considered period equal to 16. This choice is determined by the following
meaningful reasons: for short period, data are too variable, for long period—too
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Table 2 Smoothed complexity data

Half 1 Half 2 Half 3 Half 4 Half 5 Half 6 Half 7 Half 8

Duma 2 0.711 0.448 0.387 0.251 0.432 0.394 0.340 0.290

Duma 3 0.242 0.129 0.165 0.121 0.109 0.078 0.144 0.166

Duma 4 0.196 0.302 0.247 0.257 0.199 0.239 0.195 0.251

1st year 2nd year 3rd year 4th year

Duma 2 0.606 0.332 0.415 0.320

Duma 3 0.190 0.145 0.096 0.151

Duma 4 0.249 0.252 0.217 0.217

Duma 2 Duma 3 Duma 4

0.418 0.147 0.235

smooth. The choice of parameters in general is discussed in the last paragraph of
Sect. 3.

2. Prices of all the shares at closure time are considered for days x, x−1,…, x−l+1.
The matrix R of pairwise correlation coefficients is calculated basing on these prices.

3. Distance di j between two shares (say, i and j) is defined by the formula di j =
1–ri j , where ri j is the correspondent element of matrix R.

The determined distanced is close to 0 for “very similar” shares and is close to 2 for
“very dissimilar” shares. Therefore matrixD = (di j ) is considered as the dissimilarity
matrix in the AC problem, whose objects are shares related at the considered period
x, x−1, … , x−l +1 to the stock market S&P-500. Pay attention that these sets of
shares can be different for different last days x of a current period.

The dissimilaritymatrix defines an automatic classification problem. Let the num-
ber k of successive division is equal to 2 (see Sect. 2.3). It means that the initial set is
divided into two parts, thereafter the larger of these parts also is divided into two parts
and finally two parts of the three ones (connected by the maximal number of edges)
are pooled to one part. Thus, three classifications—one into three classes and two
into two classes—are constructed. The two latest can coincide or can be different.

Number r of runs is equal to 150. It means that family F consists of 450 = 3×150
classifications, some of which can coincide. Therefore, it is possible to calculate the
complexity index 2 of family F (see formulae (6) and (7). This number (entropy of
family F) is related to day x (the last day of a 16-days period. By the construction,
calculation E(x) requires data only for day x itself plus 15 previous days. Therefore,
E(x) can be calculated in the evening of day x—practically in several minutes after
closure time.

However, use of random generator in the algorithm and (even in a greater extent)
the complexity of the considered situation lead to the following parameters: tenfold
repetitions of 150-fold calculations. The results of such tenfold repetitions of 150-
fold calculations for a day x (for instance, 01.01.2001) are presented in the first row of
Table3. The other results of tenfold repetitions of 150-fold calculations are presented
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in the second row of Table3. Yet average values of entropy taking over two rows of
Table3 are very close (they differ approximately in 0.002).

Let us consider the period since 01.01.2001 until 01.12.2010. This period includes
two big crises: dotcom crisis in 2001 and hypothec crisis (becoming world crisis) in
2008. The entropy E(x) is calculated for every day x from the considered 3652-days
period. The average values of entropy at every day are stable enough, as well as in
the first day of the period (see Table3).

Entropy E(x) at every day x are presented in Table4. For commodity, results for
every year are given separately. Some groups of seven consecutive days are marked
by gray background. It will be explained later.

5.1 Crises Patterns

Let us begin with the following example. The values of entropy for 7 days, prior
to 04.03.2001 and 22.09.2008, i.e., 5 and 7 days before big crises, are presented
in Table5. Values in the same columns of Table5 are significantly different. Both
sequences are marked by gray background in Table4.

Denote values in the first column as x1 and y1, in the second column as x2 y2, and
so on, till to values in the seventh column, denoted as x7 and y7. The values x1, x2,
…, x7 and values y1, y2, …, y7 satisfy the following system of inequalities:

⎧
⎨

⎩

z5 > z1, z5 > z2, z5 > z3, z5 > z4, z5 > z6, z5 > z7,
z3 > z1, z3 > z2, z3 > z4, z3 > z6, z2 > z7,
z6 > z7, z5 > 6, z3 > 5.95, z4 < 6.

(8)

Inequalities from first row mean that value z5 is greater than all the other values;
inequalities from the second row mean that value z3 is greater than all the other
values, except z5; next inequality z6 > z7 (together with inequality z5 > z6) means
that three last values monotonously decrease. The three last inequalities express
one-sided constraints of values z5, z3and z4.

Consecutive seven values of entropy whose seventh value correspond to arbitrary
day x can satisfy or not satisfy to system of linear inequalities (8). We see that 7-
tuples that correspond to 04.03.2001 and to 22.09.2008 satisfy to system (8). These
7-tuples are marked be gray background in Table4. Moreover, there are only three
days during all the 10-year period, whose 7-tuple satisfy system (8)—except the
two above mentioned cases. These cases are also marked in Table4. Therefore, it is
possible to consider system (8) as a pattern, which corresponds to beginning of big
crises. Anyway, absence of such a pattern means (almost exactly) that no crisis is
expected in several next days. At the same time, presence of such a pattern points
out to the big chance of crisis in near future. At least, it is very desirable to be ready
to any surprises at stock market.

The accomplished computational experiments point out to noticeable connection
between values of entropy of constructed families of classifications and behavior of
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Table 5 Entropy values prior crises

Day 26.02.01 27.02.01 28.02.01 01.03.01 02.03.01 03.03.01 04.03.01

Entropy 4.887 5.854 5.981 5.757 6.028 5.351 5.175

Day 16.09.08 17.09.08 18.09.08 19.09.08 20.09.08 21.09.08 22.09.08

Entropy 5.090 4.958 6.006 5.592 6.086 5.611 4.860

stock markets. The essence of the matter is as follows: the presence of the found
pattern points to real possibility of big crisis beginning in few days.

Very appreciable book [5] states that all the crises at stock markets have many
common prior markers. It is possible to say that the result of Sect. 5 is one of the
mathematical expressions of this general assertion.

6 Conclusion

Let us give some remarks and comments to the above presented material.
1. It should be emphasized that the suggested approach has reasonably common

character. This approach can be applied in various situations, in which system
behavior canbepresented in terms, expressedby the properties of a classification fam-
ily, naturally determined by the functioning of the considered system. It is possible
to suppose that the approach can be useful in attempts of sciences classification
basing on analysis of big bulk of publications.

2. The applied results from Sects. 4 and 5 required different versions of the sug-
gested general scheme. Another time it must be pointed to the necessity of manual
parameters selection. Unfortunately, this is done by trials and errors method. It is
supposed to improve it in future investigations.

3. It seems that additional use of some other parameters can get rid of very few
superfluous noncrisis days with crisis pattern. It will be done in future investigations.

4. Some elements of the general scheme can be improved. Partially, in formulae
(5) and (7) it is possible to define value of parameter s in dependence of convergence
of the corresponding index values. This version can significantly reduce calculation
time.

5. All the experimental results concern only one parliament and only one stock
market. Of course, in the further investigation it is supposed to consider essentially
wider data sets. It will be done as the required information becomes available.

6. The last remark is as follows. Several times in the article the expression “big
crisis” was mentioned without any formal definition. It seems that to give a for-
mal definition of this notion is practically impossible. However, such a definition is
unessential. We can simply suppose that a big crisis is a state of the stock market,
which the most of participants perceive as a big crisis. Just this assumption leads
to their behavior, characterized by the found pattern.
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Homogeneity Hypothesis Testing for Degree
Distribution in the Market Graph

D.P. Semenov and P.A. Koldanov

Abstract The problem of homogeneity hypothesis testing for degree distribution
in the market graph is studied. Multiple hypotheses testing procedure is proposed
and applied for China and India stock markets. The procedure is constructed using
bootstrap method for individual hypotheses and Bonferroni correction for multiple
testing. It is shown that homogeneity hypothesis of degree distribution for the stock
markets for the period of 2003–2014 is not accepted.

Keywords Homogeneity hypothesis · Degree distribution · Market graph · Boot-
strap method · Multiple hypotheses testing · Bonferroni correction

1 Introduction

Market graph was proposed in [2] as a tool for stock market analysis. The dynamic
of the market graph for US stock market was studied in [4], where edges density,
maximum cliques, and maximum independent sets of the market graph were con-
sidered. There are another characteristics of the market graph which are interesting
in market network analysis. In this paper, we investigate the degree distribution of
vertices in the market graph. From economic point of view, the degree of vertex char-
acterizes the influence of the corresponding stock on the stock market. For example,
the network topology structure as a star means the presence of a dominating stock.
On the other hand, uniform distribution of degrees of vertices can be interpreted as
a characteristic of “free” market.

In this paper, we investigate the problem of stationarity of network topologies
over time. The main question is: are there statistically significant differences in the
topology of the market graphs for different periods of observation? The problem
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of homogeneity of degree distributions over time is considered as multiple testing
problems of homogeneity hypotheses of degree distributions for each pairs of years.
At the same time, the problem of homogeneity hypotheses of degree distributions for
pair of years is considered as multiple testing problem of homogeneity hypotheses
for each vertex degree.

To test the homogeneity hypotheses for each vertex degree the method based on
the confidence intervals is applied. To construct confidence intervals the bootstrap
method is used. In order to construct a multiple testing procedure with a given
significance level we use Bonferroni corrections. The obtained procedure is applied
to China and India stock markets for the period from 2003 to 2014 (12 years). To
conduct experiments 100 most liquid stocks are selected from each market.

The paper is organized as follows. In Sect. 2 a brief overview of the market graph
approach is given. In Sect. 3, we formally state the problem. In Sect. 4 a detailed
descriptions of the multiple testing statistical procedure for testing homogeneity
hypotheses of degree distribution is given. In Sect. 5, the results of application of this
procedure to Chinese and Indian stock market are presented. The Sect. 6 summarizes
the main results of the paper.

2 Market Graph Model

Let N be the number of stocks on the stock market. Let pi (t) be the price of the
stock i for the day t , and ri (t) be the log return of the stock i for the day t :

ri (t) = log
pi (t)

pi (t − 1)

Weassume that ri (t) are observations of the randomvariables Ri (t), randomvariables
Ri (t), t = 1, 2, . . . , n are independent and identically distributed as Ri for fixed i ,
and random vector (R1, R2, . . . , RN ) has a multivariate normal distribution with
correlation matrix ||ρi, j ||.

Let

ri, j = �(ri (t) − ri )(r j (t) − r j )√
�(ri (t) − ri )2

√
�(r j (t) − r j )2

be the estimated value of correlation coefficient between returns of the stocks i and
j , where

ri = 1

n

n∑

t=0

ri (t)

Matrix ||ρi, j || is used to construct a true market graph, while matrix ||ri, j || is used to
construct a sample market graph. The procedure of the market graph construction is
the following. Each vertex represents a stock. An edge connects two vertices i and j ,
if ||ρi, j || > ρ0 in case of the true market graph, and if ||ri, j || > r0 (where ρ0, r0 are
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threshold values) in case of the sample market graph. When the vertices share a
common edge, they are called adjacent.

3 Problem Statement

For a market graph on N vertices one can associate the following two-dimensional
array:

0 1 . . . N − 1
v0 v1 . . . vN−1

(1)

where line 1 represents the degree of vertices and the line 2 represents the number
of vertices of the given degree. Denote by Fv the vector of degree distribution of
vertices, Fv = (v0, v1, . . . , vN−1).

Let L be the number of different periods of observations. The hypothesis of
homogeneity of degree distributions over L periods of observations can bewritten as:

H0 : F1
v = F2

v = . . . = FL
v (2)

where Fl
v is the distribution of vertex degrees for the period of observationl,

l = 1, 2, . . . , L .

The problem of testing H0 could be considered as multiple testing problem for
individual homogeneity hypotheses:

hk,l : Fk
v = Fl

v , k, l = 1, 2, . . . , L , k �= l (3)

The hypothesis hk,l is the homogeneity hypothesis of degree distributions for the pair
of years k and l. Hypothesis H0 can be presented as the intersection of hypotheses
hk,l :

H0 =
⋂

k,l=1,2,...,L ,k �=l

hk,l

In this case, hypothesis H0 is accepted if and only if all individual hypotheses hk,l

are accepted, and hypothesis H0 is rejected if at least one individual hypothesis hk,l

is rejected.
The problem of testing individual hypothesis hk,l (homogeneity hypotheses of

degree distributions for the pair of years k and l) can be considered as multiple
testing problem of individual homogeneity hypotheses for each vertex degree:

hk,lj : vkj = vlj , j = 0, 1, 2, . . . , N − 1

One can consider the hypothesis hk,l as the intersection of individual hypotheses hk,lj
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hk,l = hk,l0 ∩ hk,l1 . . . ∩ hk,lN−1

In this case, hypothesis hk,l is accepted if and only if all individual hypotheses hk,lj ,
j = 0, 1, 2, . . . , N − 1 are accepted, and hypothesis hk,l is rejected if at least one
individual hypothesis hk,lj is rejected.

4 Statistical Procedure for Homogeneity
Hypotheses Testing

Consider, the individual hypotheses of the following form:

hk,l : Fk
v = Fl

v (4)

Let Rk , Rl be random vectors of distributions of stock returns for the periods k and
l respectively. In order to test (4) we use two sequences of n1 and n2 observations of
random vectors Rk and Rl (in what follows we suppose for simplicity n1 = n2 = n):

⎛

⎜
⎜
⎝

rk1 (1)
rk2 (1)
. . .

rkN (1)

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

rk1 (2)
rk2 (2)
. . .

rkN (2)

⎞

⎟
⎟
⎠ . . .

⎛

⎜
⎜
⎝

rk1 (n)

rk2 (n)

. . .

rkN (n)

⎞

⎟
⎟
⎠ (5)

⎛

⎜
⎜
⎝

rl1(1)
rl2(1)
. . .

rlN (1)

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

rl1(2)
rl2(2)
. . .

rlN (2)

⎞

⎟
⎟
⎠ . . .

⎛

⎜
⎜
⎝

rl1(n)

rl2(n)

. . .

rlN (n)

⎞

⎟
⎟
⎠ (6)

where rki (t) is the return of the stock i in the day t for the year k and rli (t) is the
return of the stock i in the day t for the year l.

Using these observations, we construct the sample market graphs with a given
threshold for the periods k and l and calculate its degree distributions. We use these
sample degree distributions to construct individual test for hypothesis hk,lj . The indi-
vidual test for hk.lj will use a confidence intervals for νk

j and νlj . To construct these
confidence intervals we apply bootstrap procedure [5] in the following way:

1. Apply S times the statistical bootstrap procedure for each sequence of observa-
tions (5) and (6).

2. For each bootstrap sample, calculate the samplemarket graph and find the number
of vertices of degree j in the sample market graph.

3. Calculate α-confidence interval for the number of vertices with degree j .

To take the decision for the hypothesis hk.lj , we use the following procedure: if the
confidence intervals for νk

j and νlj do not intersect, then the hypothesis is rejected.
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Otherwise it is accepted. Individual hypothesis hk,l is accepted if all hypotheses hk,lj ,
j = 0, 1, 2, . . . , N − 1 are accepted. Finally, the hypothesis H0 is accepted if all
hypotheses hk,l are accepted.

Let us introduce some notations. Define indicator of vertex degree in a sample
graph as follows (i = 1, 2, . . . , N , j = 0, 1, . . . , N − 1):

χi, j =
{
1, if vertex i has degree j
0, otherwise

(7)

Distribution of vertex degrees in one of bootstrap samples q (q = 1, 2, . . . , S) for
the period of observation k is defined by:

vk0(q), vk1(q), . . . , vkN−1(q)

with

vkj (q) =
N∑

i=1

χ k
i, j (q)

Using asymptotic normal approximation one can write the test for the hypothesis
hk,lj in the following form

ϕ
k,l
j =

{
0, if |vkj − vlj | < c(α′)(σ (vkj ) + σ(vlj ))
1, otherwise

(8)

where

vkj = 1

S

∑

q

vkj (q), vlj = 1

S

∑

q

vlj (q)

and c(α′) is (1 − α′)-two size quantile of standard normal distribution. For example,
for α′ = 0, 05 and cα′ = 0, 98.

When we deal with hypothesis hk,l we face with the multiple testing problem of
homogeneity hypotheses for each vertex degree. To control the probability of first
type error Bonferroni correction is used. This means that significance level α′ for
hypothesis hk,lj is chosen as follows α′ = α/100, where α is the significance level of
the resulting test for the hypothesis hk,l . To test the hypothesis H0 with the probability
of the first type error α one has to choose the error rate for the tests ϕk.l

j equal to
α′′ = α/(100 ∗ C2

L) (double Bonferroni correction).

5 Experimental Results

The experiments are conducted on the basis of data from the stock markets of China
and India. The 100 most traded stocks for the period from 01 January 2003 to 31
December 2014 are considered. The number of observed days n = 250 (1 calendar
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year). The results are shown in the tables below. In each table element (k, l) is equal
to zero if the hypothesis hk,l is accepted and equal to 1 otherwise. Tables1, 2, 3, 4, 5
and 6 present the results for a different values of threshold for Chinese stock market.
Tables7, 8, 9, 10, 11 and 12 present the results for a different values of threshold for
Indian stockmarket. One can see that pairwise hypotheses of homogeneity aremostly
rejected. If the value of threshold is increasing then more and more homogeneity
hypotheses are accepted.

Pairwise hypotheses of homogeneity mainly rejected. However, there are 2 years
(2003, 2007), for which the homogeneity hypotheses are accepted for selected val-
ues of threshold. For (2003, 2013) there are thresholds, for which the homogeneity
hypotheses are accepted and are rejected.

Table 1 Threshold=0.2, Chinese market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 0 1 0 1 1 1 1 1 0 1

2004 1 0 0 1 1 1 1 1 1 1 1 1

2005 0 0 0 1 1 1 1 1 1 1 1 1

2006 1 1 1 0 1 1 1 1 0 1 1 1

2007 0 1 1 1 0 1 1 1 1 1 1 1

2008 1 1 1 1 1 0 1 0 0 1 1 1

2009 1 1 1 1 1 1 0 1 1 1 1 1

2010 1 1 1 1 1 0 1 0 0 1 1 1

2011 1 1 1 0 1 0 1 0 0 1 1 1

2012 1 1 1 1 1 1 1 1 1 0 0 1

2013 0 1 1 1 1 1 1 1 1 0 0 1

2014 1 1 1 1 1 1 1 1 1 1 1 0

Table 2 Threshold=0.3, Chinese market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 0 1 0 1 1 1 1 1 0 1

2004 1 0 0 1 1 1 1 1 1 1 1 1

2005 0 0 0 1 1 1 1 1 1 1 1 1

2006 1 1 1 0 1 1 1 1 0 1 1 1

2007 0 1 1 1 0 1 1 0 1 1 1 1

2008 1 1 1 1 1 0 1 0 0 1 1 1

2009 1 1 1 1 1 1 0 1 1 1 1 1

2010 1 1 1 1 0 0 1 0 0 1 1 1

2011 1 1 1 0 1 0 1 0 0 1 1 1

2012 1 1 1 1 1 1 1 1 1 0 0 1

2013 0 1 1 1 1 1 1 1 1 0 0 1

2014 1 1 1 1 1 1 1 1 1 1 1 0
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Table 3 Threshold=0.4, Chinese market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 1 1 0 1 1 1 1 1 1 1

2004 1 0 0 1 1 1 1 0 1 1 1 0

2005 1 0 0 1 0 1 0 0 1 1 1 0

2006 1 1 1 0 1 1 1 1 1 1 1 1

2007 0 1 0 1 0 1 1 1 1 1 0 0

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 1 1 0 1 1 1 0 1 1 1 1 1

2010 1 0 0 1 1 1 1 0 1 1 1 1

2011 1 1 1 1 1 1 1 1 0 1 1 1

2012 1 1 1 1 1 1 1 1 1 0 1 1

2013 1 1 1 1 0 1 1 1 1 1 0 1

2014 1 0 0 1 0 1 1 1 1 1 1 0

Table 4 Threshold=0.5, Chinese market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 1 1 0 1 0 1 1 1 0 0

2004 1 0 0 1 1 1 0 1 1 1 1 1

2005 1 0 0 1 1 1 1 0 1 1 1 1

2006 1 1 1 0 1 1 1 1 1 1 1 1

2007 0 1 1 1 0 1 1 1 1 1 1 0

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 0 0 1 1 1 1 0 1 1 1 0 0

2010 1 1 0 1 1 1 1 0 1 1 1 0

2011 1 1 1 1 1 1 1 1 0 1 1 1

2012 1 1 1 1 1 1 1 1 1 0 1 1

2013 0 1 1 1 1 1 0 1 1 1 0 1

2014 0 1 1 1 0 1 0 0 1 1 1 0

Table 5 Threshold=0.6, Chinese market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 1 1 0 1 0 1 1 1 0 0

2004 1 0 0 1 1 1 0 1 1 1 1 1

2005 1 0 0 1 1 1 1 0 1 1 1 1

2006 1 1 1 0 1 1 1 1 1 1 1 1

2007 0 1 1 1 0 1 1 1 1 1 1 0

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 0 0 1 1 1 1 0 1 1 1 0 0

2010 1 1 0 1 1 1 1 0 1 1 1 0

2011 1 1 1 1 1 1 1 1 0 1 1 1

2012 1 1 1 1 1 1 1 1 1 0 1 1

2013 0 1 1 1 1 1 0 1 1 1 0 1

2014 0 1 1 1 0 1 0 0 1 1 1 0
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Table 6 Threshold=0.7, Chinese market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 0 1 1 0 1 1 1 0 1 1 1

2004 0 0 0 0 0 1 1 1 0 1 1 1

2005 1 0 0 0 0 1 1 1 0 1 1 1

2006 1 0 0 0 0 1 1 1 0 1 1 1

2007 0 0 0 0 0 1 1 1 0 1 1 1

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 1 1 1 1 1 1 0 0 1 1 0 0

2010 1 1 1 1 1 1 0 0 1 1 0 0

2011 0 0 0 0 0 1 1 1 0 1 1 1

2012 1 1 1 1 1 1 1 1 1 0 0 0

2013 1 1 1 1 1 1 0 0 1 0 0 0

2014 1 1 1 1 1 1 0 0 1 0 0 0

Table 7 Threshold=0.2, Indian market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 1 1 1 1 1 1 1 1 1 1

2004 1 0 1 1 1 1 1 1 1 1 1 1

2005 1 1 0 1 1 1 0 1 1 1 1 1

2006 1 1 1 0 1 1 0 1 1 1 1 1

2007 1 1 1 1 0 1 1 1 1 1 1 1

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 1 1 0 0 1 1 0 1 0 0 0 1

2010 1 1 1 1 1 1 1 0 1 1 1 1

2011 1 1 1 1 1 1 0 1 0 0 1 1

2012 1 1 1 1 1 1 0 1 0 0 0 1

2013 1 1 1 1 1 1 0 1 1 0 0 1

2014 1 1 1 1 1 1 1 1 1 1 1 0

Table 8 Threshold=0.3, Indian market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 1 1 1 1 1 1 1 1 1 1

2004 1 0 1 1 1 1 1 1 1 1 1 1

2005 1 1 0 1 1 1 1 1 1 1 1 1

2006 1 1 1 0 1 1 1 1 1 1 1 1

2007 1 1 1 1 0 1 1 1 1 1 1 1

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 1 1 1 1 1 1 0 1 1 1 0 1

2010 1 1 1 1 1 1 1 0 1 1 1 1

2011 1 1 1 1 1 1 1 1 0 0 1 0

2012 1 1 1 1 1 1 1 1 0 0 0 1

2013 1 1 1 1 1 1 0 1 1 0 0 0

2014 1 1 1 1 1 1 1 1 0 1 0 0
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Table 9 Threshold=0.4, Indian market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 1 1 1 1 1 1 1 1 1 1

2004 1 0 1 1 1 1 1 1 1 1 0 1

2005 1 1 0 1 1 1 1 1 1 1 1 1

2006 1 1 1 0 1 1 1 1 1 1 1 1

2007 1 1 1 1 0 1 1 1 1 1 1 1

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 1 1 1 1 1 1 0 1 1 1 0 1

2010 1 1 1 1 1 1 1 0 1 1 1 1

2011 1 1 1 1 1 1 1 1 0 0 0 0

2012 1 1 1 1 1 1 1 1 0 0 0 0

2013 1 0 1 1 1 1 0 1 0 0 0 0

2014 1 1 1 1 1 1 1 1 0 0 0 0

Table 10 Threshold=0.5, Indian market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 0 1 1 1 1 1 1 1 1 1

2004 1 0 1 1 1 1 0 1 1 1 1 0

2005 0 1 0 1 1 1 1 0 1 1 1 1

2006 1 1 1 0 1 1 1 1 1 1 1 1

2007 1 1 1 1 0 1 1 0 1 1 1 1

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 1 0 1 1 1 1 0 1 0 1 1 1

2010 1 1 0 1 0 1 1 0 1 1 1 1

2011 1 1 1 1 1 1 0 1 0 1 0 0

2012 1 1 1 1 1 1 1 1 1 0 0 0

2013 1 1 1 1 1 1 1 1 0 0 0 0

2014 1 0 1 1 1 1 1 1 0 0 0 0

Table 11 Threshold=0.6, Indian market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 0 1 1 1 1 1 1 1 1 1

2004 1 0 1 1 1 1 0 1 1 1 1 0

2005 0 1 0 1 1 1 1 0 1 1 1 1

2006 1 1 1 0 1 1 1 1 1 1 1 1

2007 1 1 1 1 0 1 1 0 1 1 1 1

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 1 0 1 1 1 1 0 1 0 1 1 1

2010 1 1 0 1 0 1 1 0 1 1 1 1

2011 1 1 1 1 1 1 0 1 0 1 0 0

2012 1 1 1 1 1 1 1 1 1 0 0 0

2013 1 1 1 1 1 1 1 1 0 0 0 0

2014 1 0 1 1 1 1 1 1 0 0 0 0
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Table 12 Threshold=0.7, Indian market. 0—acceptance of hypothesis, 1—rejection of hypothesis

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 0 0 0 1 1 0 0 1 1 1

2004 1 0 1 0 1 0 0 1 0 0 1 0

2005 0 1 0 1 0 1 1 0 0 1 1 1

2006 0 0 1 0 1 0 0 1 0 0 0 0

2007 0 1 0 1 0 1 1 0 0 1 1 1

2008 1 0 1 0 1 0 0 1 1 0 1 1

2009 1 0 1 0 1 0 0 1 0 0 1 1

2010 0 1 0 1 0 1 1 0 0 1 1 1

2011 0 0 0 0 0 1 0 0 0 0 1 1

2012 1 0 1 0 1 0 0 1 0 0 0 0

2013 1 1 1 0 1 1 1 1 1 0 0 0

2014 1 0 1 0 1 1 1 1 1 0 0 0

6 Conclusions

In this paper, we investigated the homogeneity of degree distribution in the market
graph over time. The procedure of comparison of degree distributions for different
periods of observation was built to study this problem. This procedure has been
applied to the real data yields the 100 most traded shares for Chinese and Indian
stock markets. Conducted experiments show that vertex degree distribution is not
stationary and significantly changes over the time.
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Stability Testing of Stock Returns
Connections

M.A. Voronina and P.A. Koldanov

Abstract The problem of stability of connections of stock returns over time is
considered. This problem is formulated as a multiple testing problem of homo-
geneity of covariance matrices. A statistical procedure based on Box’s M-test and
Bonferroni correction is proposed. This procedure is applied to French and German
stock markets.

1 Introduction

The study of economic networks and understanding of its structural properties are
essential for financial and investment decision making, construction of an optimal
investment portfolio and extraction of other important information about a market.
Stock market network model is a complete weighted graph, graph nodes correspond
to the stocks, and weights of edges are estimated as covariances of stock returns [2].

In this paper, stock returns are random variables and their joint distribution is
multivariate normal distribution with mean vector μ, and covariance matrix Σ . It
is assumed that there are several network stock market observations in different
time intervals. Our main problem is to test the homogeneity hypothesis over time
for covariance matrices of stock returns. To handle the problem we suggest to use
Box’s M-test for testing homogeneity of two covariance matrices and the Bonferroni
correction to combine individual tests in multiple testing procedure. The obtained
procedure controls FWER (Family Wise Error Rate) at a given significance level α.
This procedure is applied to the French and German stock markets with observations
over the period2003–2014.Numerical results provide support to the nonhomogeneity
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hypothesis over the overall period 2003–2014, but it is shown that there are special
groups of companies and periods, where the homogeneity hypothesis is confirmed.

The paper is organized as following. In Sect. 2 main notations and problem state-
ment are given. In Sect. 3 Box’s M-test is described. In Sect. 4 some properties of
Box’s M-test are investigated. In Sect. 5 the results of application of the obtained
multiple testing procedure to the French and German stock markets are given. In
Sect. 6 some concluding remarks are presented.

2 Problem Statement

Suppose, we have q time intervals of observations and multivariate distribution of
stock returns is N (μ(g), Σg) for the time interval g, g = 1, 2, . . . , q. Let x (g)

k (k =
1, . . . , Ng; g = 1, . . . , q) be a sample of the size Ng from N (μ(g), Σg). The main
goal of the article is to test the homogeneity hypothesis

H0 : Σ1 = · · · = Σq (1)

whereΣg is the covariancematrix of stock returns for the time period g, g = 1, . . . , q
We consider the problem (1) as a multiple testing problem of the pairwise

homogeneity hypotheses. We use the probability of at least one false rejection
FWER(family-wise error rate) to control error of a multiple testing procedure. We
formulate individual hypothesis as:

hi, j : Σi = Σ j vs ki, j : Σi �= Σ j ; i, j = 1, . . . , q (2)

Hypothesis H0 is accepted if and only if all individual hypotheses (2) are accepted.
To test individual hypothesis, we use the Box’s M-test [3] with a given significance
levelα′. To control the FWERof themultiple testing procedurewe use theBonferroni
correction α′ = α

m ; m = C2
q . In this case FWER of the multiple testing procedure is

bounded above by α [4].

3 Box’s M-Test for Two Covariance Matrices

Let
x (1)
k (k = 1, . . . , N1) be a sample from multivariate normal distribution N (μ(1),

Σ1), and
x (2)
k (k = 1, . . . , N2) be a sample from multivariate normal distribution N (μ(2),

Σ2), where μ are unknown. In this case null hypothesis H0 takes the form

H0 : Σ1 = Σ2 (3)
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To construct the Box’s M-test, we use the following M statistic [1]:

M = (
N1 + N2

)
ln

(∣∣ A1 + A2
N1 + N2

∣∣
)

−
(

(
N1 − 1

)
ln
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Let us introduce some notations:
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{
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Asymptotic distribution of the statistic F is known to be Fisher distribution with
(d f, d f2) degrees of freedom [3]. Therefore the null hypothesis is rejected, if F >

F(d f, d f2)(α), where F(d f, d f2)(α) is (1 − α)-quantile of the Fisher distribution.
This is the Box’s M-test for two covariance matrices.

4 Investigation of the Probability of Type I Error for Box’s
M-Test

Box’s M-test uses asymptotic distribution of the statistic F . It is possible that the test
does not control the given significance level for a large number of stocks (dimension
of covariance matrices) and a small sample sizes. In this section, we are interested in
the probability of false rejection (Type I error) of the hypothesis H0 as a function of the
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dimension of covariance matrix and of the sample size (we suppose that N1 = N2).
For estimation of the probability of Type I error we use statistical simulations and
apply the following algorithm:
1. Generate sample of the size N from multivariate normal distribution with para-
meters
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2. Estimate the covariance matrix S1 = 1
N−1 · A1 by the generated data.

3. Generate sample of the size N from multivariate normal distribution with para-
meters
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4. Estimate the covariance matrix S2 = 1
N−1 · A2 by the generated data.

5. Test the hypothesis H0 : Σ1 = Σ2 using Box’s M-test at the significance level
α = 0.05.
6. Repeat the procedure S = 10000 times, and estimate the probability of type I
error α̂.

Results are presented in Table1. Table1 contains the following information: first
column describes the number of observations, first row describes the dimension of
covariance matrix, data of table are α̂ for conducted experiments.

The results, given in Table1, allow to make a conclusion that for the sample size
250 (one year of observations of stock returns) and the number of stocks p larger
than 30 the given significance level α = 0.05 is not controlled by the Box’s M-test.
Therefore, in this paper, the experimental results are limited by consideration of 10
stocks.

Table 1 Estimation of type I error

N p

10 30 50 100

150 0.0529

200 0.0525 0.0893

250 0.052 0.0777 0.1555

500 0.0501 0.0715 0.0989 0.3108

1000 0.0498 0.0595 0.0761 0.2648

1500 0.0546 0.0654 0.1335

2000 0.0593 0.1028

3000 0.0853
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5 Experimented Results

The describedmethodology is applied to test homogeneity hypothesis (1) by real data
of stock returns of German and French stockmarkets over 12-years period from 2003
to 2014. Observations are divided into 12 parts by number of years, which determine
66 individual hypotheses (2) for German market and 66 individual hypotheses (2)
for French market.

Companies with high share capitalization were selected: 10 German companies—
from DAX30 index; 10 French companies—from CAC40 index. The lists of the
German and French companies chosen for the study are given in Tables2 and 3
correspondingly.

The results for German stock market are given in Table4. The results for French
stock market are given in Table5.

Table 2 German companies with high share capitalization

Ticker symbol Company Sector

1 ADS.DE Adidas Consumer Goods

2 ALV.DE Allianz Financial

3 BEI.DE Beiersdorf Consumer Goods

4 DPW.DE Deutsche Post Services

5 DTE.DE Deutsche Telekom Technology

6 LIN.DE Linde Basic Materials

7 MAN.DE MAN SE Consumer Goods

8 MRK.DE Merck KGaA Healthcare

9 SAP.DE SAP Technology

10 SIE.DE Siemens Industrial Goods

Table 3 French companies with high share capitalization

Ticker symbol Company Sector

1 AF.PA Air France-KLM Services

2 STM.PA STMicroelectronics Technology

3 EAD.PA EADS Aerospace industry

4 UG.PA PSA Peugeot Citron Consumer Goods

5 SEV.PA Suez Environnement Utilities

6 ALU.PA Alcatel-Lucent Technology

7 ML.PA Michelin Consumer Goods

8 DX.PA Dexia Banks

9 RI.PA Pernod Ricard Consumer Goods

10 LG.PA Lafarge Construction Materials
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Table 4 Results. Germany

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 1 1 1 1 1 1 1 1 1 1

2004 1 0 1 1 1 1 1 1 1 1 1 1

2005 1 1 0 1 1 1 1 1 1 1 1 1

2006 1 1 1 0 1 1 1 1 1 1 1 1

2007 1 1 1 1 0 1 1 1 1 1 1 1

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 1 1 1 1 1 1 0 1 1 1 1 1

2010 1 1 1 1 1 1 1 0 1 1 1 1

2011 1 1 1 1 1 1 1 1 0 1 1 1

2012 1 1 1 1 1 1 1 1 1 0 1 1

2013 1 1 1 1 1 1 1 1 1 1 0 1

2014 1 1 1 1 1 1 1 1 1 1 1 0

Table 5 Results. France

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

2003 0 1 1 1 1 1 1 1 1 1 1 1

2004 1 0 1 1 1 1 1 1 1 1 1 1

2005 1 1 0 1 1 1 1 1 1 1 1 1

2006 1 1 1 0 1 1 1 1 1 1 1 1

2007 1 1 1 1 0 1 1 1 1 1 1 1

2008 1 1 1 1 1 0 1 1 1 1 1 1

2009 1 1 1 1 1 1 0 1 1 1 1 1

2010 1 1 1 1 1 1 1 0 1 1 1 1

2011 1 1 1 1 1 1 1 1 0 1 1 1

2012 1 1 1 1 1 1 1 1 1 0 1 1

2013 1 1 1 1 1 1 1 1 1 1 0 1

2014 1 1 1 1 1 1 1 1 1 1 1 0

Tables4 and 5 contain the results of testing individual hypotheses

hi j : Σi = Σ j vs ki j : Σi �= Σ j ; i, j = 2003, . . . , 2014

using Box’s M-test. First column in the Tables4 and 5 describes years i = 2003, ...,
2014, first row describes years j = 2003, ..., 2014, next columns describe results
of hypothesis testing. In Tables4 and 5 value 1 in the row i and column j means
that the hypothesis hi, j is rejected at significance level α′ = α

66 = 0.05
66 = 0.0007575.

The value 0 in the row i and column j means that the hypothesis hi, j is accepted at
significance level α′ = 0.0007575.
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Table 6 German companies belonging to chemical industry

Ticker symbol Company Sector

1 BAS.DE BASF Chemical industry

2 BAYN.DE Bayer Chemical industry

3 HEN3.DE Henkel AG and Co. KGaA Chemical industry

4 LIN.DE Linde Chemical industry

5 LXS.DE Lanxess AG Chemical industry

6 SGL.DE SGL Carbon Chemical industry

It is possible to make a conclusion that for the German stocks described in Table2
all hypotheses of stability of stock returns connections are rejected for any pair of
years. This conclusion is also correct for French stocks described in Table3.

It is shown that for the selected stocks there is no stability of connections of stock
returns for different periods of observation. Note, that these companies belongs to
different sectors. To continue our study we consider the stocks from the same sectors.

Germany. German companies belonging to chemical industry and existing in the
market the whole period from 2003 to 2014 were selected. The list of companies is
given in Table6.

The results for German stocks described in Table6 are given in Table7. Table7
contain the results of testing individual hypotheses

hi j : Σi = Σ j vs ki j : Σi �= Σ j ; i, j = 2003, . . . , 2014

using Box’s M-test. First column in the Table7 describes years i = 2003, ..., 2014,
first rowdescribes years j = 2003, ..., 2014, next columnsdescribe results of hypoth-
esis testing. The results of hypotheses testing with p-values are given in Table7. If
there is the value at the intersection of the ith row and jth column less than 0.0007575
then the hypothesis hi j : Σi = Σ j is rejected at significance level α′ = 0.0007575;
if this value is more than 0.0007575, the hypothesis hi j : Σi = Σ j is accepted at
significance level α′ = 0.0007575.

The experimented results in Table7 allows to make a conclusion that the homo-
geneity hypotheses of covariance matrices: Σ2006 = Σ2007 and Σ2013 = Σ2014 are
not rejected by multiple testing procedure. Similar studies for stocks of companies
belonging to the sector of serviceswere carried out. The list of the selected companies
is presented in Table8.
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Table 8 German companies belonging to the sector of services

Ticker symbol Company Sector

1 EVD.DE CTS Eventim AG and Co. KGaA Services

2 FIE.DE Fielmann Services

3 AAD.DE Amadeus Fire Services

4 BVB.DE Borussia Dortmund Services

5 BYW6.DE BayWa Services

6 GFK.DE GfK Services

7 TTK.DE TAKKT Services

The results for German stocks described in Table8 are given in Table9. Table9
contain the results of testing individual hypotheses

hi j : Σi = Σ j vs ki j : Σi �= Σ j ; i, j = 2003, . . . , 2014

using Box’s M-test. First column in the Table9 describes years i = 2003, ..., 2014,
first rowdescribes years j = 2003, ..., 2014, next columnsdescribe results of hypoth-
esis testing. The results with test p-values for testing hypotheses hi, j are given in
Table9. If there is the value at the intersection of the ith row and jth column less
than 0.0007575 then the hypothesis hi j : Σi = Σ j is rejected at significance level
α′ = 0.0007575; if this value is more than 0.0007575, the hypothesis hi, j : Σi = Σ j

is accepted at significance level α′ = 0.0007575.
The Table9 shows that the hypotheses Σ2006 = Σ2007 and Σ2012 = Σ2013 are

accepted by the multiple testing procedure.
There are sets of 10 companies for German stock market for which not all the

homogeneity hypotheses are rejected. Such sets of companies are given in Tables10
and 11. For the set of 10 companies described in Table10 hypothesis Σ2006 = Σ2007

is accepted by the multiple testing procedure. For the set of 10 companies described
in Table11 hypothesis Σ2013 = Σ2014 is accepted by the multiple testing procedure.

France. There are sets of 10 companies for French stock market for which not
all the homogeneity hypotheses are rejected. Such sets of companies are given in
Tables12 and 13. For the set of 10 companies described in the Table12 hypotheses
Σ2004 = Σ2005 andΣ2005 = Σ2006 are accepted by themultiple testing procedure. For
the set of 10 companies described in Table13 hypothesis Σ2013 = Σ2014 is accepted
by the multiple testing procedure.

arubchinsky@yahoo.com



172 M.A. Voronina and P.A. Koldanov

Ta
bl
e
9

R
es
ul
ts
.G

er
m
an
y,
se
ct
or

of
se
rv
ic
es

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
03

1
0

0
0

0
0

0
0

0
0

0
0

20
04

0
1

0
3

×
10

−7
0.
00
04
8

0
0

0
0

0
0

0

20
05

0
0

1
0

0
0

0
0

0
0

0
0

20
06

0
3

×
10

−7
0

1
0.
01
97

0
0

0
0

0
0

0

20
07

0
0.
00
04
8

0
0.
01
97

1
0

0
0

0
0

0
0

20
08

0
0

0
0

0
1

0
0

0
0

0
0

20
09

0
0

0
0

0
0

1
0

0
0

0
0

20
10

0
0

0
0

0
0

0
1

0
0

0
0

20
11

0
0

0
0

0
0

0
0

1
0

0
0

20
12

0
0

0
0

0
0

0
0

0
1

0.
03

0

20
13

0
0

0
0

0
0

0
0

0
0.
03

1
0

20
14

0
0

0
0

0
0

0
0

0
0

0
1

arubchinsky@yahoo.com



Stability Testing of Stock Returns Connections 173

Table 10 Germany companies

Ticker symbol Company Sector

1 BAS.DE BASF Chemical industry

2 BAYN.DE Bayer Chemical industry

3 HEN3.DE Henkel AG and Co. KGaA Chemical industry

4 EVD.DE CTS Eventim AG and Co. KGaA Services

5 FIE.DE Fielmann Services

6 AAD.DE Amadeus Fire Services

7 BVB.DE Borussia Dortmund Services

8 BYW6.DE BayWa Services

9 GFK.DE GfK Services

10 TTK.DE TAKKT Services

Table 11 German companies

Ticker symbol Company Sector

1 BDT.DE Bertrandt Auto Parts

2 DEZ.DE Deutz AG Diversified Machinery

3 CON.DE Continental Auto Parts

4 RAA.DE Rational AG Industrial Equipment Wholesale

5 GIL.DE DMG Mori Seiki AG Machine Tools and Accessories

6 G1A.DE GEA Group Diversified Machinery

7 AIR.DE AIRBUS GROUP Aircraft industry

8 SZG.DE Salzgitter AG Steel and Iron

9 RWE.DE RWE AG Diversified Utilities

10 JEN.DE Jenoptik AG Diversified Electronics

Table 12 French companies

Ticker symbol Company Sector

1 ALU.PA Alcatel-Lucent Communication Equipment

2 BIG.PA BigBen Interactive Electronic Equipment

3 GEA.PA Grenobloise d’Electronique
et d’Automatismes SA

Business Equipment

4 GID.PA Egide SA Electronic Equipment

5 BELI.PA Le Blier Societe Anonyme Auto Parts

6 EO.PA Faurecia S.A. Auto Parts

7 ALHIO.PA Hiolle Industries Industrial equipment

8 CRI.PA Chargeurs SA Textile Industrial

9 BEN.PA Bnteau S.A. Recreational Goods, Other

10 FII.PA Lisi SA Aerospace/Defense—Major
Diversified
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Table 13 French companies

Ticker symbol Company Sector

1 CNP.PA CNP Assurances Socit
anonyme

Life Insurance

2 CS.PA AXA Group Property and Casualty Insurance

3 ELE.PA Euler Hermes Group SA Property and Casualty Insurance

4 ACA.PA Crdit Agricole Money Center Banks

5 BNP.PA BNP Paribas Money Center Banks

6 GLE.PA Societe Generale Group Money Center Banks

7 BOI.PA Boiron SA Healthcare

8 COX.PA Nicox SA Healthcare

9 DGM.PA Diagnostic Medical
Systems S.A.

Healthcare

10 DIM.PA Sartorius Stedim
Biotech S.A.

Healthcare

6 Conclusion

In this paper, the problem of testing of stability of stock returns connections over
time is considered from multiple hypotheses testing point of view. For individual
hypotheses testing Box’s M-test is applied. The obtained procedure is applied to
testing stability of stock returns connections for German and French stock markets
over period from 2003 to 2014. It is shown that stability hypothesis is rejected.
However, there are sets of stock returns for which stability hypotheses of connections
are not rejected for some period of observations.
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Network Analysis of International Migration

Fuad Aleskerov, Natalia Meshcheryakova, Anna Rezyapova
and Sergey Shvydun

Abstract Our study employs the network approach to the problem of international
migration. During the last years, migration has attracted a lot of attention and has
been examined from many points of view. However, very few studies considered
it from the network perspective. The international migration can be represented as
a network (or weighted directed graph) where the nodes correspond to countries
and the edges correspond to migration flows. The main focus of our study is to
reveal a set of critical or central elements in the network. To do it, we calculated
different existing and new centrality measures. In our research the United Nations
International Migration Flows Database (version 2015) was used. As a result, we
obtained information on critical elements for the migration process in 2013.

1 Introduction

Migration is one of the fundamental processes in the society.Violent conflicts, income
inequality, poverty, and climate change lead to large movements of people and thus
shape the world population and influence the society considerably. Therefore, inter-
national migration is the issue of high importance, and new theories and policies are
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needed to be developed in order to contribute to the development of both home and
host countries.

Migration was studied in various fields of science. A considerable amount of
works was proposed in order to explain the causes of migration flows and the conse-
quences of them. The first studies were focused on movements of people from rural
to urban areas [1] and provided the fundamental understanding of factors influenc-
ing the migration [2]. Lately, several models from other areas were adapted to the
study of migration process. A gravity model of migration plays a significant role
in studying migration flows. The main hypothesis was that the level of migration
between two territories is positively related to the population of them and inversely
related to the distance between them [3, 4]. Several works explore the phenom-
enon of migration from the prospect of motives to migrate. There was an attempt
to explain the migration process by push–pull factors [5], prospect of the economic
theory and human capital approach [6, 7]. All these theories apply different levels
of analysis of human migration: the macro-level (migration between countries and
regions) and micro-level (individual). However, they lack the fact that migration is a
complex process and level of migration between any two countries depends not only
on factors related to these two countries, but also on migration flows between other
countries.

The migration process can be also studied from the network perspective. The
international migration can be represented as a network (or weighted directed graph)
where the nodes correspond to countries and the edges correspond tomigration flows.
This approach allows to consider the flows between any two countries integrated
into the whole system of countries and shows how the changes in one flow may
affect the flows between the other seemingly unrelated countries. The application
of the network approach to the international migration was presented in [11–13].
Unfortunately, these studies did not fully take into consideration nodes attributes,
individual and group influences of nodes.

Our work is aimed to detect the countries with highest level of importance in the
international migration network. For this purpose we evaluate the classical and new
centrality indices. Classical centrality indices are essential for the representation of
major migration flows while indices developed in [11–13] take into account the node
attributes population of the destination country as well as indirect connections and
group influence between the countries in the network.

The paper is organized as follows. First, we provide the main information on
centrality indices. Second, we describe the data, evaluate the indices and then give
an interpretation of the main results.

2 Centrality Measures

In our work the following known centrality measures were evaluated: degree and
weighted degree centrality, closeness, eigenvector, and PageRank.
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The degree centrality is the number of nodes each node is connected with [14].
For directed graph the degree centrality has three forms: the degree, indegree and
outdegree centrality. The indegree centrality represents the number of incoming ties
each node has, and outdegree is the number of outgoing ties for each node.

In terms of migration, edge in unweighted graph characterizes the presence of
migration flow between any two countries. The indegree centrality for country A
is the number of countries, which are connected with country A through migration
inflows to country A. In other words, it is the number of countries, which migrants
came to country A from. For outdegree the interpretation is as follows: the number of
countries which are connected with country A through migrant outflows from A or
the number of countries which are the destinations of migrants from A. The degree
centrality of country A can show how many different countries are connected with
it through migration flows.

The following centrality indices were estimated for the weighted network:
weighted in-degree, weighted outdegree, weighted degree difference (=weighted
in-degree weighted outdegree), and weighted degree [14].Weighted indegree (WIn)
centrality represents the number of incoming ties for each node with weights on them
or the immigrant flow to the country. Weighted outdegree (WOut) is the number of
outgoing links for each node and accordingly relates to the number of emigrants.
Weighted degree difference (WDegD) is the difference between migrant inflow and
outflow which is the net migration flow. Weighted degree (WDeg) is the sum of
weighted indegree and weighted outdegree centralities for each country or the total
number of emigrants and immigrants (gross migration). These centrality indices can
give us the basic information about the international migration process: the level of
migrant inflows and outflows, net and gross migration flows.

The closeness (Clos) [15] centrality shows how close node is located to the other
nodes in the network. In addition, this measure has the following characteristics.
First, it accounts only for short paths between nodes. Second, these centralities have
very close values and are sensitive to the changes in network structure:minor changes
in the structure of network can lead to significant differences in ranking by this mea-
sure. In our work the closeness centrality is estimated for the undirected graph with
maximization of the weights on paths and is related to the level of closeness of par-
ticular country to intense migration flows. Note that it does not imply that the country
itself should have huge migration inflows or outflows. This measure can provide the
information about potential migration flow to particular country by estimating the
distance between the country and countries with huge migration flows in the net-
work. Countries with low closeness centrality value are not necessarily involved in
the process of international migration since they usually have low migration flows.

Eigenvector (EV) [16] is the generalized degree centrality, which accounts for
degrees of node neighbors. Eigenvector centrality and its counterpart PageRank (PR)
[17] centrality measure are based on the idea that a particular node has a high impor-
tance if its adjacent nodes linked have a high importance. In international migration
network these indices highlight the countries’ centers of international immigration,
and the countries, which are directly linked with them through migration flows.
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Unfortunately, classical indices do not elucidate hidden elements influential in the
network. This can be explained by the fact that these indices do not fully take into
account individual properties of nodes, the intensity level of direct connections and
interactions between nodes of the networks.

In [12] a novel method for estimating the intensities of nodes interactions was
proposed. The method is based on the power index analysis that proposed in [11]
and is similar to the Banzhaf index used to evaluate the power of each agent in voting
procedures [18]. The index (originally called a key borrower index) is a Short-Range
Interaction Centrality (SRIC) that was adjusted for the network theory and employed
to find the most pivotal borrower in a loan market in order to take into account some
specific characteristics of financial interactions. Unfortunately, SRIC index do not
take into account long-range interactions in the network, which leads to the fact that
nodes that are not adjacent do not influence each other. To overcome the shortage of
SRIC index several Long-Range InteractionCentrality (LRIC) indiceswere proposed
in [13].

We evaluate the direct influence of one country to another one through imposing
the quota, which represents the population of the destination country. We suggest
that 0.1% of population of destination country is the critical level of migrant inflow.
If the migration flow from country A to country B does not reach 0.1% of population
of country B, then country A does not directly influence country B throughmigration
flows.

To sum up, the classic centrality indices and indices of Short- and Long-Range
Interactions are applied to characterize the countries in migration network. The dis-
tinctive feature of the latter is the consideration of the population of destination
country and indirect migration routes between countries.

3 Key Actors in International Migration Network

3.1 Data Description

Data on international migration is usually presented in two fundamental statistical
categories: stock of migrants and migration flows. Migration flow is defined as a
number of persons arriving to country or leaving it in a given time period. Migrant
stock corresponds to the total number of people living in a country other than the
country of origin in a certain moment. The key difference between these two cat-
egories is that the stock of migrants is an accumulative pattern, and the flow data
represents the fact of immigration or emigration to or from a given country.

We use the data on dyadic migrant flow for analysis of the international migration
provided by the United Nations [19]. The list of responded actors in the database
contains 45 countries. Migration flows for countries not included in the list were
accumulated by the statistics of the countries presented in the database. The data was
collected through different sources: population registers, border statistics, the number
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Fig. 1 The international migration network for 2013

of residents permits issued, statistical forms that persons fill when they change place
of residence and household survey. There are threeways to define country ofmigrants
origin or destination by

(1) residence; (2) citizenship; (3) place of birth.
Additionally, as countries apply different criteria to determine international

migrant and the country of origin, collect data through different sources and have
various purposes of migration policy, there were some cases of inconsistency in
observations. Thus, there were several techniques performed of data aggregation to
resolve the problems of inconsistency in observations.

The international migration network for 2013 is shown on Fig. 1.

3.2 Influence in International Migration Network

As it was mentioned before we applied different centrality indices to provide a
ranking and detect the most influential countries in migration process. The centrality
indices are evaluated for 2013 which is the last year in the database. The major
international migration flows occurred between the following groups of countries.
First, the migration flow fromMexico, the Philippines, and Vietnam to the USAwere
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Table 1 Migration flows over 50,000 migrants in 2013

Origin Destination Migration flow

Mexico USA 135,028

China USA 71,798

Spain Romania 70,055

India USA 68,458

Romania Italy 59,347

Philippines USA 54,446

still of considerable level. Second, new Asian countries, India and China, appeared
among labor force suppliers for the USA. Flows between the former Soviet Union
countries were diminishing after 2007, and migration from the Russian Federation
and Kazakhstan to Germany was decreasing accordingly. According to Eurostat
statistics [20] Greece was one of the countries that experienced the highest growth
in number of international migrants in recent time. However, since 1998 Greece is
no longer presented in the databases, that is why the rankings by centrality measures
do not contain this country.

Information on flows over 50000 migrants in 2013 is presented in Table1.
Let us calculate the centrality measures for the migration network (see Table2).
From the results for weighted indegree centrality we can conclude that the highest

number of immigrants were received by the USA, Italy, and the UK. According to
the ranking by weighted outdegree, Spain, India, and China had the highest migrant
outflow.Weighted degree ranking highlights theUSA, Spain, Italy and theUK,which
had the greatest gross migration rate. The weighted degree difference or the highest
net migration flow was in the USA, Canada, the UK, and Italy.

Different results can be obtained from the estimation of the level of closeness:
the USA is still the first, however, Mexico, Netherlands, Spain, and Switzerland
are presented. These countries had intense migration inflows (the USA) or outflows
(Spain) itself, or had migration flows to or from the countries with intense migration
[21]. Mexico–US migration route was established historically, and now Mexicans
are accounted for 28% of foreign-born population in the USA [22]. Netherlands and
Switzerland were connected through migration flows to Italy, which was the second
immigration country after the USA.

Eigenvector and PageRank highlight the rich-club group of countries: the USA,
Italy, the UK, and Spain. These countries are involved in the process of migration
more than others and in addition had flows between each other. In this case eigenvec-
tor and PageRank centralities can show how mobile is the population of countries.

Ranking by classic centrality indices provided us with the information about
countries with the highest in- and outflows of migrants, net migration flow, level of
closeness to huge migration flows and countries most involved in migration process.
Short-Range and Long-Range Interaction Centralities can help us to explore the
international migration network from the different perspective.
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Table 2 Rankings by centrality indices for 2013
Country WIn WOut WDeg WDegD Clos PR EV SRIC LRIC

(SUM)
LRIC
(MAX)

LRIC
(MAXMIN)

USA 1 19 1 1 1 1 2 22 6 10 10

Italy 2 5 3 4 6 6 4 11 10 11 16

UK 3 10 4 3 30 3 1 9 9 4 7

Canada 4 44 5 2 10 7 12 74 37 43 30

Spain 5 1 2 215 3 2 3 1 1 1 1

Switzerland 6 12 7 6 5 5 6 35 44 54 80

Netherlands 7 8 8 10 4 8 11 17 14 23 27

Sweden 8 21 15 5 9 11 19 15 30 38 35

Belgium 9 14 10 9 7 12 9 23 19 28 45

Romania 10 6 6 198 14 17 5 2 2 2 2

Germany 11 11 9 23 37 10 7 12 4 8 9

New Zealand 12 16 13 14 8 4 14 5 23 15 15

France 13 9 12 192 36 15 8 7 3 5 5

Norway 14 52 23 7 11 16 23 32 45 49 24

Australia 15 31 22 8 33 9 20 18 21 25 21

Spain, Romania, India, and Poland had the highest ranks according to the index of
Short-Range Interaction Centrality. These results are highly related to the weighted
outdegree. Additionally, SRIC accounts for the first-order indirect interactions and
the population of destination country. That is why there was a little change in the
order of countries with intense emigration flows.

Three of LRIC indices show almost similar results: Spain, Romania, France, Ger-
many, Poland, and India are at the top of rankings. Spain has the highest emigration
rate. Romania, India, and France have the migration flows to countries with huge
population and intensemigration flows. Therewas a huge flow from India to theUSA,
the USA has large population and is a popular country of migrants’ destination [22].
France is presented in ranking by LRIC indices, because it has migration flows to
Spain (10,548) and to the UK (24,313). Romania also had migration flows to the
UK. Poland did not appear among countries with highest emigration rate (weighted
outdegree), however, it had migration flow of almost 10000 migrants to Norway
with population of around 5 million people. The share of this migrant inflow (0.2%)
exceeded 0.1% of the population of Norway. This result is important to be considered
as when migration flow is more than level expected by the destination country, it can
lead to negative consequences for both migrants and the population of destination
country.

The results introduced by classical centralities and SRIC, LRIC indices both
outline the emigration countries. However, SRIC and LRIC indices introduce addi-
tionally the emigration countries with considerable for the population of destination
country share of migrants (Poland).

arubchinsky@yahoo.com



184 F. Aleskerov et al.

4 Conclusion

International migration studied from different points of view. Our study was focused
on the network analysis of migration process to determine the most influential actors.
Estimation of classical centrality indices is the one of the possible ways to analyze
countries influence in the network through migration flows. Our work goes a step
further and allows to consider indirect connections of countries in the international
migration network and a node attribute the population of destination country. This
idea is implemented through Short-Range and Long-Range Interaction Centralities.

The analysis was applied to data on migration flows in 2013. Our methodology
outlined not only the countries with large number of immigrants or emigrants, but
also the countries with migrant outflows considerable for the population of destina-
tion country and emigration to the popular destination countries. These results are
important in order to provide countries highly involved in the process of international
migration with relevant migration policy.
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Overlapping Community Detection
in Social Networks with Node Attributes
by Neighborhood Influence

Vladislav Chesnokov

Abstract Community detection is one of the key instruments in social network
analysis. In social networks nodes (people) have many attributes such as gender, age,
hometown, interests, workplace, etc., which can form possibly overlapping commu-
nities. But quite often full information about a person’s attributes cannot be obtained
due to data loss, privacy issues, or person’s own accord. A fast method for over-
lapping community detection in social networks with node attributes is presented.
The proposed algorithm is based on attribute transfer from neighbor vertices, and
does not require any knowledge of attributes meaning. It was evaluated on Face-
book and Twitter datasets with ground-truth communities and four classic graphs:
Zachary’s karate club, books about US politics, American college football, and US
political blogs. Also, author’s ego-network with manually labeled communities from
VKontakte was used for the evaluation. Experiments show that the proposed method
outperforms such algorithms as Infomap, modularity maximization, CESNA, Big-
CLAM, and AGM-fit by F1-score and Jaccard similarity coefficient by more than
10%. The algorithm is tolerant to node attributes partial absence: more than 50% of
attributes values can be deleted without great loss in accuracy. It has a near-linear
runtime in the network size and can be easily parallelized.

1 Introduction

Community detection in graphs is an important task in many fields of science: biol-
ogy, sociology, computer sciences, and others. In social graphs, vertices are people,
and edges are connections between them: family ties, friendship, working relations,
etc. The explosive growth of online social networking services, such as Facebook,
Twitter and VKontakte, and open access to a huge amount of users’ personal data
gave an opportunity for many social researches: social groups detection for targeted
advertisement, person’s credit status obtainment by social networks profiles analysis,
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detection of public opinion leaders formisinformation spread or usage in information
warfare [1], and many others.

Classic graph clustering methods, such as k-means, modularity maximization,
or the ones based on minimum spanning tree graph, are basically graph partition on
nonintersecting subgraphs, clusters. They use only information about graph structure,
i.e. its edges. But real social networks are not only nodes representing people with
edges showing connections between them. Every person has a set of attributes like
gender, age, education, hometown, favorite music, and so on. Algorithms which use
node attributes information as well as graph structure just started to appear recently.
They include Circles [2], CODICIL [3], and some others [4].

Besides, each node does not necessarily belong to a single community. Each
person naturally has many activities: work, friends, hobbies, etc., so he or she can
be a member of several communities, and therefore communities can overlap or be
nested in social networks. Only few algorithms define and detect communities in
such a way [5].

Only recently have approaches for detecting overlapping communities based on
both sources of information been developed. An algorithm which uses a cell-based
subspace clustering approach and identifies cells with dense connectivity in the sub-
spaces is proposed in [6]. However, it requires knowledge about attribute nature and
their filtering, because it uses reduced multi-valued attribute space. There are several
methods based on topic models, e.g., [7], but most of them are quite slow and have
poor scalability. EDCAR [8] algorithm relies on clique-based heuristics, but also
requires high amount of computations. CESNA algorithm presented in [9] is based
on probabilistic generative model. Yang et al. showed that this approach outperforms
other state-of-art algorithms such as Block-LDA [7], CODICIL [3], and EDCAR [8]
on real datasets from online social networks. Recently, an algorithm based on joint
nonnegative matrix factorization approach was developed [10]. It gives almost the
same F-scores of community detection as CESNA. FCAN algorithm [11], based
on maximization of content relevance measure of vertices in cluster, outperforms
CESNA on synthetic datasets. But CESNA still gives higher or almost the same
NMI and accuracy scores on datasets for real networks of users from Facebook and
Twitter [11]. However, it is still a challenge for an algorithm to detect human-labeled
communities.

People tend to have ties with other people they share something commonwith [12,
13]. It was shown that vertex attributes can be inferred from its neighbors informa-
tion [14–16]. This is a core idea of the proposed algorithm for overlapping community
detection. The developed method uses both sources of information: node attributes
as well as edge structure. Also it automatically labels obtained communities, i.e.,
each detected community comes with a set of attributes which probably formed it.
The algorithm was originally developed for detecting communities in ego-networks.
However, it can also be applied to any graph and gives quite good results on them.
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2 Problem Definition

Consider unweighted undirected graphG ′(V ′,E′)withD(G ′) = 2 which has u ∈ V ′
such that

∀v ∈ V ′, v �= u ∃{u, v} ∈ E′, (1)

where D(G ′) is the diameter of graph G ′. Then it is called an ego-network for node
u. Denote

V = V ′ \ {u}, (2)

E = E′ \ {{u, v}|v ∈ V }. (3)

Each vertex from V ′ has a set of attributes (features) from set F, i.e., there exists a
map f : V ′ → 2F . Obviously, one cannot always obtain full information about node
features from real networks due to data transfer errors, censorship, privacy issues,
etc. Denote by f ′ : V ′ → 2F “real” or observed part of f such that

∀v : f ′(v) ⊆ f (v). (4)

The task of community detection is to find a cover of vertex set V from graph
G(V,E) with observed f ′, such that “similar” vertices belongs to the same set(s).

3 The Proposed Algorithm

Previously [17], an algorithm for social graph clustering based on node attribute
transfer was described. An overlapping community detection method based on sim-
ilar principles is described in the current paper. The proposed algorithm is based on
three assumptions. First, social networks have triadic structure [18], i.e., if there are
edges between nodes A and B and A and C, then there is a link between B and C with
high probability. Second, social networks obey affiliation model [19, 20], i.e., links
between vertices are formed by communities and not vise versa [9]. That means that
if two nodes belong to the same community or communities, they have one or more
common attributes. Finally, vertex attributes can be inferred from node attributes of
its neighborhood [14–16].

The algorithm has five main steps. At first, cores of communities are obtained. If
some vertex belongs to community where all vertices have attribute a, then, obvi-
ously, the majority of its neighbors has this attribute. They can even form a clique.
These attributes are called key attributes from now on. So, the algorithm finds such
attributes for each vertex. Since the information about them may be partly missing,
the procedure is iterative and both “normal” and key attributes are considered when
the majority is determined. The communities grow with each iteration until they fill
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“dense” part of the graph. Note that some attributes are automatically filtered out,
because not all attributes can form a dense subgraph, e.g., birth date or first name.

More formally, for each vertex v from V initialize an empty set of key attributes
Kv. All nodes are visited at each iteration of the first step. For each vertex v a set of
its neighbors Nv is determined and for each attribute a ∈ F sets

Nv,a = {w|w ∈ Nv ∧ a ∈ f ′(w)} (5)

and
Qv,a = {w|w ∈ Nv ∧ a ∈ Kw} (6)

are computed. If sum |Nv,a| + |Qv,a| is greater than the threshold

tv,a = max(2, αa|Nv|), (7)

where αa is a fraction defining qualified majority for attribute a, then attribute a
is added to the set of key attributes Kv. Note that vertices that had attribute a both
beforehand and in set of their key attributes are counted twice. So, node attributes
are transfered from vertex to vertex through the sets of key attributes. The step ends
when there were no changes at the last iteration.

Some nodes can belong to an intersection of several communities, i.e. they belong
to two or more communities at the same time. They do not have attributes of
these communities in their key attributes sets because their neighbors do not form
a majority.

The second step is a procedure of determining key attributes for these “boundary”
vertices. Like the previous step, this one is iterative. In this case, the rule for adding
an attribute to the key attributes set should be weakened, so the threshold is changed.
Now it depends on the number of communities in vertex neighborhood

t′v,a = max(2, αa
|Nv|

| ⋃w∈Nv
Kw \ Kv| ). (8)

Also, only value |Qv,a| instead of sum |Nv,a| + |Qv,a| is now considered, because we
only interested in key attributes, which represent communities. This step also ends
when there were no changes at the last iteration.

Now each vertex has a key attributes set, and each attribute in it (probably) cor-
responds to some community. But several communities can have some common
attribute(s). For example, the ego of ego-network can take extra class in his high
school and have some friends who also visit it. The ego also has classmates. The
classmates and extra class friends have a common attribute (high school) but belong
to different communities. So, the communities should be split into connected com-
ponents.
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The third step is communities obtaining and their partition. Vertices are joined into
communities by key attributes, i.e., for each attribute a from

⋃
v∈V Kv a community

Ca = {v|a ∈ Kv} (9)

is formed. Then each community is partitioned into connected components in the
subgraph of corresponding attribute. Trivial parts which consist of one or two vertices
are filtered out, because each pair of people in social networks can have an unique
tie connecting them.

The fourth step is merging. If any two parts from the previous step consist of the
same nodes, they are merged into one community. The union of parts’ attributes is
associated with this community. This step is helpful for further analysis of detected
communities: for each community there is a set of attributes which (probably)
formed it.

Some vertices may have an empty set of key attributes after communities were
obtained. This could mean that they are connected by some unknown or unspecified
attribute. The last step is an attempt to detect communities formed in such a way.
Slightly modified steps one and three are applied to the subgraph which consists
of vertices with empty key attributes set. All vertices in this subgraph have single
attribute—“unknown”. Communities obtained at this step are appended to the ones
obtained in the previous step.

3.1 Complexity and Scalability

The algorithm has near-linear runtime. At the first step, all vertex neighbors are
considered at most once at each iteration. All vertices are visited, so each edge is
considered at most twice—at most once for each incident node. So, the complex-
ity of each iteration is linear in the number of edges and vertices: O(|V | + |E|).
Each attribute can “travel” the longest path in graph during transfer through the key
attributes sets, so the number of iterations can be estimated asO(D(G)) in the worst-
case. Due to small world phenomenon, the number of iterations is small: during the
experiments it was less than 10 for most of graphs.

The procedure of the second step is practically the same, so complexity of each of
its iterations is also linear in graph size. At the third step communities are formed by
key attributes sets. This can be done in O(|V |) using a hash-table for each attribute.
We consider each node only once and add node to hash-tables of all key attributes of
this node. Splitting community into connected components can be done with simple
breadth-first search in O(|V | + |E|).

Filtering connected components by size and merging duplicates is a trivial task
and can be done in linear time in components count. It is obvious that this count
is less than V . The complexity of the last step is the same or less than the sum of
complexities of other steps, so it is also near-linear. Summing up, the algorithm has
near-linear runtime.
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The proposed algorithm can be parallelized in two dimensions: attributes and
nodes. At the first step, all attributes are updated independently, so there may be as
many threads as attributes. Because the algorithm is iterative, vertices can also be
considered independently, but this requires shared memory. MapReduce approach
can be used to implement this algorithm.

3.2 Heuristics

Fractions αa which define qualified majority for attributes a ∈ F can be calculated
by heuristic if some information about node attributes meaning is known. This infor-
mation can be obtained through machine learning or manual definition. The simplest
heuristic requires zero knowledge about attributes meaning: each αa equals some
fixed value in range between 0 and 1.

4 Experimental Evaluation

4.1 Metrics

To evaluate the quality of the proposed algorithm, a set of graphs with known human-
labeled ground-truth communities was used (see Sect. 4.2). To estimate the similar-
ity between obtained communities and the ground-truth communities, an approach
described in [19] and later adopted in [9] was applied. The most similar ground-truth
community was found for each obtained community Ci and similarity measure was
averaged by all obtained communities. Also, the most similar obtained community
was found for each ground-truth communityC∗

j and similaritymeasure was averaged
by all ground-truth communities. Then, the average of these two values was taken

1

2|C∗|
∑

C∗
j ∈C∗

max
Ci∈C

δ(C∗
j ,Ci) + 1

2|C|
∑

Ci∈C
max
C∗
j ∈C∗

δ(C∗
j ,Ci). (10)

Two metrics were used as similarity measure δ(C∗
i ,Cj): F1-score

F1 = 2 · precision · recall
precision + recall

= 2 · |C∗
j ∩ Ci|

|C∗
j | + |Ci| , (11)

where

precision = |C∗
j ∩ Ci|
|Ci| , (12)
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recall = |C∗
j ∩ Ci|
|C∗

j |
, (13)

and Jaccard similarity

J = |C∗
j ∩ Ci|

|C∗
j ∪ Ci| . (14)

4.2 Datasets

Two datasets available from the Stanford Large Network Dataset Collection [21]
were used to evaluate the proposed algorithm: ego-networks of Facebook and ego-
networks of Twitter with node attributes and ground-truth communities. Their stats
are presented in the Table1. Also, four classic graphs were used: Zachary’s karate
club [22], books about US politics [23], American college football [24] and US
political blogs [25] (see Table2). These graphs had no attributes, so the information
about vertex ground-truth communities was used as vertex attributes to demonstrate
algorithms performance on well-studied graphs when full information about nodes’
attributes is available.

Besides, the author’s ego-network from VKontakte online social networking ser-
vice was used for tests. It has 144 vertices, 1121 edges, 1526 different attributes,
and 11 manually labeled overlapping communities. The attributes represent places
of middle and high education, workplaces information, and membership in groups
(virtual communities). The graph and its communities are depicted in the Fig. 1.Most

Table 1 SNAP datasets description. N—total number of nodes, E—total number of edges, C—
total number of communities, K—total number of node attributes, S—average community size,
A— average number of communities per node

Dataset N E C K S A

Facebook 4 089 170 174 193 175 28.76 1.36

Twitter 15 120 2 248 406 3 140 33 569 15.54 0.39

Table 2 Classic graphs description. N—number of nodes, E—number of edges, C—number of
communities

Graph N E C

Zachary’s karate club 34 78 2

Political books 105 441 3

American college football 115 613 12

Political blogs 1 490 19 090 2
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Fig. 1 The author’s ego-network with human-labeled communities

vertices belong to one community, seven do not belong to any, five belong to three
or more. One of the communities completely includes another.

4.3 Comparison to Other Algorithms

The proposedmethodwas compared with algorithms Infomap [26], modularity max-
imization (Clauset-Newman-Moore variant [27]), AGM-fit [20], BigCLAM [19] and
CESNA [9]. The first and the second algorithms are classic ones. They do not use
information about node attributes and only detect nonoverlapping communities. The
latter three were chosen because all of them rely on affiliation model. Implementa-
tions from SNAP framework [28] with default settings were used. AGM-fit and Big-
CLAM use only information about graph edges. In papers [19, 20] it was shown that
these methods outperform Link Clustering [29], Clique Percolation [30], andMixed-
Membership Stochastic BlockMode [31] algorithms. CESNA uses both information
from edge structure and node attributes and showed higher F1 and Jaccard similarity
scores than Demon [32], MAC [33], Block-LDA [7], CODICIL [3], EDCAR [8] and
Circles [2] algorithms on Facebook and Twitter ego-networks datasets. Currently one
can consider CESNA as the best algorithm which detects overlapping communities
is social networks with node attributes.

The simplest heuristic, αa = β, was used in the proposed algorithm. The best
score was taken for β in [0.1, 0.9] with step 0.05 for each graph. For Facebook
and Twitter datasets, scores were averaged for all algorithms. The last step of the
proposed method was omitted for Twitter dataset.

The evaluation results are presented in Tables3 and 4. The average F1-score of
the proposed method is higher than modularity maximization score by more than
12% on Facebook dataset. The proposed algorithm also outperforms BigCLAM by
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average F1-score by more than 18% on Twitter dataset. The results for Jaccard index
are similar.

It also leaves all algorithms far behind by Zachary’s karate club, books about
US politics, and US political blogs F1-scores, and shows results close to one. The
proposed algorithm also shows high results on American college football and outper-
forms BigCLAMby 5% and CESNA by 12%. As for the author graph, it outperforms
modularity maximization by 6%. The similar situation holds for the Jaccard index
values. The developed algorithm outperforms others at least by 10%.

The developed algorithm gives quite high F1-scores for classic graphs, but not as
high as one might expect. One reason to that may be the fact that in real networks
communities are not so dense as expected. Also, the task of community detection
can be challenging even for “ego” of ego-network, not to mention other people, so
for the same graph there can be different results depending on analyst.

4.4 An Example of Automatic Labeling

The detected communities and labels given for them by the algorithm for the author’s
graph are shownonFig. 2. Four communities corresponding to author’smiddle school
classmates, friends, pre-university courses acquaintances and author’s wife’s friends
are detected perfectly, vertex to vertex. For the school classmates community, the
algorithm gives a label consisting of three attributes: school number, school old
number, and official group (virtual community) of school. The school number was
changed during the time author was a student, so some classmates specified the new
number, some—the old one. For the friends, the attribute set contains memberships

Fig. 2 Communities detected by the developed algorithm for the author’s ego-network. Attribute
set #1: 4 groups of parties, 4 groups of events, 5 groups of common interests. 3 Attribute set #2:
chair, official group of chair, group of each of four groups. Attribute set #3: school number, school
old number, official group of school. Attribute set #4: faculty
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to several groups by interests like festivals or parties. Neither of these groups has all
nodes of community as members, but they give a quite precise idea about author’s
friends’ interests. Author’s wife’s friends are graduated from the same university and
the algorithm gave the corresponding label for them.

The community of pre-university courses acquaintances shows the importance
of the last step of the algorithm, where communities of vertices without common
attribute are obtained. Indeed, people in this community do not share neither univer-
sity nor virtual community, so it was detected because it has dense structure.

The community corresponding to workplace detected by the algorithm is miss-
ing one node. This is feasible because it is not connected to any other node. This
community is also missing a label, but only two of the six vertices has the attribute
corresponding to workplace is specified.

The algorithm failed to obtain three small communities. Two of them are trivial
and undetectable by the construction. The third one has few edges between nodes
and vertices do not share any attribute.

There are more errors in detected university chair community. It has eight extra
nodes and university group community was not detected. These eight nodes do have
a lot of edges to other nodes in the community, and it is not surprising, because they
correspond to wives and girlfriends of people in this community. So instead of “uni-
versity classmates” community “university classmates and their wifes/girlfriends”
communitywas obtained.Close friends is somehowartificial community—this is just
a group of people, who meet each other more often. So, if edge weights correspond-
ing to frequency of meetings would be provided, these nodes could be separated.
This may be a topic of further work.

The lack of university group community can also be explained. During the educa-
tion, therewere a lot of transfers between groups, so it was difficult even for the author
to separate his group. Also, most of these people were members of all four virtual
communities of groups, so it would be almost impossible to get correct memberships
even for human. So, the algorithm gives a label of six attributes: chair, official group
of chair and four virtual communities.

Nevertheless, communities were detected correctly for the majority of vertices.
Also, they have quite informative labels. Note that some nodes belong to several
communities.

4.5 Tolerance to Attribute Absence

Attributes can be partly missing in real networks. To test algorithms’ tolerance
to attribute absence, nine copies were created for each graph in the datasets, and
10,20…90% random attributes values were removed from them. F1-scores by per-
cent of absent attributes for all graphs are shown in Figs. 3, 4 and 5. Graphs for
Jaccard index are similar.

F1-score stays the same for Infomap, modularity maximization, BigCLAM, and
AGM-fit algorithms because they use only information about edge structure and do
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(a) Facebook (b) Twitter

Fig. 3 Average F1-scores for SNAP datasets with deleted attributes

(a) Zachary’s karate club (b) Books about US politics

(c) American college footbal (d) US political blogs

Fig. 4 F1-scores for classic graphs with deleted attributes

not use node attributes at all. One can see that the proposed algorithm show almost
the same F1-score when up to 50% of node attributes values are removed on all
graphs. The proposed method still outperforms other algorithms on Facebook and
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Fig. 5 F1-scores for author’s graph with deleted attributes

Twitter datasets when up to 70% attribute values are deleted. The performance of
the algorithms goes low as attributes deleted from Zachary’s karate club graph. One
explanation to this is small graph size—only 34 vertices. American college football
graph has greater size, but consists of many small communities, which in turn are
not very dense. So, small communities with many absent attributes are hard to detect
by the proposed algorithm: vertices with attributes simply could not form a majority.
However, the algorithm shows high tolerance to attribute absence on books about
US politics, US political blogs and the author’s graphs. If a less than 30% attributes
available, one should consider switching to another algorithm.

4.6 Scalability Evaluation

To test algorithms scalability, a subset of 200 graphs from Google+ ego-networks
dataset from SNAP [21] was used. These graphs are significantly larger than ones
fromFacebook and Twitter datasets andwell suited for scalability test. However, they
were not used for algorithms evaluation because of incomplete information about
ground-truth communities. For example, it is strange that graph with more than 4500
vertices andmore than 600 000 edges has only 200 nodes assigned to any community.

Runtimes for individual graphs with edge count up to onemillion are presented on
Fig. 6. Note that lines are Bezier smoothed. As one can see, the proposed algorithm
is faster than all other contestants except modularity maximization and its runtime
grows very slow.AGM-fit algorithm shows theworst performance, while BigCLAM,
whichwas initially developed for community detection in large networks, showsquite
good speed.
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Fig. 6 Algorithms runtime comparison

5 Conclusion

A simple, fast, and scalable algorithm for overlapping community detection has been
proposed in the present paper. The developed algorithm uses both edge structure
and node attributes. The core idea of the method is attribute transfer from node
neighbors. The algorithm is tolerant to the absence of up to half of attributes values. It
outperforms Infomap, modularity maximization, BigCLAM, AGM-fit, and CESNA
by F1-score and Jaccard index on Facebook and Twitter datasets, four classic graphs
and the author’s graph. The algorithm also gives labels to detected communities,
showing attributes which formed community.

Further improvement of the algorithm may include method extension to handle
weighted or directed graphs. Also, a fast universal heuristic for calculating qualified
majority fractions for attributes can be developed.
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Testing Hypothesis on Degree Distribution
in the Market Graph

P.A. Koldanov and J.D. Larushina

Abstract In this chapter, problems of testing hypotheses on degree distribution
in the market graph and of identifying power law in data are discussed. Research
methodology of power law hypothesis testing is presented. This methodology is
applied to testing hypotheses on degree distribution in the market graphs for different
stock markets. Obtained results are discussed.

1 Introduction

Construction and analyzing of models of the stock market attracted great attention in
mathematical modelling since the publication of Portfolio Selection by Markowitz
[12], in which the mathematical model for the formation of an optimal portfolio was
first proposed. Financial market can be represented as a network inwhich nodes stand
for assets and the edges connecting nodes represent the correlations between returns.
First networks based on stock returns correlations were investigated by Mantegna
[11], were the minimum spanning tree (MST) structure was considered. Different
properties of MST were studied by several researches [9, 14, 18, 19].

A new network structure, market graph, was introduced and investigated in [2,
3]. This approach has been successfully applied for the analysis of variety of stock
markets, for instance theUS [3], Iranian [13], Swedish [10], Russian [20] andChinese
[9] markets.

There are various properties of the stock market that can be studied after con-
struction of the network: the distribution of correlations of returns, the minimum
spanning tree, the density of edges, the maximum cliques and the maximum inde-
pendent sets in the market graph. In the present paper, hypotheses on vertex degree
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distribution in the market graph over different periods of observations is tested. Ver-
tex degree distribution describes the topology of themarket graph and it can be useful
for understanding the stock market as a complex system.

2 Market Model and Problem Statement

Let G = (V,E) be a simple undirected graph, where V = 1, . . . ,N is the set of
vertices, and E is the set of edges. Two distinct vertices u and v are called adjacent if
they are connected by an edge. An important characteristic of the graph is the degree
distribution of its vertices, where the degree of the vertex is the number of edges
incident to this vertex. Weight of the edge is the value assigned to the given edge [8].

Market graph is constructed from the market network in the following way [2]:
edge (i, j) is included in the market graph if the correlation between returns of the
stocks i and j exceeds a given threshold. It is claimed that vertex degree distribution
for many graphs arising in diverse areas follow the power law model [3], so that
probability for a random vertex to have degree k is P(k) ∝ k(−α). This hypothesis
has been considered in a variety of works devoted to the study of the market graph
[3, 4, 9].

There are different approaches how to test the power law hypothesis. As it was
pointed out in [6], the main drawback of the existing researches in this area is the
fact that the usual tests are based on the assumption that the parameters of the power
distribution can be estimated by constructing a linear regression in the log scale
coordinates. If the resulting distribution approximately falls on a straight line, then
power law hypotheses are asserted. However it is important to have a more reliable
methodology for testing the power law hypothesis. One such methodology was sug-
gested in [6]. We use it to test the power law hypothesis for degree distribution in
the market graph.

3 Methodology for Testing the Power Law Distribution

In this Section, we describe the methodology for testing power law hypothesis pro-
posed in Clauset et al. [6]. The procedure consists of estimating parameters (scaling
parameter α and lower bound xmin) by maximum likelihood, and then calculating the
statistical criteria for rejection hypothesis and, if relevant, rejection alternatives. As
we have discrete distribution, all subsequent data manipulation will be described on
this basis.

Power law for discrete case takes the following form:

p(x) = Pr(X = x) = Cx−α (1)

where C is a normalizing constant.
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Equation1 diverges at zero [6], so there must be a lower bound x ≥ xmin > 0. Cal-
culation the normalizing constant with condition

∑∞
x=xmin

Cf (x) = 1 we can rewrite
the form of discrete power law as:

p(x) = x−α

ζ(α, xmin)
(2)

where C = 1
ζ(α,xmin)

and ζ(α, xmin) = ∑∞
n=0(n + xmin)−α .

The method from [6] can be represented as follows:

1. Estimate the parameters xmin and α of the power-law model.

1.1 Assuming that xmin is already known, maximum likelihood estimation of α

for discrete case takes the form of:

ζ ′(α̂, xmin)

ζ(α̂, xmin)
= −1

n

n∑

i=1

ln xi (3)

as it was shown in [1, 5], it can be approximated as:

α̂ � 1 + n

[
n∑

i=1

ln
xi

xmin − 1/2

]−1

(4)

The details of approximation can be found in Appendix B of the paper [6].
1.2 As it is shown in [16] and references therein, parameter estimation tech-

niques can be sensitive to noise or fluctuations in the tail of distribution, so
methodology discussed in [6] involves usage of a method proposed in [5].
General idea is briefly represented below.
• For all possible xmin chosen distance (Kolmogorov–Smirnov statistic [7])
is measured:

D = maxx≥xmin |S(x) − P(x)| , (5)

where S(x) - CDF for empirical data, P(x) - CDF for model.
• Chosen for lower bound x̂min minimizes D
As a result of this selection, for chosen x̂min empirical distribution is close
to best fit model distribution for all x ≥ x̂min.

Also this distance can be reweighted [7] in order to solve the problem with
insensitivity of Kolmogorov–Smirnov statistic to differences of the distrib-
utions at the extreme limits (at the extreme limits the CDFs necessarily tend
to zero and one [6]).

D∗ = maxx≥xmin

|S(x) − P(x)|√
P(x)(1 − P(x))

(6)
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2. Calculate the goodness-of-fit between the data and the power law.
This part includes the following steps:

2.1 Calculation of chosen goodness-of-fit between the data and the best fit
model.

2.2 Generation of M sets of synthetic data from best fit power-law model.
M depends on preferable precision of p − value. It was claimed [6] that
1
4ε

−2 synthetic sets are needed for p − value to be accurate to within about
ε of the true value.

2.3 Estimation of parameters for each set (building a best fit model) and calu-
lation of goodness-of-fit between the synthetic data and corresponding best
fit model.

2.4 Calculation of p − value as the fraction of the synthetic distances that are
larger than the empirical distance.

If the resulting value is larger than predefined threshold (in [6] p − value > 0.1)
the hypotheses cannot be ruled out.

3. Compare the power law with alternative hypotheses via a likelihood ratio test.
If power law distribution hypotheses cannot be ruled out after the test, comparison
with alternative hypotheses is highly recommended. For two candidate distribu-
tions for empirical data set with probability density functions p1(x) and p1(x) log
likelihood ratio takes the form of:

R =
n∑

i=1

[
ln p1(xi) − ln p2(xi)

] =
n∑

i=1

[
l(1)i − l(2)i

]
. (7)

Then, sign of R points at a preferable alternative.

To determine the statistical significance of the observed sign, there is a method
proposed by Vuong [21] and discussed in [6]. This method allows to give numeri-
cal estimation on the degree of confidence in the plausibility of tested hypotheses
compared with the alternative in contradistinction to competing methods [15,
17], which give no estimation of whether the observed results could be obtained
due to chance.

4 Experimental Study of Power Law Distribution
for Different Market Graphs

In order to test hypotheses on power law degree distribution of the market graph we
put it in the framework of procedure discussed in the previous section.

We collected data on logarithmic stock returns from markets of China, France,
Germany, India, Russia, Britain and the United States of America with the following
characteristics:
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• observation horizon: 1 year (from January 1 to December 31),
• observation periods: 12 periods (2003–2014),
• assets: 100 assets, top by liquidity for the current observation period,
• asset attribute: logarithmic stock returns.

Based on collected data we constructed Pearson correlations network, in which
sample correlation between the stocks i and j is defined by

γ̂ P
i,j =

∑n
t=1(xi(t) − x̄i)(xj(t) − x̄j)

√∑n
t=1(xi(t) − x̄i)2

√∑n
t=1(xj(t) − x̄j)2

, (8)

where n is number of observations and xi(t) is logarithmic stock return of asset i
in day t. Degree distribution was calculated for a plurality of cut-off thresholds θ =

{0.1, . . . , 0.9} for absolute and initial values of correlation (
∣
∣
∣γ̂ P

i,j

∣
∣
∣ ≥ θ and γ̂ P

i,j ≥ θ ).

This procedure resulted in 1512 vectors of observations, each of which represents
set of degrees of vertices in the corresponding graph, for 1456 of which discussed
hypotheses has been tested. The inability to test hypotheses for the remaining 56 data
vectors attributed to their length.

We assume each vector element to be a realization of the corresponding random
variable, so that we have 1512 random variables and their realisations.

The problem of power law identification of degree distribution in a graph can be
formulated as follows:

H0 : Fn(x) ∈ {F(x, θ), θ ∈ Θ} (9)

H1 : Fn(x) /∈ {F(x, θ), θ ∈ Θ} (10)

where F(x, θ) = x−α

ζ(α,xmin)
, θ = (α, xmin).

A statistical procedure for hypotheses testing of H0 can be written in the following
form:

ϕ(x) =
{
1, T(x) > 0.1
0, T(x) ≤ 0.1

(11)

where T(x) =
∑M

i= 1[Di>Demp]
M is the fraction of the Kolmogoro–Smirnov distances

from synthetic data to their best-fit models that are larger than the empirical distance
and M is the number of synthetic samples. Threshold 0.1 was used taking into
account the assumptions in the original research [6]. It is shown there that more
lenient rule (T(x) ≤ 0.05) would let through some candidate distributions that have
only a very small chance of really following a power law. To define significance level,
it is necessary to find distribution of the test statistic T(x) from Eq.11. Otherwise
significance level can be found by simulations. Procedure for its estimation is going
to be thoroughly developed in further studies.
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Table 1 Obtained results: dataset

Country Year Threshold abs alpha xmin p_value Comparison

China 2012 0.60 Initial value 5.86 23.00 0.82 −0.75

Germany 2013 0.40 Absolute value 4.44 15.00 0.39 −0.62

China 2013 0.60 Initial value 8.51 20.00 0.34 −0.58

China 2010 0.10 Absolute value 8.39 69.00 0.56 −0.58

UK 2010 0.80 Absolute value 2.87 27.00 0.00 −0.68

initial value absolute value

0
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40

60

80

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

threshold

co
un

t

test_failed FALSE TRUE

Fig. 1 Hypotheses rejection with respect to cut-off threshold

For each data vector parameter estimation technique and all steps discussed were
applied, after which the procedure of testing of statistical hypotheses on the distrib-
ution of empirical data has been conducted. Log-normal distribution was chosen as
an alternative hypothesis. Dataset structure can be found in Table1.

Primarily, the cut-offwherein the hypothesiswas not rejected inmost cases thresh-
old was found. Figure1 represents frequency of hypotheses rejection with respect to
threshold for both initial and absolute values of correlation.

Second, for all cases, in which statistically significant differences frequently were
not obtained (0.3 ≤ θ ≤ 0.6), we have tried to identify a continuous time period for
which the assertion of the power law would be true almost always. Figure2 shows
that such a period does not exist.
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Fig. 3 Hypotheses rejection frequency with respect to country
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Table 2 Power law versus log-normal distribution (all θ)

Number of cases

R = 0 502

R < 0 912

R > 0 42

initial value absolute value

0

20

40

60

0.3 0.4 0.5 0.6 0.3 0.4 0.5 0.6

threshold

co
un

t

R(log_normal) < 0 no difference better fit worse fit

Fig. 4 Power law versus log-normal distribution (0.3 ≤ θ ≤ 0.6)

We also decided to make an attempt to identify countries, for which power law
hypotheses is plausible for data in most cases under consideration (0.3 ≤ θ ≤ 0.6).
Figure3 represents lack of the relation between the country set and rejection of degree
distribution hypotheses: there is no country set, for which hypotheses is not ruled
out in significant number of cases.

In addition, for thresholds which make power law a plausible hypotheses for the
data (0.3 ≤ θ ≤ 0.6) one can see results of comparison with the alternative hypoth-
esis, which in most cases better describes the empirical distribution according to
the procedure applied. Both Table2 and Fig. 4 illustrate this fact, first for the whole
dataset, and second only for power law plausible θ subset.

According to results, the hypothesis of power law degree distribution in themarket
graphs is mostly rejected. In the majority of cases (912 of 1456), log-normal model
is a more plausible hypothesis for the data.
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(a) Market graph case: power law
hypothesis is rejected

(b) Market graph case: power law
hypothesis is accepted

Fig. 5 Instability of visual evaluation

Note, that it is possible to compare described method with visual evaluation. To
do this we apply the described method for two cases. First stands for the case, when
power law hypothesis is rejected, second stands for the case where it is accepted.
The Fig. 5 shows that visual evaluation cannot distinguish these two cases.

5 Concluding Remarks

In the present paper, power law hypotheses of degree distribution for the market
graph are tested and alternative hypotheses are proposed. Our main findings are:

• Current approaches of identifying power law in the market graph can cause sig-
nificant errors up to detection of the power law in cases when the plausibility of
other distributions of much higher.

• There is a cut-off threshold for Pearson correlation network, which results in high
probability of power law (0.3 ≤ θ ≤ 0.6) in comparison with other thresholds.

• Proposed statistical procedure applied to the stock markets leads to rejection of
power lawdistribution of vertex degrees in themarket graph for significantmajority
of cases.

• Numerical experiments show that it is meaningful to test the hypothesis on log-
normal degree distribution of the market graph.
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Application of Network Analysis
for FMCG Distribution Channels

Nadezda Kolesnik, Valentina Kuskova and Olga Tretyak

Abstract The paper presents the approach for multidimensional analysis of mar-
keting tactics of the companies employing network tools. The research suggests
omni-channel distribution tactic of a company as a node in eight-dimensional space.
Dimensions for node location are defined by frequency of usage of eight commu-
nication channels (friends, acquaintances, telephone, home presentations, printed
advertisement, internet, e-mail, and door to door). The comparison is grounded on
measuring pairwise distance between nodes in eight-dimensional space. Pairwise
distance measured by Euclidean norm is used as a weight of edge between compa-
nies. The smaller the Euclidean distance, the higher is similarity. Further, we employ
network representation of multidimensional statistics to analyze performance and
companies’ characteristic, such as product category, market share, education level,
and average age of distributors. Empirical implication is approved on the sample
from 5694 distributors from 16 fast moving consumer goods (FMCG) distributing
companies from direct selling industry.

1 Introduction

In direct selling traditionally communication with customers is the key aspect for
distribution channel successes. Communication is based on demonstrations and per-
sonal engagement that make the buying process highly tangible and multisensory
for consumers [7]. The close involvement with the product and personal commu-
nication has been a key differentiating feature of direct selling when compared to
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other methods of sales and communication with potential customers [11]. Usage of
internet technologies for communication may improve productivity, but challenge
the customary “high-touch” tradition in the industry [4].

Previously, studies have mainly considered separately offline and online channels
[5, 6]. In our research, we estimate usage of all channels simultaneously employ-
ing omni-channel concept. Omni-channel retailing reflects the fact that salesperson
interactswith customers throughnumerous channels. Integration allows taking advan-
tages of digital channels (wide selection, rich information, and reviews) and advan-
tages of physical stores (personal service, the ability to touch products, convenient
returns, and shopping experience) [12]. In omni-channel concept, different channels
become blurred as the natural borders between channels begin to disappear [15]. Our
research is designed to compare multidimensional tactics as a combination of differ-
ent communication channels for distribution. Each combination of channels is con-
sidered anomni-channel tactic of a company (friends, acquaintances, telephone, home
presentations, printed advertisement, internet, e-mail, and door to door). The purpose
of this study is to investigate the distribution tactics of different small-, medium-, and
big-sized FMCG companies in DS industry in relation to performance.

2 Direct Selling Distribution Channel

The paper is illustrated with data from direct selling (DS) industry. Direct Selling
Associations define DS as a method of marketing and retailing goods and services
directly to the consumers, in any location away from permanent retail premises. The
company provides partners with the opportunity to build own business with full- or
part-time employment and getting profit from it. For consumers, it is an alternative
to stationary shops and allows to make purchases in a convenient location with a
personal approach.

According to World Federation Direct Selling Association (WFDSA) report,
worldwide sales at direct selling companies were 182.8 billion US dollars in 2014,
with a sales force estimated at 99,7 million independent contractors worldwide [16].
Sales in the Europe countries in 2014 were reported to be 32,6 billion and the number
of sales people was 13,97 million.

Russian Federation is the world’s 11th largest direct selling market. In 2014,
direct retail sales were in excess of 3.6 billion US dollars, showing a 3-year com-
pound annual growth rate of 1.6% (2011–2014).Number of independent direct sellers
showed a 7.6% increase to 5.4 million in 2014 (5 425 830).

On emerging markets, direct selling industry fills the gap in weak distribution
system, especially in regions. For citizens, direct selling is the source for additional
income. Distributors are considered as individual small enterprises [1].

In the paper, we employ the term distributor based on the functions implemented.
DS distributor is an independent contractor who performs functions of retailers—
promote, sell, and distribute products and services to consumers [11]. An integral
aspect of the DS industry is a personal presentation in a face-to-face manner [13].
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Products are demonstrated to an individual, or to a group or where a catalogue is left
with the consumer and where the direct seller calls later to collect orders.

3 Sample Description

Data for the research was collected jointly with the Russian Direct Selling Associ-
ation (RDSA), (www.rdsa.ru) member of World Federation Direct Selling Associa-
tion in spring 2014. The questionnaires were spread among companies with RDSA
membership, the sample was quoted according to the number of the distributors. The
sampling frame included 5694 independent sellers from 16 biggest direct selling
companies in Russia. The companies are focused on distribution of FMCG: per-
sonal care products, nutrition, perfumes, cosmetics, hygiene products, jewelry, and
accessories. Table1 summarizes the descriptive statistics of the sample.

In the research, we consider only single-level direct selling companies, where
salespeople devote all efforts to selling and achieve all compensation based on their
own sales and do not build an organization via recruiting and training [2]. The
sampling frame includes sellers from 16 DS companies: Amway, AVON, Faberlic,
Florange, Herbalife, LR Health & Beauty Systems, Mary Kay, Tapperware, Mirra,
Nu Skin, Oriflame, Nikken, Jafra, CIEL, Tentorium, Morinda. The companies are
focused on distribution of products for personal care, nutrition, beauty, and house-
hold: perfumes, cosmetics, hygiene products, jewelry, and accessories.

4 Channels and Tactics

Companies use variety of channels for communication with customers and distri-
bution. In the research, we analyze eight communication channels used by direct
sellers. Table2 presents statistics of channel usage frequency. Sales via personal
communication with friends and acquaintance are on the top lines.

According to the definition of Cambridge dictionary, friends are people who are
known well and liked a lot. Usually it is a small number of people from close sur-
rounding. Acquaintance is defined as a person that you have met but do not know
well. It might be classmates, colleagues, and different group’s mates.

Different channels within each tactic can be used by distributors with different
frequency. Frequency is relative to the time salesperson spends for selling activities,
which varies from 1 hour up to 40 hours per week. Frequency is measured by four-
point scale from “never use=1”, “rarely=2”, “occasionally=3”, and “frequently=4”.
The Cronbach alpha value of the scale is equal to “0.77”, indicating satisfactory
internal reliability. Figure1 shows frequency of different channels usage for different
age groups within the total sample.

Totally there are 256 different combinations from eight individual channels.
Each combination is considered as an omni-channel tactic of salesperson. We use
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Table 1 Sample descriptive statistics

Number of
salespersons

Percentage (%)

Age groups <18 28 0.5

19–24 492 8.7

25–30 775 13.6

31–34 502 8.8

35–40 684 12.0

41–50 1159 20.4

51–55 789 13.9

56–65 973 17.1

>65 278 4.9

Work experience Less than one year 1251 22.2

1 year 543 9.6

2 years 599 10.6

3 years 503 8.9

4 years 373 6.6

5 years 430 7.6

6 years 335 5.9

7–10 years 791 14.0

More than 10 years 808 14.3

Location size Over 1 mln. people 2579 46.2

500 thousand–1 mln.
people

957 17.2

100 thousand–500
thousand people

1017 18.2

10 thousand–100
thousand people

693 12.4

Less than 10 thousand
people

332 6.0

Hours spent for
work, per week

<1 672 12.0

1–4 1704 30.5

5–9 1076 19.2

10–14 656 11.7

15–19 414 7.4

20–29 468 8.4

30–40 301 5.4

>40 304 5.4

(continued)
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Table 1 (continued)

Number of
salespersons

Percentage (%)

Income per month,
rub.

<3,000 2002 36.1

3,000–4,999 825 14.9

5,000–9,999 731 13.2

10,000–14,999 540 9.7

15,000–24,999 492 8.9

25,000–34,999 276 5.0

35,000–49,999 241 4.3

>50,000 434 7.8

Total 5,694 100

Table 2 Breakdown by channel usage (Percentage, amount of salespersons)

Communication
channels

Do not use (%) Rarely (%) Occasionally (%) Frequently (%)

Friends 18 7.3 20.7 55.3

Acquaintance 18 7.9 24.3 50.7

Telephone 42 10.3 15.1 33.0

Home
presentations

44 16.4 20.5 20.2

Printed
advertisement

47 14.5 20.7 18.7

Internet 54 13.0 15.3 18.7

E-mail 66 12.2 11.9 9.9

Door to door 85 9.8 3.4 1.8

two-mode graph to analyze structure and relationships of tactics within the indus-
try. To better understand the structure and effectiveness of the company’s distribution
network [8, 10], we examine the effects of the network structure on the performance.

Figure2 depicts the overall two-mode network for 256 tactics used by 5694 inde-
pendent sellers. It is seen that some tactics are more popular than other within dis-
tributors; 66 tactics are not used at all. Out of 190 tactics, only 130 are used by more
than one salesperson. Unfortunately, the total picture is not rather clear due to the
large amount of distributors and tactics. Therefore, we agglomerate the object of the
research. Further, we are focusing on the company’s tactic level.
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Fig. 1 Distribution channels used by different age groups

Fig. 2 Two-mode network of the sample (distribution tactics and distributors)

5 Comparison of Communication Tactics in Distribution
Channels

Distribution tactic of the company is a set of communication channels, which are
used with different frequency. Table3 presents frequency of different channels usage
for each company. All companies employ existing channels, but with different fre-
quencies. In our sample, number of respondents for each company in average is
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Table 3 Frequency of distribution channel usage

Channels
Company

Friends Acquaintances Tele
phone

Home
presen-
tations

Printed
adver-
tise-
ment

Internet E-mail Door
to door

A 0.30 1.90 2.18 1.85 0.52 0.30 0.13 1.30

B 1.23 2.12 1.97 0.70 0.83 0.55 0.18 1.18

C 0.77 2.07 2.13 1.12 1.52 0.87 0.19 1.57

D 1.44 2.57 2.57 1.89 1.80 1.42 0.14 2.08

E 1.67 2.22 2.25 2.06 0.51 0.42 0.14 1.77

F 1.06 1.87 1.80 0.68 0.46 0.27 0.05 0.88

G 0.97 2.12 2.04 1.11 0.88 0.85 0.17 1.71

H 1.22 1.99 2.16 0.62 1.39 0.73 0.29 0.95

I 1.34 1.99 1.95 1.03 1.05 0.44 0.62 1.35

J 0.87 1.89 1.98 0.99 0.50 0.48 0.11 1.66

K 1.12 2.18 2.19 1.77 0.79 0.75 0.31 1.84

L 2.26 2.44 2.40 1.08 1.58 0.79 0.16 1.24

M 1.20 2.29 2.15 1.09 1.02 0.62 0.17 1.41

N 0.88 1.66 1.70 0.54 0.66 0.54 0.15 0.96

O 1.27 1.83 1.89 0.72 0.72 0.61 0.17 1.14

P 1.04 1.89 2.06 0.55 1.06 0.58 0.38 0.84

equal to 350. Frequency of channel usage for each company was calculated as mean
observation.

To estimate similarity of the tactics we use Euclidean norm concept [9, 14]. We
estimate how far points between each other in eight-dimensional space are. Node
location for each company is described by a node in eight-dimensional space. For
example, point position for Amway company is derived from frequency of each
channel usage and coded as (0.30; 1.90; 2.18; 1.85; 0.52; 0.30; 0.13; 1.30). We
calculate pairwise distance between nodes employing Euclidean norm.

On a n-dimensional Euclidean spaceRn, the intuitive notion of length of the vector
x = (x1, x2, ..., xn) is captured by the formula

‖−→X ‖ =
√
x21 + · · · + x2n, (1)

where xilocation of node identified by usage of distribution channel i .
We employ equation for eight-dimensional Euclidean space, as company’s tactic

is described by eight parameters.

‖−→X p‖2 =√‖X1 − X2‖2
=

√
(x11 − x21)2 + (x12 − x22)2 + · · · + (x18 − x28)2, (2)
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Table 4 Pairwise distance (Euclidean norm)

A B C D E F G H I J K L M N O P
A 0 1,56 1,48 2,32 1,5 1,51 1,29 1,86 1,53 1,12 1,16 2,48 1,38 1,58 1,57 1,69
B 1,5 0 1,07 2,12 1,61 0,67 0,78 0,69 0,65 0,78 1,3 1,45 0,55 0,71 0,34 0,57
C 1,4 1,07 0 1,46 1,73 1,55 0,69 0,94 1 1,14 1,09 1,6 0,76 1,38 1,19 1,13
D 2,3 2,12 1,46 0 1,75 2,69 1,62 2,03 1,93 2,17 1,4 1,59 1,62 2,65 2,27 2,34
E 1,5 1,61 1,73 1,75 0 1,85 1,33 1,97 1,42 1,41 0,78 1,71 1,26 2,05 1,65 2,01
F 1,5 0,67 1,55 2,69 1,85 0 1,24 1,15 1,08 0,9 1,66 1,98 1,1 0,48 0,56 0,81
G 1,2 0,78 0,69 1,62 1,33 1,24 0 1,09 0,83 0,61 0,73 1,61 0,5 1,16 0,87 1,12
H 1,8 0,69 0,94 2,03 1,97 1,15 1,09 0 0,83 1,3 1,58 1,3 0,83 1,01 0,79 0,45
I 1,5 0,65 1 1,93 1,42 1,08 0,83 0,83 0 0,95 1,09 1,37 0,63 1,07 0,72 0,82
J 1,1 0,78 1,14 2,17 1,41 0,9 0,61 1,3 0,95 0 1,02 1,97 0,82 0,91 0,76 1,13
K 1,1 1,3 1,09 1,4 0,78 1,66 0,73 1,58 1,09 1,02 0 1,7 0,86 1,7 1,37 1,63
L 2,4 1,45 1,6 1,59 1,71 1,98 1,61 1,3 1,37 1,97 1,7 0 1,25 2,06 1,59 1,64
M 1,3 0,55 0,76 1,62 1,26 1,1 0,5 0,83 0,63 0,82 0,86 1,25 0 1,15 0,77 0,92
N 1,5 0,71 1,38 2,65 2,05 0,48 1,16 1,01 1,07 0,91 1,7 2,06 1,15 0 0,53 0,66
O 1,5 0,34 1,19 2,27 1,65 0,56 0,87 0,79 0,72 0,76 1,37 1,59 0,77 0,53 0 0,6
P 1,6 0,57 1,13 2,34 2,01 0,81 1,12 0,45 0,82 1,13 1,63 1,64 0,92 0,66 0,6 0

Total
distance 24,0314,8418,22 29,9624,02 19,2415,48 17,8315,93 17,0019,07 25,3114,41 19,1115,56 17,54

wherex11 is the averagemeaning for channel 1 of company1 andx21 averagemeaning
for channel 1 of company 2.

We have introduced parameter “total distance”, which is equal to the sum of all
distances of the company with other companies. Parameter “total distance” reflects
uniqueness of the companies’ tactics.Also, it is used for comparison of the companies
and further analysis.

We use results from the Table4 for network analysis. We draw the network, where
nodes are companies. Nodes are connected if companies use the same channels in
their tactics. On the company level, all companies use all channels, therefore we have
complete graph. Weight of the edge on the graph is measured by pairwise distance.
Smaller distance designates closer connection between companies.

The evaluation determined by the Euclidean norm makes us understand the simi-
larity byusing an expression basedon the concept of norm.The smaller theEuclidean,
the higher is similarity. Similarity of the tactics is based on the simultaneous evalu-
ation of usage frequency of all eight communication channels. Further, we employ
network visualization tools to analyze performance and companies’ characteristic,
such as product category, market share, education level, and average age of distrib-
utors.
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Table 5 Direct selling by category: % Value Growth 2009–2014

% current value
growth, retail value
excl. sales tax

2013/14 2009-14 CAGR 2009/14

Apparel and footwear 3.9 38.0 401.2

Beauty and personal
care

−3.2 −0.8 −3.9

Consumer healthcare 15.5 27.1 231.7

Consumer appliances 8.9 13.7 90.1

Home care 6.3 8.7 51.7

Home improvement
and gardening

25.7 10.1 62.0

Housewares and home
furnishings

−1.7 −3.9 −18.1

Direct selling 1.5 4.9 27.3

Source Euromonitor International from official statistics, trade associations, trade press, company
research, trade interviews, trade sources

Appliances Apparel Beauty and Personal Care

Healthcare Housewares Home Care

Fig. 3 Distribution tactics and efficiency

arubchinsky@yahoo.com



224 N. Kolesnik et al.

Appliances Apparel Beauty and Personal Care

Healthcare Housewares Home Care

Fig. 4 Age and distribution tactics similarity

6 Companies’ Characteristics, Tactic, and Performance

Performance is measured by self-report on net profit per hour (income) from selling
activities. Self-reported performance has been shown to be reliable in previous sales
force research [3].

The investigated companies are devoted to different product categories. Each
category may strongly identify distributor’s characteristics and their communica-
tion strategies with customers. Euromonitor International identifies seven categories
within direct selling industry. The statistics of these categories is shown in the Table5.
In our research, we use six product categories excluding “Home Improvement and
Gardening”.

Figure3 visualizes closeness of communication tactics of companies. The graph
(Fig. 3) is edge-weighted. Weight of the edge is measured by Euclidean norm which
assigns to each vector the length of its arrow. Thickness of the arrows between
companies shows similarity. Thicker tie means more similar tactics between pair of
the companies.
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Appliances Apparel Beauty and Personal Care

Healthcare Housewares Home Care

Fig. 5 Education level and distribution tactics similarity

Nodes would have different attributes. In Fig. 3, size of the nodes reflects display
performance. Coloring of the node shows product category (Table5).

As it is seen from the Fig. 3 the highest productivity has got company L from
“beauty and personal care” product category. At the same time, this company has got
weak tights with other companies therefore it has got unique tactic (total distance =
24.31). Group of companies from “beauty and personal care” product category with
low performance from F, H, M,O have got total distance lower than 20.

Comparing communication tactics of companies from “beauty and personal care”
product category (Table3), we see that company L has got the highest frequency of
using channel “Friends”. Tactic of the companyA from“home care” product category
is also outstanding (with total distance=24.03).

We may suggest that unique tactic provides better performance. We calculated
Pearson correlation coefficient between total distance and performance. For 10 com-
panies from “beauty and personal care” industry, correlation coefficient is equal to
0.47. According to Chaddock scale the correlation is positive but weak.

Age. In Fig. 4, size of nodes reflects an average age of the distributors within the
company. The bigger diameter the higher is the age. Characteristic of age has no
much influence on the companies’ tactic. Companies E and J with the highest age
have no similarities in tactics.
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Table 6 Direct selling company (Brand) shares: % Value 2010–2014

% retail value
rsp excl sales
tax

2010 2011 2012 2013 2014

Avon Products
ZAO

27.2 24.7 23.0 23.0 21.8

Amway OOO 17.0 17.5 19.2 19.4 19.3

Oriflame
Cosmetics
ZAO

22.4 20.5 17.6 16.5 15.6

Mary Kay
ZAO

8.8 8.6 8.8 10.0 10.5

Faberlic OAO 3.5 5.2 5.9 6.1 6.1

Herbalife
International
RS OOO

1.5 2.3 3.1 3.9 4.7

Tupperware
OOO

3.0 2.3 2.2 1.9 1.7

LR Rus OOO – – 0.7 1.3 1.6

Nikken OOO 0.6 0.6 0.6 0.5 0.4

Nu Skin
Russia

0.4 0.3 0.4 0.4 0.4

Others 10.9 13.6 14.6 13.3 14.5

Total 100.0 100.0 100.0 100.0 100.0

Source Euromonitor International from official statistics, trade associations, trade press, company
research, trade interviews, trade sources.

Education level. In Fig. 5, size of nodes reflects an average education level of the
distributors within the company. It is seen that education level is almost equal for
all companies and is equivalent to higher education. Company J which is selling
appliances has got distributors with the higher level of education.

Market share. Companies within research sample have got different size and
market share. Table6 presents top 10 companies of the industry. All of them are
presented in our research. Totally they amount 85%of direct sellingmarket in Russia.
As it is seen from the table, there is a strong difference in market share between
companies.

Figure6 help us to analyze if company’s market share has got effect on tactic.
Market leaders from “beauty and personal care” companies H and P have got simi-
larities in tactics, but are different to A company tactics from “home care” product
category. But at the same time, tactics of big companies are alike to small companies.
So, there is no significant difference in tactics of small and big companies.
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Appliances Apparel Beauty and Personal Care

Healthcare Housewares Home Care

Fig. 6 Market share and distribution tactics similarity

7 Conclusions

Company success strongly depends on effective communication with customers of
distributor’s network. The above network representation of multidimensional statis-
tics provides us with a deeper understanding of idiosyncrasies of distribution com-
munication tactics between companies with different characteristics.

The main contribution of the paper is in application of network approach and
Euclidean norm concept for multidimensional analysis of distribution tactics of
FMCG companies. The study simultaneously estimates usage of eight commu-
nication channels applying omni-channel approach. Empirical application of the
approach for analysis of distribution tactics of FMCG companies shows that it is
useful for analysis of eight-dimensional tactics of numerous companies from six
different product categories.

Acknowledgements The study has been funded by the Russian Academic Excellence Project
‘5-100’.
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Machine Learning Application to Human
Brain Network Studies: A Kernel Approach

Anvar Kurmukov, Yulia Dodonova and Leonid E. Zhukov

Abstract We consider a task of predicting normal and pathological phenotypes
from macroscale human brain networks. These networks (connectomes) represent
aggregated neural pathways between brain regions. We point to properties of con-
nectomes that make them different from graphs arising in other application areas of
network science. We discuss how machine learning can be organized on brain net-
works and focus on kernel classification methods. We describe different kernels on
brain networks, including those that use information about similarity in spectral dis-
tributions of brain graphs and distances between optimal partitions of connectomes.
We compare performance of the reviewed kernels in tasks of classifying autism spec-
trum disorder versus typical development and carriers versus noncarriers of an allele
associated with an increased risk of Alzheimer’s disease.

Keywords Machine learning · Brain networks · Classification · Kernel SVM ·
Graph spectra · Clustering

1 Introduction

Recently, network representation of human brains (called connectomes) has gained
increasing attention in neuroscience research. One of the challenges posed by con-
nectomics is the classification of normal and pathological phenotypes based on brain
networks [1]. Mathematically, this is a problem of classifying small undirected con-
nected graphs with uniquely labeled nodes.
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We start this paperwith a brief overviewof pitfalls common to allmachine learning
studies on neuroimaging data. We describe how brain networks can be constructed
based on magnetic resonance images (MRI) and discuss why these networks differ
from graphs arising in other application areas of network science, such as chem-
istry or molecular biology. We next focus on a kernel approach to classification of
brain networks. We adopt kernels previously described in other contexts and also
review kernels proposed in our previous studies specifically for brain networks. We
compare performance of these kernels based on two real-life datasets of structural
connectomes.

2 Machine Learning Application to Neuroimaging Data

Machine learning based on neuroimaging data is becoming increasingly popular;
until recently, group-level statistical comparisons dominated the field. A paper [2]
discusses this fundamental shift in paradigm and also highlights some pitfalls of
neuroimaging-based machine learning studies. For example, these include normal
anatomical inter-individual variability which can mask disease-related changes, or
normal inter-individual variation in cognitive reserve which adds a lot of uncertainty
to the reference standards that are based on clinical diagnoses. Also, important part
of variability in neuroimaging data stems from patient selection, inter-scanner vari-
ability, and data preprocessing.

A caveat of neuroimaging-based machine learning studies is also a dysbalance
between a dimensionality of the feature space and the number of subjects, and hence
the problem of data reduction and a high risk of overfitting. A review [3] gives a
good idea of the sample sizes typical for machine learning studies in the field of
neuroscience. The authors [3] summarize 118 studies that used machine learning
algorithms to predict psychiatric diagnoses based on neuroimaging data. Sample
sizes in a majority of those studies did not exceed 100 participants, and most of the
studies were based on less than 50 participants.

Finally, a most recent comprehensive review of neuroimaging-based single sub-
ject prediction of brain disorders can be found in [4]. Based on the analysis of more
than 200 papers, the authors discuss several biases common for neuroimaging-based
machine learning studies, such as a feature selection bias and an issue of hyperpa-
rameter optimization. Again, the authors [4] emphasize that the main bottleneck of
this field is the limited sample size.

Importantly, the majority of studies in the area deal with voxel-level and region-
level features. The former include features that are extracted at the level of individual
voxels, such as voxel brightness or fractional anisotropy computed based on diffusion
tensor imaging (DTI). Region-based features (e.g., region volumes or region average
thicknesses) are derived by parceling brain images into zones, for example, on the
basis of a standardized brain atlas.
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However, there exists an alternative way of representing human brains that makes
full usage of network science concepts and ideas. We discuss this approach (called
connectomics) in the next section.

3 Network Representation of a Human Brain

A term connectome was proposed by [5, 6]. It stands for a network that repre-
sents brain regions and their interconnections. For very simple organisms, such as
Caenorhabditis elegans, these connections can be modeled at the level of individual
neurons. For human brains, connectomes represent aggregated neural pathways at
the macroscopic scale. For a review of this rapidly evolving research area, we refer
to [1].

To produce human structural connectomes, brain gray matter is identified onMRI
scans using a segmentation algorithm and is next parceled into regions according to
a brain atlas. These regions are the nodes of the constructed network. White matter
streamlines are detected using a tractography algorithm. The number of streamlines
that connect each pair of brain regions produces a weight for an edge between the
respective nodes.

The above pipeline producesDTI-based structural connectomes. It is also possible
to define so-called functional connectomes based on the fMRI scans. In this case,
strength of co-activation of each pair of the regions provides weights for the edges.
For a review on network modeling methods on fMRI data, we refer to [7]; we do not
discuss this approach here.

Since the structural connectome is a discrete mathematical model of a human
brain, the algorithms of discretization chosen in a given study largely affect the size
and the structure of the resulting brain networks (e.g., see [8] for a discussion on
methodological pitfalls of connectome construction). First, there is no unique way
to define a set of nodes for brain graphs; we refer to [9] for a discussion on how the
choice of nodal scale and gray-matter parcelation scheme affects the structure and
topological properties of whole-brain structural networks.

Second, network edges can be defined differently depending on a tractography
algorithm used to reconstruct white matter streamlines; for example, a paper [10]
examines how outcomes of machine learning on connectomes change depending on
tractography algorithms underlying edge reconstruction.

Regardless of a particular algorithm used to produce network edges, raw edge
weights in the resulting structural connectomes are proportional to the number of
detected streamlines. A researcher next makes a choice on whether to work with
unweighted or weighted networks. The former approach implies that all raw weights
are binarized. Given an undirected weighted graph with n nodes, let A be the n × n
adjacency matrix with entries ai j , where ai j is the weight between the respective
nodes. Unweighted graph is produced by:

abinari zedi j = 1i f ai j > 0, 0 else. (1)
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Sometimes a threshold is set to a nonzero value to eliminate low weights. Alter-
natively, a threshold can be set different across participants, while the sparsity of
the resulting networks is fixed across all brains (e.g., the authors of [11] compute
graph metrics for the unweighted networks within a range of sparsity levels and next
average the obtained values).

When a study analyzes weighted brain networks, normalization of connectivity
matrices is recommended [12, 13]. This is because raw number of streamlines is
known to vary from individual to individual and can be affected by fiber tract length,
volume of cortical regions, and other factors. Normalization itself can involve geo-
metric properties such as volumes of the cortical regions or physical path lengths
between the regions (e.g., [12, 13]), or be purely based on topological properties of
the networks (e.g., [14, 15]). A paper [16] examines how topological and geometric
normalizations of brain networks affect the predictive quality of machine learning
algorithms run on these networks. The results of [16] suggest that a combination of
both topological and geometric normalizations is the most informative.

To sum up, there is certainly some ambiguity in how structural connectomes
should be constructed from DTI scans. However, regardless of the particular aspects
of the network reconstruction pipeline, the resulting brain graphs share some impor-
tant properties. These are usually small undirected connected networks. The vertices
are labeled according to brain regions, and a set of uniquely labeled vertices is the
same across different connectomes constructed with the same atlas. The networks
are spatially embedded: vertices are localized in 3D space, and edges have physical
lengths. In what follows, we discuss howmachine learning algorithms can be applied
to these objects.

4 Machine Learning on Brain Networks

Hence, a problem of classifying scans of normal and pathological brains transforms
into a problem of classifying the respective brain networks. Mathematically, this is
a task of pattern recognition on graphs; however, it differs from a more usual under-
standing of machine learning on graphs. More commonly, a graph itself becomes an
object defining a metric between the vertices, and machine learning algorithms are
run on vertices or neighborhoods (e.g., algorithms aiming at link prediction in social
networks). Connectomics poses a different challenge: small brain graphs are now
examples of classes to be distinguished by an algorithm. In this section, we provide
a formal problem statement and discuss how it can be tackled.

4.1 Problem Statement

LetGi be a brain network, yi be a class label, yi ∈ {0, 1} throughout this study. Given
a training set of pairs (Gi , yi ) and the test set of input objects G j , the task is to make
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a best possible prediction of the unknown class label y j . In what follows, we useG to
denote a brain graph, either unweighted or weighted, and A to denote the respective
adjacency matrix which includes values from {0, 1} if the graph is unweighted or
holds edge weights if the graph is weighted. We consider the classification problem
for both unweighted and weighted networks, and make special remarks on the work
of the algorithms in these two cases when needed.

In some sense, this problem is similar to the problem of classifying molecules that
arises in chemistry and molecular biology. A paper [17] describes some benchmark
datasets from that subject area and the respective tasks, for example, a task of assign-
ing protein molecules to a class of enzymes or nonenzymes, predicting whether or
not a given molecule exerts a mutagenic effect, or whether or not a given chemical
compound is cancerogenic. Each molecule or compound is modeled as a graph, with
the nodes representing atoms and the edges representing bonds between the atoms;
each node is labeled with its atom type.

Similarly to brain networks, molecules are small connected graphs which should
be assigned a class label. The major difference between the two problems is that
each node in brain networks has a unique label, and hence the problem of graph
isomorphism does not arise in connectomics. This means that machine learning
algorithms shown to be useful in other subject areas are to be modified to be valid
for classifying brain networks; in Sect. 5, we show how this can be accommodated.
Besides, an important prerequisite of classifying brain networks is that all brain
graphs have the same number of nodes and the same set of node labels; in Sect. 5.5,
we show how this very specific property of brain networks can be used to develop
machine learning algorithms on brain graphs.

4.2 A Kernel Approach

The most obvious approach to machine learning within these settings would be to
adopt some strategy of graph embedding and transform adjacency matrices into
vectors from R

p because most classifiers work with this type of input objects. One
could vectorize a matrix by taking the values of its upper triangle (the so-called “bag
of edges”) or compute some local or global graph metrics and use them as feature
vectors. For an excellent example of a study within this framework, we refer to
[15]. The authors work with the “bag of edges” and also compute edge betweenness
centralities, network efficiency, clustering coefficients, and some other topological
metrics and classify different sex and kinship groups based on these features.

In this paper, we focus on a different approach that defines kernels on structured
data directly and hence allows for classifying brain networks without embedding
brain graphs into a real vector space. This is possible due to an important property
of the SVM classifier to accept any input objects, not necessarily vectors from R

p

[18, 19]. This means that any positive semi-definite function K (xi , x j ) : X
2 → R

on the input data X can be used as a kernel for the SVM classifier provided that:
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n∑

i=1

n∑

j=1

K (xi , x j )ci c j ≥ 0

for any (x1, x2, . . . , xn) ∈ X and any coefficients (c1, c2, . . . , cn) ∈ R. There are no
constraints on the structure of the input data X.

In the next sections, we review several kernels that can be useful for classifying
brain networks and compare their performance based on two real-life datasets.

5 Kernels on Brain Networks

Below, we review some kernels that can be useful for a task of classifying brain
networks. Recall that we only deal with structural connectomes which represent
anatomical connections between brain regions. It is also possible to define func-
tional connectomes, for which the elements of weighted adjacency matrices are the
correlations between time series and the respective brain regions activation; as such,
certain specific kernel methods can be developed for this particular type of input data
(e.g., those that account for the geometry of the manifold of the positive definite cor-
relation matrices [20]). In this sense, structural connectomes are more problematic
as they do not lie in a specific space with known properties. In what follows, we only
discuss kernel methods applicable for the analysis of structural connectomes.

We discuss two approaches to producing graph kernels. The first approach defines
a kernel function that generates a positive semi-definite Gram matrix. A second
approach introduces a function quantifying a distance between graphs and next
obtains a kernel by exponentiating this distance.

5.1 Random Walk Kernel

We first consider a walk kernel described in [18], which computes the number of
walks common for each pair of graphs. Since all brain graphs have the same set of
uniquely labeled nodes Γ , we modify the walk kernel as described below.

The walk kernel is now computed on a graph G∗ which is a minimum of G G ′.
The graph G∗ has the same set of nodes Γ∗ = Γ and an adjacency matrix A∗:

A∗ = a∗i j = {min(ai j , a
′
i j ) : ai j ∈ A, a′

i j ∈ A′}. (2)

Note that Eq. (2) produces a correct minimum graph regardless of whether the adja-
cency matrix A is unweighted or holds the edge weights.
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We compute the walk kernel on G and G ′ by:

Kwalk(G,G ′) =
|Γ∗|∑

i, j=1

[
∞∑

k=0

μk A
k
∗]i j . (3)

We set μk = μk . Hence, the (3) becomes:

Kwalk(G,G ′) =
|Γ∗|∑

i, j=1

[
∞∑

k=0

μk Ak
∗]i j =

|V∗|∑

i, j=1

[(I − μA∗)−1]i j (4)

To ensure convergence, μmust be lower than the inverse maximal eigenvalue. In this
paper, we report results for μ set to 0.95 times the inverse maximal eigenvalue of A∗;
lower values of μ tried in preliminary studies result in slightly worse classification
quality. Conceptually, the factor μ downweights longer walks and makes short walks
dominate the graph similarity score. A paper [17] discusses this effect.

In addition to sensitivity to the length of walks taken into account, walk kernel
suffers from the so-called tottering effect [21]. Since walks allow for repetitions
of nodes and edges, the same fragment is counted repeatedly in a graph similarity
measure. In undirected graphs, a random walk may start tottering on a cycle or even
between the same two nodes in the product graph, leading to an artificially high graph
similarity score even when the structural similarity between two graphs is minor.

5.2 Kernel on Shortest Path Lengths

Second, we consider a kernel on shortest path lengths. Kernels on shortest path
lengths are proposed in [17] as an alternative to random walk kernel that overcomes
its shortcomings discussed above. The authors [17] define a kernel on graphs that
compares paths instead of walks. In this study, we only use one version of a kernel
based on paths, with some preliminary modification aiming to account for unique
node labels of brain networks.

For a graph G with a set of uniquely labeled nodes Γ , a matrix of shortest path
lengths is given by:

Υi j = υ(γi , γ j ), (5)

where γi and γ j are the nodes of the graph G and υ(γi , γ j ) is the length of the
shortest path between these nodes (weighted or unweighted, depending on the nature
of graph G).

We next define a path kernel by:

Kpath(Υ, Υ ′) =
∑

υi j∈Υ

υ′
i j∈Υ ′

K1(υi j , υ
′
i j ), (6)
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where K1(υi j , υ
′
i j ) is a kernel on pairs of paths from G and G ′. For the later, we use

a polynomial kernel K1(x, x′) given by:

Kpoly(x, x′) = (〈x, x′〉 + c)p, p = 2. (7)

For a general definition of path kernels and proof of their positive definiteness,
we refer to [17].

5.3 Distance-Based Kernels: L1 and L2 Norms

The above methods produce Grammatrices on graphs straightforwardly. An alterna-
tive approach is to introduce a distance between graphs and produce a kernel based
on this distance measure.

LetG andG ′ be the networks andω(G,G ′) be a distance between these networks.
We build a graph kernel K using the distance ω as follows:

K (G,G ′) = e−αω(G,G ′) (8)

Positive semi-definiteness of this kernel is guaranteed when ω is a metric. A paper
[22] discusses kernels which are not necessarily positive semi-definite, namely those
forwhich triangle inequality does not hold for a distancemeasureω in (8). The authors
claim that these kernels can always be made positive definite by an appropriate
choice of the parameter α; however, forcing a kernel to be positive definite reduces
its expressiveness and diminishes classification accuracy. In this study, we vary the
parameter α for all distance-based kernels, including those using true metric ω.

We first define distances between networks via the L1 and L2 norms between the
respective adjacency matrices. For two networks G and G ′ with n × n adjacency
matrices A = {ai j } and A′ = {a′

i j } (either unweighted or weighted), an L1 distance
is given by:

ωL1(G,G ′) =
n∑

i=1

n∑

j=1

|ai j − a′
i j | (9)

An L2 (Frobenius) norm is defined by:

ωL2(G,G ′) =
√√√√

n∑

i=1

n∑

j=1

(ai j − a′
i j )

2 (10)

We next produce kernels (8) based on these distance measures. This is the simplest
possibleway to define a distance between the adjacencymatrices. In the next sections,
we discuss more sophisticated procedures aiming to quantify pairwise distances
between networks.
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5.4 Kernels on Distances Between Spectral Distributions

Studies [23, 24] proposed to measure similarity between brain networks based on
distances between spectral distributions of the respective graphs. An idea behind
spectral-based kernels is that graph eigenvalue distributions capture important infor-
mation about network structure and hence might be useful for a task of classifying
networks.

To construct spectral-based kernels, we use spectra of the normalized graphLapla-
cians. Let D be a diagonal matrix of weighted node degrees:

di =
∑

j

ai j . (11)

The graph Laplacian matrix is given by:

L = D − A, (12)

The normalized graph Laplacian is given by:

L = D−1/2LD−1/2 (13)

Normalized Laplacians are correctly defined by (13) regardless of whether the
graphs are unweighted or weighted, provided that for weighted graph the matrix
A holds edge weights. The eigenvalues of the normalized Laplacians are always in
range from 0 to 2. We refer to [25] for theory on the normalized Laplacian spectra
and to [26] for examples of the eigenvalue distributions of the normalized Laplacians
in structural brain networks of the cat, macaque, and Caenorhabditis elegans.

A paper [23] defines distances between brain networks via the information-theory
basedmeasures of difference between spectral distributions.Amotivation behind this
approach is that we are most interested in comparing shapes of the distributions of
eigenvalues rather than the vectors of eigenvalues per se. This is because multiplicity
of particular eigenvalues and specific peaks in their distributions capture important
information about graph structure [25].

To quantify distance between distributions, we use the Kullback–Leibler (KL)
divergence and the Jensen–Shannon (JS) divergence. For two probability distribu-
tions with densities p(x) and q(x) the KL divergence is:

K L(p||q) =
∫ ∞

−∞
p(x)log

p(x)

q(x)
dx (14)

The Kullback–Leibler kernel [27] is obtained by exponentiating, the symmetric
KL divergence:

KKL(p, q) = e−α(K L(p||q)+K L(q||p)) (15)
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The JS divergence [28] is:

J S(p||q) = 1

2
(K L(p||r) + K L(q||r)), (16)

where r(x) = 1
2 (p(x) + q(x)).

We compute Jensen–Shannon kernel by:

KJS(p, q) = e−α
√
J S(p||q) (17)

The KL and JS kernels work with the probability density functions restored from
the samples. In [23], we split the entire range of eigenvalues into equal intervals (bins)
and computed frequencies within each bin as a proxy for the underlying probabilities.
However, the results of the entire classification pipeline were highly sensitive to the
choice of the number of bins used to reconstruct density. In this study, we overcome
this shortcoming by applying kernel density reconstruction prior to computation the
KL and JS divergences. We use the Gaussian kernel and produce the values:

f (x) =
∑

s j

1√
2πσ2

exp(−|x − s j |2
2σ2

), (18)

where s j is the j-th eigenvalue ofL. To compute this, we use the statmodels [29] func-
tion for univariate kernel density estimation, which is a fast Fourier transform-based
implementation that has an advantage of automatic selection of optimal bandwidth
according to the Silverman’s rule. We next compute the kernels (15) and (17) based
on these values.

There also exists a different approach that compares spectral distributions directly
based on the vectors of eigenvalues [24]. For this purpose, it uses an earth mover’s
distance (EMD) [30], which measures the minimum cost of transforming one sample
distribution into another. Provided that each distribution is represented by some
amount of dirt, EMD is the minimum cost of moving the dirt of one distribution to
produce the other. The cost is the amount of dirt moved times the distance by which
it is moved.

Let {si1, . . . , sin} be the eigenvalues of the normalized Laplacian spectrum Si . We
put an equal measure 1/n to each point sik on a real line. Let fkl be the flow of mass
between the points sik and s

j
l . The EMD is the normalized flow of mass between sets

Si = {si1, . . . , sin} and S j = {s j
1 , . . . , s

j
n } that minimizes the overall cost:

emd(Si ,S j ) = argmin
F={ fkl }

∑
k,l fkl |sik − s j

l |∑
k,l fkl

, (19)

with the constraints: fkl ≥ 0,
∑n

k=1 fkl = 1/n,
∑n

l=1 fkl = 1/n.
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A EMD-based kernel is next computed by (8) using (19) as a measure of distance
between the respective graphs.

5.5 Kernels on Distances Between Network Partitions

The last group of graph kernels analyzed in this study quantifies similarity between
brain networks based on whether or not their nodes cluster into similar communities
[31]. Partition-based kernels make the full use of the uniqueness of node labels in
brain networks and the identity of label sets across different brains. These kernels are
based on the idea that brain networks belonging to a same class produce partitions
that are more similar than those obtained for networks from different classes.

Similarly to [31], this study uses three algorithms to obtain partition of each
brain network: Newman leading eigenvector method [32], Louvian method [33],
and Greedy modularity optimization [34]. All these methods use modularity as a
function to be optimized.Modularity [34] is a property of a network and a particular
division of that network into communities. It measures how good is the division in
the sense that whether there are many edges within communities and only a few
between them. Modularity Q is given by:

Q = 1

2m

∑

i j

[
ai j − did j

2m

]
δ(i, j), (20)

where ai j is an element of a graph adjacency matrix, m is a total number of edges in
a given graph, di , d j—degrees of nodes i and j as defined by (11).

Louvain algorithm is a two-step iterative procedure. It starts with all nodes put in
separate clusters. Next, for each node i and its neighbors j , the algorithm computes
gain in modularity that would take place after removing i from its cluster and placing
it to a cluster of j ; after repeating for all neighbors j , i is placed in the cluster where
gain in modularity is maximal. This process repeats until there is no such node i
for which its movement to another cluster produces gain in modularity. The second
step of the algorithm builds a new weighted graph wherein nodes are final clusters
from the previous step and an edge between two nodes represents the sum of edges
between two corresponding clusters at the previous step. Once the second step is
over, the algorithm reapplies the first step and iterates.

The Newman leading eigenvector method uses normalized graph Laplacian given
by (12). It starts with all nodes placed in a single cluster; different nodes next get
their labels according to a sign of the respective values of a Laplacian eigenvector
corresponding to the second smallest eigenvalue. The procedure repeats for each
cluster till convergence. Greedy modularity optimization method is another division
clustering approach which allows for fast detecting communities in large graphs or
sets of many small graphs.

All these partition algorithms are defined for both unweighted and weighted
graphs. We next estimate pairwise similarity of partitions of different brain net-
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works using the adjusted Rand score (ARI). Let U = {U1,U2, . . .Ul} and V =
{V1, V2, . . . Vk} be partitions of two networks GU and GV with the same sets of
node labels, l and k be the number of clusters in the partitionsU and V , respectively.
To define ARI between these partitions, we construct a contingency table:

U, V V1 V2 . . . Vk sum
U1 ν11 ν12 . . . ν1k a1
U2 ν21 ν22 . . . ν2k a2
...

...
...

. . .
...

...

Ul νl1 νl2 . . . νlk al
sum b1 b2 . . . bk

Here νi j denotes a number of objects common betweenUi and Vj . ARI is then given
by:

ARI (U, V ) =
∑

i, j

(νi j
2

) −
[∑

i

(ai
2

) ∑
j

(bi
2

)]
/
(ν
2

)

1
2

[∑
i

(ai
2

) + ∑
j

(bi
2

)] −
[∑

i

(ai
2

) ∑
j

(bi
2

)]
/
(ν
2

) . (21)

ARI takes the value of 1 when the partitions are identical and values close to 0 in
case of random labeling. We thus define a distance ω(GU ,GV ) between networks
GU and GV by:

ω(GU ,GV ) = 1 − ARI (U, V ), (22)

Hence, networks with the same partitions have zero distance, and the maximum
distance is close to 1. We next produce three kernels (8) based on these pairwise
distances, one for each algorithm of clustering brain networks.

6 Summary: Methods

We compare performance of the kernels described in the previous section based on
two tasks of classifying brain networks. In this section, we overview the classification
pipeline and describe a metric used to compare performance of different kernels; in
the next section, we describe the tasks and the datasets.

6.1 Classification Pipeline

Figure1 summarizes our classification pipeline. We deal with brain networks that
represent different phenotypes (i.e., normal and pathological brains). We compute
Gram matrices between these brain networks using the following kernels:
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Fig. 1 Classification pipeline

• Random walk (RW) kernel [18]
• Shortest path length (SPL) kernel [17]
• L1-distance kernel
• L2-distance kernel
• Kullback–Leibler (KL) kernel [27]
• Jensen–Shannon (JS) kernel [23]
• Earth mover’s distance (EMD) kernel [24]
• Newman partition (NP) kernel [31]
• Louvain partition (LP) kernel [31]
• Greedy partition (GP) kernel [31]

We next feed these Grammatrices to an SVM classifier, train it on part of a sample
andmake prediction for an unseen part of a sample. In computation of distance-based
kernels, we vary the values of α in the range from 0.01 to 10. The penalty parameter
of the SVM classifier varies from 0.1 to 50. We report the results for models with
the optimal values of α and the penalty parameter.

6.2 Classification Quality Evaluation

We use the area under the receiver operating characteristic curve (ROC AUC) to
assess the predictive quality of models with different kernels. We run all models with
tenfold cross-validation and combine predictions on test folds to evaluate the quality
of prediction on the entire sample. For each model, we repeat this procedure 100
times with different tenfold splits, thus producing 100 ROC AUC values.

Note that datasets under consideration are too small to divide them into three parts
(train, validation and test) for parameter estimation. To deal with this, we find optimal
values of the parameters based on 10 different tenfold splits (with random states fixed
for splitting) and evaluate models with optimal parameter values based on 100 other
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tenfold splits. Importantly, parameter estimation for the describedmodels is robust to
the particular splitting, and it is highly unlikely that the reported validation procedure
biased the results in any noticeable way.

6.3 Data Analysis Tools

Weuse Python and IPython notebooks platform [35], specifically NumPy [36], SciPy
[37], pandas [38], matplotlib [39], seaborn [40], networkX [41], community [42],
igraph [43], statsmodels [29], pyemd [44] and scikit-learn [45] libraries. All scripts
are available at https://github.com/kurmukovai/NET2016/.

7 Data

Wecompare the performance of the kernels described in Sect. 5 based on two datasets
of precomputed matrices of structural connectomes. We describe the datasets in this
section and also provide some relevant information on the resulting networks.

7.1 Datasets

UCLAAutismdataset (UCLAMultimodalConnectivityDatabase [11, 46]) includes
DTI-based connectivity matrices of 51 high-functioning autism spectrum disorder
(ASD) subjects (6 females) and 43 typically developing (TD) subjects (7 females).
Average age (age standard deviation) is 13.0 (2.8) for ASD group and 13.1 (2.4) for
TD group. Nodes of brain networks are defined using a parcelation scheme by Power
et al. [47] which is based on a meta-analysis of fMRI studies combined with whole-
brain functional connectivity mapping. This approach produces 264 equal-size brain
regions and thus 264×264 connectivitymatrices. Network edges are produced based
on deterministic tractography performed using the fiber assignment by continuous
tracking (FACT) algorithm [48]; edge weights are proportional to the number of
streamlines detected by FACT.

UCLA APOE-4 dataset (UCLA Multimodal Connectivity Database [46, 49])
includes DTI-based connectivity matrices of carriers and noncarriers of the APOE-4
allele associated with the higher risk of Alzheimer’s disease. The sample includes 30
APOE-4 noncarriers,mean age (age standard deviation) is 63.8 (8.3), and 25APOE-4
carriers, mean age (age standard deviation) is 60.8 (9.7). Each brain is partitioned into
110 regions using the Harvard-Oxford subcortical and cortical probabilistic atlases
as implemented in FSL [50]. Therefore, this dataset includes 110×110 connectivity
matrices. Network edges are obtained using the FACT algorithm [48]. Raw fiber
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counts in these matrices are adjusted for the unequal region volumes by scaling each
edge by the mean volume of its two adjacent regions.

The authors of both datasets only report the results of statistical group compari-
son based on graph metrics. Hence, there is no publicly available machine learning
baselines for these datasets.

7.2 Edge Weights

For each classification task, we evaluate performance of all kernels on both
unweighted and weighted brain networks. We produce unweighted brain networks
by (1). In this case, each network contains information only on presence or absence
of edges between nodes, and all edges carry equal weights.

To produce weighted brain networks, we take the original edge weights that rep-
resent streamline count between each pair of brain regions and scale them by the
physical distances between the respective regions:

ascaledi j = ai j
λi j

, (23)

where ai j is the original weight of the edge between the nodes i and j , and λi j is
the Euclidean distance between centers of the regions i and j . The distances are
computed based on the standard Montreal Neurological Institute (MNI) coordinates
of region centers.

To enhance between-subject comparison, we next normalize the obtained weights
by:

anormed
i j = ascaledi j∑

i, j a
scaled
i j

. (24)

Note that this latter scaling does not affect the kernels that are based on normalized
Laplacian spectra and the partition-based kernels.

We report classification results for both weighted and unweighted connectivity
matrices.

8 Results: Kernel Comparison

Figure2 compares performance of the SVM classifier with different kernels in a
task of classification typical development versus autism spectrum disorder. Figure3
provides results for a task of classifying of carriers versus noncarriers of an allele
associated with an increased risk of Alzheimer’s disease.

First, the results show that the classifiers run on weighted brain networks clearly
outperform those run on unweighted brain graphs (the only exception is an SVM
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Fig. 2 Classification of typical development versus autism spectrum disorder; boxplots show ROC
AUC values over 100 runs of the algorithm with different splits into train and test samples; abbre-
viations of the kernels are the same as in Sect. 6.1: RW—random walk, SPL—shortest path length,
L1—L1-distance, L2—L2-distance, KL—Kullback–Leibler, JS—Jensen–Shannon, EMD—earth
mover’s distance, NP—Newman-based partition, LP—Louvain-based partition, GP—greedy par-
tition

Fig. 3 Classification of carriers versus noncarriers of an allele associated with an increased risk of
Alzheimer’s disease; boxplots show ROCAUC values over 100 runs of the algorithm with different
splits into train and test samples; abbreviations of the kernels are the same as in Sect. 6.1: RW—
random walk, SPL—shortest path length, L1—L1-distance, L2—L2-distance, KL—Kullback–
Leibler, JS—Jensen–Shannon,EMD—earthmover’s distance,NP—Newman-basedpartition,LP—
Louvain-based partition, GP—greedy partition
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with the Newman-based partition kernel run on the UCLA APOE-4 dataset). This
means that edge weights in human macroscale brain networks capture information
important for classifying normal and pathological phenotypes. This is true regardless
of whether we construct a kernel based on similarity of single edges or shortest paths,
or randomwalks common between brain graphs, or distances between graph spectral
distributions or partitions of brain networks. Importantly, edge weights in this study
incorporate information on both strengths of connections (the number of streamlines
detected by tractography algorithms) and their lengths (approximated by Euclidean
distances between the centers of brain regions).

Second, there is no kernel (or no family of kernels) that provides the best classifi-
cation quality on both datasets. Random walk kernel and L1 and L2 distance-based
kernels do not perform satisfactorily in both classification tasks.

In a task of classifying autism spectrum disorder versus typical development,
kernels based on distances between spectral distributions perform the best. There is
virtually no difference in behaviors of the two kernels of this type, computed with
Jensen–Shannon divergence and earth mover’s distance. Spectral distributions of
brain networks seem to capture some information important for distinguishing this
type of pathology from typical development.

For classification of carriers versus noncarriers of an APOE-4 allele, the most
expressive kernels are using comparison of shortest path lengths and the distances
betweenLouvain-basedpartitions of brain networks. Interestingly, the three partition-
based kernels differed in their performance, which means that the analyzed partition
algorithms capture different aspects of brain network structures and thus produce
distances between brain networks in a different manner.

Fig. 4 ROC-curves for the best-performing models in the autism spectrum disorder (left) and
APOE-4 allele carriers (right) classification tasks. Abbreviations of the kernels are the same as in
Sect. 6.1: SPL—shortest path length, JS—Jensen–Shannon, LP—Louvain-based partition
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For the two best models on each dataset, we plot the ROC-curves in Fig. 4. The
curves are averaged over 100 repetitions of the algorithms. Interestingly, the ROC-
curves do not coincide. This means that although the best-working models are close
in terms of classification quality, they capture different aspects of the data and differ
in terms of prediction outcome.

9 Conclusions

In this paper, we considered machine learning on macroscale human brain networks.
These networks (called connectomes) represent connections between brain regions
reconstructed from neuroimaging data. A question is whether connectomes can be
useful in discriminating between normal and pathological brain structures, which
can be considered a task of classification on graphs. We point to properties of brain
networks thatmake a task of classifying connectomes differ from a task of classifying
graph objects from other subject areas.

We next focus on a kernel classification approach and discuss several kernels
that can be useful for machine learning on connectomes. We show how a random
walk kernel [18] and a kernel based on shortest path lengths [17] can be modified to
account for the uniqueness of node labels in brain graphs. We consider an approach
that produces kernels based on distances between the adjacency matrices of the
respective graphs and use L1 and L2 as the simplest examples of such distances.
We next describe a family of kernels that are based on graph spectral distributions;
of these, two kernels use measures that quantify information divergence between
spectral distributions [23], and the remaining kernel is based on a distance that arises
as a solution to a transportation problem. Finally, we consider a family of partition
kernels [31] that quantify similarity between brain networks based on whether or not
their nodes cluster into similar communities; hence, this latter approach makes the
full use of the fact that brain networks share the same set of unique node labels.

We compared performance of the above kernels in two classification tasks: a task
of classifying typical development versus autism spectrum disorder and a task of
distinguishing carriers and noncarriers of an allele associated with an increased risk
ofAlzheimer’s disease.Weadditionally questionedwhether brain networkswith edge
weights carrying information on strengths and lengths of the respective connections
are more informative for these classification tasks than unweighted brain networks
which only model the presence of connections.

The answer to this latter question was quite clear: the classifiers run on weighted
brain networks outperformed those run on unweighted brain graphs in both tasks,
regardless of the particular kernel function. Edge weights should not be ignored in
classification of human macroscale brain networks.

The best-performing kernels were task-specific. In a task of classifying autism
spectrum disorder versus typical development, spectral distributions of brain net-
works seem to carry information useful for distinguishing between these two classes;
the two best-performingmodels quantified distances between networks based on sim-
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ilarity in their spectral distributions. However, these kernels did not perform well in
classification of carriers and noncarriers of an allele associated with an increased risk
of Alzheimer’s disease. In this latter task, the kernels based on shortest path lengths
and the similarity in partitions of brain networks were the most expressive.

The kernels analyzed in this study seem to capture different aspects of network
structures specific for normal and pathological brains. Future studies may aim at
aggregating information stemming from different kernel models in order to improve
the quality of machine learning on brain networks.
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Co-author Recommender System

Ilya Makarov, Oleg Bulanov and Leonid E. Zhukov

Abstract Modern bibliographic databases contain significant amount of infor-
mation on publication activities of research communities. Researchers regularly
encounter challenging task of selecting a co-author for joint research publication
or searching for authors, whose papers are worth reading. We propose a new recom-
mender system forfindingpossible collaboratorwith respect to research interests. The
recommendation problem is formulated as a link prediction within the co-authorship
network. The network is derived from the bibliographic database and enriched by the
information on research papers obtained from Scopus and other publication ranking
systems.

1 Introduction

Nowadays, researchers have to deal with hundreds of papers to become familiar with
their fields of study. However, the number of the papers exceeds human abilities to
read them all. The most common way to select relevant articles is by sorting a list of
all articles according to a citation index and choosing some articles from the top of
the list. However, such a method does not take into account the author professional
specialization. Another way of selecting suitable articles is to choose articles of
well-known authors. A more advanced methods was proposed by Newman in [1, 2],
where he ranked authors according to the collaboration weight or values of centrality
metrics such as degree and betweenness in the co-authorship network. In [3] authors
decided to cluster authors at a co-authorship networkwho studied a particular disease,
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while in [4] authors gave a representation of finance network analysis. In [5, 6] the
authors studied correlation between citation indexes and centrality measures in a
co-authorship network and in [7] predicted citation indexes from centrality metrics.
There are also exist numeral publication studying general features of co-authorship
networks in various science fields [1, 8, 9]. The methods and applications of network
analysis were described in [10].

In this paper, we present a co-authorship network based on papers co-authored
by researchers from the National Research University Higher School of Economics
(HSE). HSE authors often have publications in collaboration with non-HSE authors,
so it is necessary to include such authors to the network but the recommender system
gives recommendations only among HSE researchers. Non-HSE authors were added
in order to calculate network nodes metrics more precisely.

We started by taking a relational database of all publications written by NRUHSE
authors.We cleaned the database by removing duplicate records and inconsistencies,
unified author identifiers and filled in missing data. An undirected co-authorship
graph was constructed with authors as graph nodes and edges containing lists of
jointly publishedpapers.Weadded all publication attributes from theuniversity portal
and subject areas and categories from Scopus Journal Ranking [11, 12]. Publication
quality was taken from its quartile in SJR ranking for the publication year, computed
as maximal (or average) over different categories per journal. Information about
author’s administrative units and declared author research interests was also included
as node features.

The co-authorship graph can help to answer a variety of research questions about
collaboration patterns: distribution of number of papers written by an author and
distribution of number of collaborators, density of graph communities, dependency
on research area and administrative units, evolution of collaborations over time,
etc. We use the graph to power a co-author recommender system. The system gives
recommendations of authors that have interests similar to the chosen author or whose
co-authorship pattern is similar to that of the author. More specifically, for a selected
author the system generates a ranked list of authors whose papers could be relevant
to him, and authors themselves could be good candidates for collaboration.

2 Author Similarity Score

Let us consider problem of finding authors with similar interests to a selected author.
We formulate this recommendation problem as a problem of link prediction in the
network and use similarity between network nodes for prediction. The comparative
analysis of network similarity metrics is provided in [13].

All similarity metrics can be divided into two types. The first four metrics from
the Table1 are standard similarity metrics described in [13]. Since nodes of the
co-authorship network represent known authors from HSE, one can also define addi-
tional content-based features for similarity metrics between authors’. We used the
following content-based features: the number of fields of journals, the number of
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Table 1 Similarity metrics

Similarity metric Definition

Common neighbors sim(vi , v j ) = |N (vi ) ∩ N (v j )| where N (v) is
number of neighbours and v, vi , v j are nodes

Jaccards coefficient sim(vi , v j ) = |N (vi )∩.N (v j )|
|N (vi )∪N (v j )|

Adamic/Adar sim(vi , v j ) = ∑
v∈N (vi )∩N (v j )

1
ln |N (v)|

Graph distance Length of the shortest path between vi and v j
Cosine sim(a, b) = (a,b)

||a||·||b||
Interests Normalized number of common journal SJR

areas

papers, the number of papers in journals of high quartiles, the number of papers dur-
ing past 3 years, etc., local clustering coefficients, degree, betweenness and eigen-
vector centrality metrics, position and seniority. We calculated cosine similarity for
a vector consisting of normalized values of the feature parameters and “interests”
metric for the journals where papers where published.

3 Choosing Subgraphs for a Training Set

HSE co-authorship network contains nodes that represent authors from different
fields of study and departments. In [1] Newman showed that researchers from differ-
ent scientific areas form new connections differently. So we first created overlapping
groups of authors from similar affiliation and scientific interests.

We start with forming department subgraph, defined by unit staff membership
for HSE co-authors. We then construct a feature vector for a department consisting
of over 30 different descriptive statistics of the department subgraph, quantities of
publications and normalized publications activity of the researchers with respect to
different time intervals and quartiles. We considered two departments similar, if the
norm of the difference between their feature vectors is less than the median of the
distances between the pairs of the feature vectors for all departments.

We select candidates from each department by the following procedure. Initially,
all the authors from the department, as well as the authors from similar departments
are considered as candidates. Every author with the same areas of journals as those of
the selected author’s department is also added as a candidate.We used fivemethods of
community detection on the co-authorship network, such as label propagation [14],
fastgreedy [15], louvain [16], walktrap [17], infomap [18], and created five candidate
sets by unifying the previous set with all the found communities containing authors
from the previous set. Finally, all non-HSE authors were removed from these sets.
The Euler diagram of the obtained groups is shown at the Fig. 1.
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HSE authrors

Authors of 
department

Authors of similar 
departments

Authors with common 
journal fields

Authors from clusters to 
which selected authors 

belong

Fig. 1 Euler diagram of group of authors among which recommendations will be given

4 Recommender System

We used linear regression on normalized feature vectors to predict new links. We
applied lasso regularization and choose high regularization parameter. Equation1
shows a lasso regression, where X is matrix of similarity metrics values, Y is a
vector indicating links’ presences, λ is a regularization parameter and N is a number
of similarity metrics.

{
1
N (Y − Xθ)T (Y − Xθ) + λ||θ ||1 −→ minθ

||θ || < λ
(1)

Let us describe the process of constructing the recommender system similar to
[19]. For a given researcher, we form corresponding subgraphs for training sets from
the previous section and choose only that contained our researcher. We construct
linear regression model for each of the groups, taking as positive examples links in
the chosen subgraph, and the same number of negative examples as missing links in
the same subgraph. For a fixed group, we choose one community detection method
with the highest precision among five corresponding to different clustering methods
(see Algorithm 1).
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Algorithm 1: Algorithm of constructing a recommender system
Data: N - co-authrship network
Result: {θ} - regression coefficients for each group, {G} - groups
begin

{G} ←− all groups, five for each department
for G ∈ {G} do

Xtrain ←− features of links and the same number n of features of nonexistence links
Ytrain ←− (1 . . . 1, 0 . . . 0) with n units and n zeros
(θ, λ) ←− calculate regression coefficients fitting λ for highest precision

{G} ←− select one group for each department

Table 2 Similarity metrics

Precision Recall Accuracy F1-measure AUC

Train data 0.916251 0.991259 0.9467785 0.949979 0.990913

Test data 0.901435 0.867798 0.8733743 0.870438 0.923516

After we compute all linear models for each of the groups, we can describe the
schemeofmaking a recommendation.At first,we choose a groupwith the highest pre-
cision corresponding to one of the departments, which the selected author belongs to.
A group should be fixed because an author may belong to several departments simul-
taneously. Second, we take a normalized vector of predictions from linear regression.
We provide a ranked list of recommendation ordered by the predicted values that are
greater than 0.5.

5 Results

We predicted links between those authors that have written from k = 1 to k = 5
papers together and obtained a series of, so-called, “strong” subgraphs to use in
cross-validation. For all the pairs of k1/k2-subgraphs, we calculated the predictions
for the “stronger” subgraph. For each group, we build two subgraphs induced by
authors from a group in the corresponding stronger subgraph. We find the difference
of the link sets for k1 and k2 stronger subgraphs (k1 < k2). If the difference is not
empty, we prepare the test sample as a set of links from the difference and the
same number of missing links from the links difference with features taken from the
stronger subgraph, otherwise, we change a group. For all the groups, we calculate
average error rates for test and train sets over all pairs of thresholds values of k (see
Table2). The area under the rock curve (AUC) and F1-measure are high, therefore,
normalized lasso regression is sufficient for binary classification.
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6 Conclusion

Wedeveloped a recommender system based onHSE co-authorship network. The rec-
ommender system demonstrates promising results on predicting new collaborations
between existing authors and can fasten the process of finding collaborators and rele-
vant research papers. The recommendation system can be also used for new authors,
who do not have any connections to HSE community. A further analysis of the co-
authorship network may help stating university policy to support novice researchers
and increase their publishing activity and estimate collaboration between the univer-
sity departments. Though tested on HSE co-authorship network, the approach can
be easily applied to other networks.
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Network Studies in Russia: From Articles
to the Structure of a Research Community

Daria Maltseva and Ilia Karpov

Abstract Our research focuses on the structure of a research community of Russian
scientists involved in network studies, which is studied by means of analysis of
articles published in Russian-language journals. The direction of network studies
in Russia is quite new form of research methodology—however, in recent years
we can observe the growing number of scientists working at this direction and
institutionalized forms of their cooperation. Studying the structure of these
researchers’ community is important for the fields development. This paper is the first
report on the research, that is why it focuses on methodological issues. It covers the
description of method of citation (reference) analysis that we use and the process of
data collection from eLibrary.ru resource, as well as presents some brief overview of
collected data (based on analysis of 8 000 papers). It is concluded by representation
of future steps of the research.

1 Introduction

The development of a certain science discipline in many respects depends not only
on institutional context—the official approvement of discipline and presence of
organizations engaged in certain type of research—but on the structure of
informal (implicit) social and communicational structures of researchers as well.
Such system of relations between researchers was developed in the sociology of
science by Diana Crane in 1972 building on Derek de Solla Price’s work on citation
networks and called “invisible college”, meaning the informal (implicit) social and
communicational structures of researchers, who refer to each other in their
publications without being linked by formal organizational ties. The usage of this
notion made it possible to find out the presence of some new fields and disciplines.
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Network study as a form of research methodology, which operates with the
notion of networks for studying different social phenomena, was one of the fields,
which was recognized as a separate discipline in 1970s in Western sociology.
The discipline called “Social network analysis” (SNA) was characterized both by
institutionalized forms—journals, conferences, knowledge transfer centers, and
educational programs—and the presence of its own professional community
(informal “invisible college”) [15].

The exclusion of Russia from the context of social sciences, which was
typical for the Soviet period, has further led to certain lags in some areas, including
network studies. However, during recent years we can observe the growing interest
to this new form of a research methodology—the usage of social network analysis
technics becomes evident and “fashionable” in Russian scientific space (which can
be seen by the increase of journal publications), the appearance of scientists who
nominate themselves as “network researchers” and the development of
institutionalized forms of their cooperation (e.g., research sections at universities and
organizations, laboratories).

However, there is no information on the characteristics of the community of
network scientists in Russian-language space, language yet—who are the main
drivers of the field’s development, if they consider themselves as cooperators, repre-
senting “invisible college”, or see each other as competitors, if they
interact with each other or mostly prefer some “significant others”. The literature
review of the works of Russian scientists involved into the field of network studies
in the sociology shows that different authors regard different—but foreign—scientists
as “founding fathers”, whose works are important for the filed
establishment and development, such as B. Wellman, S. Wasserman, K. Faust,
L. Freeman [10], B. Wellman, S. Berkowitz, M. Granovetter, H. White [26],
R. Emerson, K. Cook, J. Coleman [18], R. Emerson, K. Cook, L. Molm, M. Emir-
bayer, anthropologists [7], B. Latour, J. Law, M. Callon [17, 31].

This situation makes it important for the current state of field’s development
to study the structure of a research community of scientists involved into network
studies in Russia—who are these main drivers, how they relate to each other, and
at what research teams—Russian or foreign—they are mainly focused. We propose
to build the structure of this research community basing on the quantitative method
of citation (reference) analysis of articles on “network” topics published in Russian
journals in different disciplines, which are provided by the largest electronic library
of scientific periodicals in Russian eLibrary.ru.

As many articles presenting the results of citation analysis often do not
provide enough information on their methodology to reproduce the study or
rationale for methodological decisions [14], in the present article we would like
to cover some methodological issues concerning the proceeding study and present
the overview of the method of citation (reference) analysis as a tool for studying
scientific fields and describe the process of data collection in detail. We propose that
such description can be interesting for the scientists who do not have an experience of
working with Russian-speaking platform of scientific measuring. Providing the brief
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information on already collected data on articles on network topics, we conclude
with the description of future steps of the study.

2 Citation Analysis as a Tool for Studying Science

In the first section we present some general information on the method of
citation analysis as a special tool used for studying scientific fields. As we are mostly
interested in sociology and social network analysis, we provide some examples of
the previous studies done in these disciplines using observed tool.

2.1 Citation Analysis as a Method

Citation analysis is a method used in the field of informetrics (more precisely,
its subareas bibliometrics and scientometrics) for the study of different forms of
social interaction networks, including authors’ citation networks,
co-citation networks, collaboration structures, and other (look [2] for a detailed
review). Citation analysis was established as an instrument of managerial control of
modern science, which was institutionalized in the middle of twentieth century and
changed the practice of references from concrete names to precisely dated texts [21].
The first well-known usage of a citation analysis is associated with the name of the
chemist Eugene Garfield, who developed the first and revolutionary citation index
Science Citation Index, SCI, in 1955, as a representative of the Institute for Scientific
Information (now Thomson Reuters) [6, 22].

Even though Garfield’s works were innovative for the filed, there were some other
authors who could be assumed as pioneers of this methodological approach. The first
paper that can be considered as a citation analysis was published in 1927 by Gross
and Gross, who studied the references found during 1 year’s issues of the Journal
of the American Chemical Society. According to Casey and McMillan [4], even
though the term bibliometrics is dating only to the late 1960s, the field itself has
roots reaching back at least 80years to the work of Lotka published in 1926. Garfield
himself, in his highly cited article [9], enumerates names of others citation analysis
pioneers such as Bradford, Allen, Cross and Woodford, Hooker, Henkle, Fussler
and Brown. De Bells [6] names John Desmond Bernal and Derek John De Solla
Price as “philosophical founders of bibliometrics”. Other important names, due to
de Bells, are sociologist Robert Merton and chemist and historian of science, leading
researcher with Garfield’s former company Henry Small. From its beginning, now
citation analysis has grown into a developed field. During the recent decades, there
was a substantial literature on citations [30]. In 1980, Hjerrpe published a reviewwith
more than 2 000 items of research on this and related topics [22]. It is appropriate to
note that in 2015 inWeb of Science data base thereweremore than 2 500 publications
found by the query of citation analysis, starting from the Garfields 1972 work as the
most cited article [9].
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Citation itself can be understood as a complex phenomenon, which considers
interaction between networks of authors and texts, that is why it indicates not only
cognitive, but also social contexts of a knowledge claim [21]. However, it is important
to clarify the differences between citation and reference. Although in practice many
researchers do not divide these terms and use them interchangeably, each of them
represents a different entity in the citing or cited perspective. The reference is made
within a citing document and represents an acknowledgement of another study (and
can be measured by the number of items in its bibliography as endnotes, footnotes,
etc.),while a citation represents the acknowledgement received by the cited document
from other publications (and can be seen in citation index) [2, 28].

Talking about citations in meta-level, citations can be viewed as explanans
(something explaining something else) and explanandum (something to be
explained). While a lot of interest is usually given to the first notion when
citations explain research impact and value, the question of what is a citation should
be brought up for the discussion in order to better understand what is certainly
measured [21]. Citation analysis often starts with the assumption that references are
indicators of influences on other scientists work. According to normative theory,
norms of science suppose that authors cite works that they found useful for their own
research, and it is assumed that they abide these norms, citing some authors and thus
giving credits where they are due (as citing A by B means that A’s works influenced
B’s thinking) [22]. Citation is as well considered as an indicator of reward in the
science system in evaluation studies for science policy purposes (Martin and Irvine;
Moed; Luukkonen; Merton; Latour and Woolgar in [21]), symbolic payments of
intellectual debt, or representation of trust in virtual environments, that makes
citation indexes to be “recommender systems” for other scientists [2]. Some practical
reasons of citation-making process were also enumerated by Garfield (in [28]).
In other scientific traditions, citation was also seen as a function in scientific
communication among texts (Cronin, in [21]). Much attention was paid to the
perfunctory and rhetorical functions of citations within the scientific community by
B. Latour. Some investment into the citation analysis’ theoretical
legitimation (the theory of what is being analyzed) was made in the field of Sci-
ence and Technology Studies (STS) itself, which included formalized measurement
of citation analysis into empirical studies in 1980s. Nevertheless, theoretical and
methodological reflection is still needed as there is a need of “translation” qualita-
tive side of STS and merging it with formal approach [21].

During its history, citation analysis has proved to be a well-established tool for
different aims of science analysis, including measurement of research impact and
value [5, 14, 23]. However, besides all the discoveries, there was a substantial
critique of this method [22, 28, 30, 34]. The scientists came up to the idea that
it is not advisable to use citation analysis as a single and absolute criterion for
judging the importance of a publication. Giving objective information regarding an
individual, research group, journal or higher education institution, this method
should be supplemented by other kinds of analysis, including qualitative approach
(qualitative review, peer assessment, studying the authors behavior, characteristics of
documents cited and not cited) [3, 28, 30, 34].
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2.2 Citation Analysis as a Tool for Studying Scientific Fields

Methods of citation and co-citation analysis were used for studying of different
aspects of scientific communication: coauthorship networks as complex systems
[1, 8], dynamic aspects of collaboration networks [24], international
collaboration as a self-organizing network based on the principle of preferential
attachment [32], social ties, co-citations and inter-citations of Globenet, offline and
online collaboration [35]. More examples of the studies are presented in [2].

One of the first examples of bibliometric tools usage for studying Social
Network Analysis field was conducted by Hummon and Carley [15], who
analyzed first volumes of Social Network Journal and other articles and have found
that there is an invisible college in the growing SNA field. As the journal so
specifically displays the people involved into network discipline it is quite often used
as a looking glass on the social networks community [11]. Basing on the articles in the
same journal, Lewis compared two types of social networks—formal collaborative
relationships represented by coauthorship (who publishes papers with whom) and
the informal collaborative relationships represented by acknowledgment (who thanks
whom in published papers) in the scientific community of social network
analysts [20]. Analyzing the Sociological abstracts data base, Otte and Rousseau [25]
studied the underlying collaborative relationships between authors, built
coauthorship network, pointed out central players of the field, and showed
connections between SNA and other subfields (especially Information sciences).

In Russian scientific space studies, bibliometrics methods are not so much
developed, even though in 1980s the technique of co-citing was developed by
I.Marshakova, in parallel with G. Small [36]. However, there are also some examples
of citation analysis usage for the studying of scientific fields. Cognitive structures of
Russian Sociology and Ethnology by the method of co-citation analysis were studied
by B. Winer, K. Divisenko and M. Safronova [27, 36], who tested different methods
of the cognitively closed groups detection. Among other methods, citation analysis
was used in the study of intelligent landscape and social structure of the local aca-
demic community (the case of St. Petersburg) [29]. The authors found three groups
among Russian sociologists (West-side, East-side and Transition zone), who tend
to see (in the meaning of citing) the representatives of their own groups, while the
authors from other groups stay almost “invisible” for them.

It is important to note that most of the studies regard citation in the first
sense—as the acknowledgement that the author gets from other scientists, but
not a credit that he or she gives to them,—that is why what is being used is the
method of citation analysis. In our project, we understand the citation in the second
meaning—as an acknowledgement of another study to the current study—and
propose to use the method that can be called reference analysis, where
reference means a tie between the author (writer) of article and the author whom
he or she cites in publication. Basing on authors of articles and authors from their
bibliography lists allows us to build networks of relations between different groups
of authors and study the structure of a community of researchers involved into
network studies in Russian scientific space.
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3 Data and Methodology

In this section we present some practical information concerning our data source
and process of data collection and preprocessing (such as author disambiguation and
paper classification) and discuss some problems associated with these procedures.

3.1 Data Source

The data source thatwe use is the electronic library of scientific periodicals inRussian
called eLibrary.ru—a leading electronic library of science periodicals in Russian,
which contains more than 3 900 Russian-language and 4 000 foreign scientific
journals, abstracts of nearly 20 000 journals and the descriptions of 1.5 million of
Russian and foreign dissertation thesis, and has 1.1million individual users and 2 200
organizations registered. The base is integrated with the Russian science citation
index (RSCI)—a national information–analytical system which accumulates more
than 6 million of publications of Russian authors in more than 4 500 Russian
journals, as well as information on citing of these publications. Even though the sys-
tem is based on indexed articles in Russian scientific journals, in recent years other
types of scientific publications were included into the base—such as reports on con-
ferences, monographs, tutorials, patents, and dissertation thesis. The chronological
coverage of the systemcomes from2005, but formany resources the depth of archives
is deeper. In sum, eLibrary resource not only gives the support of scientists by the
bibliographic information, but provides a tool for assessing the effectiveness of
science and research organizations (more than 11.000) and scientists (more than
600.000), as well as scientific journals.

Unfortunately, when we go from the level of description of the resource to its
practical usage, some problems associated with data collection appear. First of all,
the resource does not offer any procedures for mass data downloading, as some
scientific aggregators as Web of Science allow. The data collection process needs
manual collection, which is impossible in the situation of a large amount of data, or
the special crawling techniques.

3.2 Data Collection and Preprocessing

For each article, the eLibrary base contains information on publisher’s imprint,
paper’s title, authors, their affiliations, keywords and disciplines, abstracts, and
what is the most important in the terms of the current study—lists of bibliography
(the references) and lists of other eLibrary papers—that cited the initial paper. That is
why our data contains two parts. Data base (1) contains all the
information on articles journal’s name, discipline, year of publication, author’s or-
ganization, keywords, annotation, scientometric indexes, etc. Data base (2) contains
information on references—main data that contains authors and lists of bibliography.
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The method of data collection that we used is based on expanding publication graph
using two strategies:

1. Expansion strategy—a set of methods to increase the number of relevant papers
(increases recall):

a. Keyword search—we formed a list of 48 Russian and English keywords that
we consider relevant to the domain of network research and
collected all publications. Given the search query, eLibrary engine returns all
articles that contain the search query in any field, including title, keyword,
or annotation. Keyword list contains such keywords as network analysis,
relational sociology, actor-network theory, graph of a network, etc. Having
a list of relevant articles, obtained after filtering, we generated the distrib-
ution of articles for each keyword and selected the keywords that appeared
more than the median value. Afterward, we repeated step a. with newly
obtained keywords.

b. Author search—if author had more than three publications in the domain of
network research, we collected all his publications and filtered them with
our keyword classifier;

c. Citation search—we took all papers that cited the article from the network
research domain.

2. Filter strategy—a set of methods to remove irrelevant papers, found during the
expansion strategy (increases precision). It often happens that relevant keywords
are used in a differentmeaningor separated byotherwords.Besides,many authors
publish papers in multiple research areas or cite articles from other domain. In all
these cases we often collect irrelevant papers that must be filtered. Traditionally,
document classification task is made by machine learning classification, but by
virtue of the fact that we have no annotated collection of documents, we used
two-step strategy:

a. Cluster documents using keywords and annotation text and manually mark
relevant clusters.

b. Convert chosen clusters to binary classes (relevant/irrelevant) and make a
binary classification of the entire array. Filter strategy problem is described
in more depth in Paper classification section.

Proposed method is very similar to the shark-search approach [13], but the
relevance of each cluster is annotated manually. The following limitations should
be taken into account:

1. Clustering forms lexically similar groups, but cluster center and periphery may
contain very different articles;

2. Having a list of totally unconnected fields, we need at least one “seed” keyword
in each field to make expansion strategy work;

3. Papers that do not contain common keywords can be lost during the filtering
step.
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There is no standard evaluation task for the proposed method as we cannot obtain
recall for the 20m collection, but we have made evaluation for our filtering strategy
on the Cora Research Paper Classification task.1 We compared each rubric with
the most relevant cluster and obtained F1-score = 0.64 for automated and 0.92 for
semi-manual clustering where F1-score is the mean score among all rubrics.

Brief description of typical parsing problems associated with collected fields is
provided below:

• Author’s name and surname of each author. We excluded papers with more than
10 authors because we consider their interconnectivity to be very weak and the
problem of combinatorial explosion at the step of artifacts generation. We also
cleaned up special eLibrarymarkup, such as editor or translator, and special author
affiliations–organizations related to the certain author.

• Keywords—mentioned by author and splitted by comma. We excluded articles
with one keyword consisting of more than five words.

• Language of the article. Article, which may differ from the abstract and keywords
language. We used external language detection tool based on sequences of char-
acters information.

• Abstract—short text, describing the article, which may be written in multiple
languages (for example in Russian, French and English in paper 11897467 2). In
this case we kept only one language (priority is Russian, English, other languages).

• Citations—list of papers, cited by this paper. Citation list is unstructured and very
dirty, so we extracted only surnames information.

As there are different strategies of author counting in the literature (see [2, 22]) we
decided to use all authors instead of first authors counting of citations and to include
self-citing into the collection (as it is entirely appropriate for scientists to build on
their own previous studies).

Such way of data collection allowed us to get not only the information on ties of
“citing” (“referencing”) type (1), but also the data on coauthorship in the article (2)
and coauthorship in the citing article (3)—when there was more than one author in
citing and cited articles. Also the data on ties between authors and “artifacts” was
collected, where the latter were author’s affiliation (organization) (4) and concepts
that he or she uses in the works (5). Thus, the collected data potentially allows us
to analyze five types of ties, and conduct more complex study in future, including
semantic, citation, co-citation, analysis of coauthorship and affiliation networks,
analysis of ties between authors and concepts, aswell aswork on suchmethodological
issues as comparison of methods of articles sampling, as shown in Fig. 1.

1Download at http://sites.google.com/site/semanticbasedregularization/home/software/experiments
_on_cora.
2Example is available by the link: http://elibrary.ru/item.asp?id=11897467.
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Fig. 1 Possible directions of analysis

3.3 Author Disambiguation

As many researchers work in the same field, papers made by different researchers
with the same name should be searched out during the collection process. The process
of resolving conflicts that arise when a potential name is ambiguous is called dis-
ambiguation. In some cases disambiguation is provided by eLibrary itself, and the
authors are marked with special hyperlink and identifier, that is unique in the whole
data base. In other cases, we have to solve two problems:

• How many unique authors with the same name are represented in the collection?
• How to classify each ambiguity to one of the existing classes?

Additional problem appears when we have the same author published in English
and Russian languages. The core problem of matching Cyrillic and Latin names
is that usually author tends to save phonetics of the word that does not match any
transliteration rules. Our match was based on idea that most Russian authors obtain
at least one English article with correct English name that can be used as correct
transliteration. English authors were transcribed into Russian according to the GOST
7.79 2000 standart. We searched for all possible surnames with Levenshtein distance
≤3 [19] and manually validated them. Each author was trimmed to surname and
initials, and we used hierarchical agglomerative clustering [16] to label each author-
in-the-article pair to the certain cluster, based on the following features:

1. Keywords—mentioned in the article;
2. Coauthors—surnames of the coauthors for the certain author;
3. Affiliations—organizations, related to the ambiguous author;
4. Date of the publication—year of publication (is very weak feature as we have a

contemporary field);
5. List of citations—surnames of the cited authors.
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Affiliation feature needs to be additionally cleared as it varies from abbreviation
to the full name of the laboratory and organization, which causes mismatches during
clustering.

3.4 Paper Classification

As described above, some papers may be irrelevant to our research domain due to the
specific of the proposed searchmethod.We had no opportunity to get a representative
collection of relevant papers, so we used unsupervised learning methods. We applied
BIRCH [37] clustering algorithm, based on the following features:

• Keywords— mentioned in the article;
• Disambiguated authors of the paper.

Clustering hyperparameters are as follows: number of clusters 64–255, number of
top terms 50 000, term weighting method

Wi = σ 2

(
T Fi
I DFi

)

where i is term id, T Fi—i-th is the term frequency, frequency of the given term in
the document, I DFi is the inverted document frequency, the measure of fraction of
the documents that contain the i-th term in the whole collection, distance metric—
Ward’s method [33]. Overall collection process consisted of four consecutive phases:
Search phase 1 → Filter phase 1 → Search phase 2 → Filter phase 2.Result-
ing dataset is described in Table1 below. The resulting number of articles is
composed of 8 260.

Table 1 Resulting dataset statistics

Search phase 1 Filter phase 1 Search phase 2 Filter phase 2

Number of
articles

220 657 5 836 442 524 8 260

Added by title
search

220 657 – 107 208 –

Added by author
search

0 – 56 932 –

Added by citation
search

0 – 181 867 –

Filtered by article
type

– 121 880 – 234 114

Filtered by
clustering

– 90 941 – 200 150
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4 Results

In this section we will briefly provide the overview on the data on articles (Data
base 1). We analyzed articles from the resulting data collection, which is more than
8 000 papers. Main information on this sample is shown in Table2 (amount, min.
and max. citing, the earliest and the latest year of publication).

The growing number of publications collected is shown in Fig. 2, with the first
article published in 1988. During recent years we can see the growth of interest to the
network topics—in last 5years, from 2010 to 2015, the number of articles increased
almost in four times. However, the low annual amounts for previous years might be
associated with the quality of the data base itself.

Talking about types of the articles, most of the presented publications are arti-
cles in journals (scientific articles), which form 67% of the entire sample (Table5).
Second and third places are taken by PhD thesis (11%) and articles in the con-
ference proceedings (9%). Other types of publications can be met less frequently.

Table 2 Main characteristics of the sample

Number of articles 8 260 100%

Mean citing 2.13 –

Min citing 0 –

Max citing 303 –

The earliest year of publication 1988 –

The latest year of publication 2016 –

Fig. 2 Number of articles, by years
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Table 3 Language of articles

Frequencies % by column

Russian 6 807 82

English 1 362 16.5

Other 58 0.7

Not defined 33 0.4

Total 8 260 100

Table 4 Number of citations

Frequencies % valid %

Valid 0 5 132 62.1 62.5

1–5 2 360 28.6 28.7

6–20 579 7.0 7.1

21–50 104 1.3 1.3

51–100 26 0.3 0.3

101–150 5 0.1 0.1

151–500 4 0.05 0.05

Total 8 210 99.4 100.0

Missing System—missing 50 0.6

Total 8 260 100.0

The number of PhD thesis is quite high–948 dissertations, with the first published in
1997.

The language of the majority of articles is Russian (82%), while in other cases it is
English (16.5%). Other 58 articles are written in the languages of different language
groups (Table3).

In termsof this study, the information on articles citing (fromother authors) is quite
interesting. We used the Russian science citation index (RSCI) values to compare
the articles. It was found that even though the mean number of citing in the whole
base is 2.13, the majority of articles (62%) do not have any citations in RSCI, i.e.,
actually located outside of the area of attention of other researchers. Another 29% of
articles have between 1 and 5 citations. Thus, 91% of articles in general do not have
more than 5 citations, and just 7% of articles have between 6 and 20 citations. Just
9 articles have more than 100 citations, where the maximum value—303—belongs
to the textbook on social networks, models of information influence, management,
and confrontation [12] (Table4).

Quite interesting conclusions can be done from the cross-tables of type of publi-
cation and the mean number of citations. The type of publication which is most often
met in the base—scientific articles—in average has just 1 citation. Small values are
also characteristic of theses and articles in conference proceedings (0 and 1 citation,
respectively). The highest amounts of citations are typical for monographs (2% of
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Table 5 Citation in RSCI by types of citations

Freq. % by
col-
umn

Mean Min Max

Article in journal—scientific article 5 521 67 1 0 86

Thesis 948 11 3 0 71

Article in conference proceedings 728 9 01 0 29

Article in journal 282 3 2 0 59

Monograph 195 2 18 0 292

Articles in the digest of articles 115 1.39 1 0 44

Article in journal—review article 96 1.16 2 0 27

Article in journal—conference materials 68 0.82 0 0 4

Tutorial 66 0.8 16 0 303

Abstract at the conference 49 0.59 0 0 3

Thesis abstract 42 0.51 4 0 28

Article in journal—other 39 0.47 0 0 3

Article in the journal—abstract 30 0.36 0 0 1

Article in the journal—a short message 12 0.15 1 0 7

Methodological guidelines 10 0.12 3 0 20

Digest of articles 10 0.12 1 0 5

Chapter in a book 9 0.11 0 0 3

Article in the journal—review 7 0.08 0 0 1

Dictionary or reference book 6 0.07 3 0 11

Article in the journal—editorial note 4 0.05 1 0 2

Article in the journal—scientific report 3 0.04 2 0 5

Report on research work 2 0.02 0 0 0

Article in the journal—correspondence 2 0.02 0 0 0

Article in the journal—personality 1 0.01 0 0 0

Deposited manuscript 1 0.01 0 0 0

Article in an open archive 1 0.01 0 0 0

Brochure 1 0.01 7 7 7

Other 12 0.15 0 0 0

Total 8 260 100 2 0 303

sample, mean value 18) and tutorial (1% of sample, mean value 16) (Table5). Among
monographs and tutorial just 29% and 18% of articles, respectively, have the number
of citations between 1 and 5; while 22% and 26% of them, respectively, between 5
and 20, and 17% and 11%, respectively, between 21 and 50. This outcome correlates
well with the results of foreign studies, in which it has been proved that there are
the differences in citation practices between books and journals, with the greater
emphasis given to the books [30].
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Table 6 Network of keywords measure parameters

Vertices 143

Unique edges 1302

Edges with duplicates 2138

Total edges 3440

Avg degree 33

Maximum geodesic distance (Diameter) 4

Average geodesic distance 1.87

Graph density 0.23

Connected components 1

We provide these results with the thematic map of the data, which was constructed
by network analysis of the main keywords used in the collected articles (Fig. 3).
Extracted keywords which were met in the dataset more than 30 times (min. value =
30, max. value = 1888) were used for building this network. In the network, which
was constructed by NodeXL software (by Harel-Koren Fast Multiscale layout), the
scale of the nodes corresponds to the frequency the keyword was met in the dataset,
the color of nodes corresponds to their degree value, edges are weighted according
to the number of times two keywords were met in the same article, and the edges
are filtered (min. value = 4 and max. value = 801). The information on network is
provided in Table6.

Figure3 shows map of different groups of keywords, which are more likely to
meet in the same article and thus are close to each other by topics. In the network
center, there are words more frequently used in the dataset—social network and
Internet, both in Russian and English. These words are connected to a large group of
keywords above them associated with Internet communication technologies such as
blogosphere, social networking, and some sites like VKontakte, Facebook, Twitter,
Web 2.0, social media, and media itself. Quite large group is associated with Internet
marketing promotion, content, site, SMM. Close to them we can also see the groups
of words associated with Internet communication, self-presentation, and Internet
addition, as well as information security and personal data.

Main keywords “Social Network” and “Internet” are also associated with infor-
mation technologies, communication, and information society. Another large group
(at the bottom) consists of the words associated with society—social capital, human
capital, trust, civil society, and social inequality. On the right side, we can see a large
group of words associated with education—educational organizations, educational
programs, professional standard, modernization of education, and academic mobil-
ity. There is another large group on the left side, which consists of the vocabulary
from humanities—Sociology, Philosophy, Social philosophy, Political science, Eco-
nomics, International relationships, Conflictology—such as Social and economic
institutions, Social processes, Social structure, Social community, State, Power, etc.
Thus, we can see that the thematic map of our dataset covers different aspects of
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network topics. Another outcome that can be done after examining this network is
the correctness of the data collection procedure, as we have not met any irrelevant
topics among our main keywords.

5 Discussion

Havingwritten all the details on the procedures, we should admit that there are a lot of
things to be done in future for the implementation of the study and accomplishment
of its aims. First of all, the dataset that we have now concerns only the information on
articles on network topics. However, the main aim of our study is to build networks
of scientists involved into this type of research according to their citation practices.
It means that after the final cleaning of this dataset we have to work at collection of
other dataset with citations.

At the same time, we still have some issues concerning the dataset with articles
information (Dataset 1). Talking about author disambiguation, we can propose the
usage of techniques based on classification of the network of coauthors, which can
increase method performance. Having the information from eLibrary resource on
the authors already familiar to it, we can check the efficiency of such classification
technique. Such work would be practical not only for the current study, but also for
solving the author disambiguation problem in general.

Basing on main discoveries of the previous studies in the field of citation analysis
[30], we could expect that there are different closed groups of Russian scientists
working in the field of network research, which appears in the following aspects:

• There are discrete groupings of researchers, with relatively little overlap between
Russian authors;

• Russian authors more often cite foreign (North American and European) authors
than each other;

• Russian authors tend to cite particular (different) groups of foreign authors, which
are connected with topics and methods that they use;

• The significant number of Russian authors are isolated researches.

The last issue on isolated researches can be already verified with our preliminary
results, according to which the significant number of articles in our collected sample
does not have any citations from other authors, which means that they are invisible
to the other scientists and do not provide any information that can be used by others
in the field. Other formulated propositions should be checked in the future studies,
during the analysis of ties between citing and cited authors. Analysis of the full set
of data will also give us the opportunity to find the most active drivers of network
studies and to see the structure of a network research community in Russia.
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6 Conclusion

The main aim of this article was to present some methodological issues concern-
ing our proceeding research on the network studies field in Russia. Providing the
overview of the method of citation (reference) analysis as a tool for studying scien-
tific fields, we showed its power and relevance to the studies of scientific communities
structure. Then we described the process of data collection in deep details, in order
anyone interested could repeat the data collection procedure. We emphasized some
methodological and technical issues typical for the process of data collection, net-
work expansion and filtering strategies, authors disambiguation and transliteration
for the specific problem of domain-oriented information retrieval. Data collection
and extraction code was published online,3 so that any researcher could make ex-
periments in his domain. We tried to enumerate all the problems that we faced to
in our study and proposed the procedures of their overcoming. From one side these
problems are standard for the data collection, but we also see some specific charac-
teristics of the eLibrary resource. Providing the brief information on collected data
on articles, we made a description of our dataset. We considered the thematic map
of the data, which was constructed by network analysis of the main keywords used
in the collected articles. Finally, basing on previous studies and collected data, we
made some propositions that should be checked during next steps of analysis. These
steps should be done in the following directions:

• on methodology: future work on the author disambiguation techniques based on
classification of the network of coauthors, which can increase method
performance;

• on data collection: collection of the full dataset on ties between authors
(Dataset 2);

• on data analysis: the analysis of ties data base, which will allow us to build the
network of research community of scientists involved into network studies in
Russia and answer the main research questions of this study.
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