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ITISE 2017 Preface

Preface

We are proud to present the set of final accepted papers for the fourth edition of the ITISE
2017 conference ”International work-conference on Time Series” held in Granada (Spain) during
September, 18-20, 2017.

The ITISE 2017 (International work-conference on Time Series) seeks to provide a discussion
forum for scientists, engineers, educators and students about the latest ideas and realizations in
the foundations, theory, models and applications for interdisciplinary and multidisciplinary re-
search encompassing disciplines of computer science, mathematics, statistics, forecaster, econo-
metric, etc, in the field of time series analysis and forecasting.

The aims of ITISE 2017 is to create a friendly environment that could lead to the establish-
ment or strengthening of scientific collaborations and exchanges among attendees, and therefore,
ITISE 2017 solicits high-quality original research papers (including significant work-in-progress)
on any aspect time series analysis and forecasting, in order to motivating the generation, and
use of knowledge and new computational techniques and methods on forecasting in a wide range
of fields.

The list of topics in the successive Call for Papers has also evolved, resulting in the following
list for the present edition:

1. Time Series Analysis and Forecasting.

• Nonparametric and functional methods

• Vector processes

• Probabilistic Approach to Modeling Macroeconomic Uncertainties

• Uncertainties in forecasting processes

• Nonstationarity

• Forecasting with Many Models. Model integration

• Forecasting theory and adjustment

• Ensemble forecasting

• Forecasting performance evaluation

• Interval forecasting

• Econometric models

• Econometric Forecasting

• Data preprocessing methods: Data decomposition, Seasonal adjustment, Singular
spectrum analysis, Detrending methods, etc.

2. Advanced method and on-Line Learning in time series.

• Adaptivity for stochastic models

• On-line machine learning for forecasting

• Aggregation of predictors

• Hierarchical forecasting

• Forecasting with Computational Intelligence

• Time series analysis with computational intelligence
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• Integration of system dynamics and forecasting models

3. High Dimension and Complex/Big Data.

• Local Vs Global forecast

• Techniques for dimension reduction

• Multiscaling

• Forecasting Complex/Big data

4. Forecasting in real problem.

• Health forecasting

• Telecommunication forecasting

• Modelling and forecasting in power markets

• Energy forecasting

• Financial forecasting and risk analysis

• Forecasting electricity load and prices

• Forecasting and planning systems

• Real time macroeconomic monitoring and forecasting

• Applications in: energy, finance, transportation, networks, meteorology, health, re-
search and environment, etc.

After a careful peer review and evaluation process (each submission was reviewed by at
least 2, and on the average 2.9, program committee members or additional reviewer), 121
contributions are presenting in this proceedings (accepted for oral, poster or virtual presenta-
tion,according to the recommendations of reviewers and the authors’ preferences.

In this edition of ITISE, we are honored to have the following invited speaker:

1. Prof. Dr. Fredj Jawadi , Associate Professor of Economics (MCF-HDR) at the University
of Evry, France.

2. Prof. Dr. Joerg Breitung, Professor in the Center of Econometrics and Statistics, Uni-
versity of Cologne, Germany

3. Dr. Travis J. Berge, Senior Economist. Board of Governors of the Federal Reserve System,
USA.

4. Dr. Anna Korzeniewska, Faculty, Department of Neurology at Johns Hopkins University
School of Medicine, Baltimore MD, USA

5. Dr. Joan Paredes, Senior Scientist, Dr. Joan Paredes, European Central Bank, Frankfurt
am Main, Germany.

6. Dr. Pekka Koponen, Senior Scientist, D.Sc.Tech, VTT Technical Research Centre of
Finland, Energy Systems, P.O. Box 1000, FI-02044 VTT, Finland
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During ITISE 2017 several Special Sessions will be carried out. Special Sessions will be a
very useful tool in order to complement the regular program with new and emerging topics of
particular interest for the participating community. Special Sessions that emphasize on multi-
disciplinary and transversal aspects, as well as cutting-edge topics are especially encouraged
and welcome.

This fourth edition of ITISE was organized at the Universidad de Granada, with the help
of the Spanish Chapter of the IEEE Computational Intelligence Society and Spanish Network
Time Series (RESET). We wish to thank to our main sponsor the institutions Faculty of Science,
Dept. Computer Architecture & Computer Technology and CITIC-UGR from the University
of Granada for their support. We wish also to thank to the Dr. Veronika Rosteck and Dr.
Eva Hiripi, Springer, Associate Editor, for their interest in the future editing a book series of
Springer from the best papers of ITISE 2017.

We would also like to express our gratitude to the members of the different committees and
to the reviewer for their support, collaboration and good work.

September, 2017
Granada

ITISE Editors and Chairs
Olga Valenzuela
Fernando Rojas
Hector Pomares

Ignacio Rojas
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Álvaro Gómez-Losada and Panayotis Christidis

Ensemble Learning Framework for Predicting Project Cost Overrun Levels in
Construction Procurement Auctions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 809

Hyosoo Moon, Trefor P. Williams and Moonseo Park

xii



ITISE 2017 Conference Program

Time Series Forecasting applying Data Transformation and Neural Networks Ensembles . . 820

German Gutierrez, M. Paz Sesmero Lorente and Araceli Sanchis

Forecasting Complex/Big data

Dynamics of Memory in Investor Attention to Energy Market . . . . . . . . . . . . . . . . . . . . . . . . . . . . 829

Ravi Prakash Ranjan and Malay Bhattacharyya

Sparse Granger-Causal Network Learning via the Depth Wise Group LASSO – An
Application of ADMM for Large Vector Autoregressions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 841

Ryan J. Kinnear and Ravi R. Mazumdar

Development of a Routing Procedure to Assist an Earth Systems Model with Long
Term Coastal Discharge Predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 853

Josefine Wilms and Marcus Thatcher

Short-term Stream Flow Forecasting at Australian River Sites using Data-driven
Regression Techniques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 865

Melise Steyn, Josefine Wilms, Willie Brink and Francois Smit

An Implementation of HMM Classier in High Dimensions Based on MapReduce . . . . . . . . . . 877

Badreddine Benyacoub

Performance Analysis of Time Series Forecasting of Ebola Casualties Using Machine
Learning Algorithms.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 885

Manish Kumar Pandey and Karthikeyan Subbiah

Hidden Markov Models for monitoring Circadian Rhythmicity in Telemetric Activity Data899

Barbel Finkenstadt

Forecasting via Fokker-Planck using conditional probablilites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 913

Chris Montagnon

Forecasting of CO2 emissions based on Preprocessing Techniques . . . . . . . . . . . . . . . . . . . . . . . . . 922

Lida Barba, Guillermo Machado, Lorena Molina, Ana Congacha, Jorge Delgado and
Lady Espinoza

Analysis of Buildings Energy Losses Using Smart Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 939

Nivine Attoue and Isam Shahrour

Forecasting UK House Prices During Turbulent Periods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 946

Alisa Yusupova and Efthymios Pavlidis

Impact of weather forecasting accuracy over the electric demand predictions quality . . . . . . 960
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Abstract. Buildings deteriorate with time. The defects in buildings affect deteri-
oration, but are generally distinguished from natural deterioration. Flaws or de-
fects that do not satisfy normal conditions expected of completed structures are 
referred to as "defects". Furthermore, such defects are the contractor's liability, 
and the limited period of this liability is called the 'liability period'. 
Practically, it is difficult to adjust the defect liability period of facilities. In par-
ticular, if construction is suspended after the facilities are completed or during 
the assembly phase, the facilities will undergo natural deterioration. This deteri-
oration is accompanied by physical performance degradation, and the contractor 
would not be willing to bear additional risks incurred by an extension of the de-
fect liability period. However, the employer will demand that the defect liability 
period should be applied from the actual installation date, despite the effects of 
natural deterioration. As a result, there is a possibility for conflict.  
Even though the delivery date of facilities is delayed due to the suspension of 
construction, it is, in some cases, possible to adjust the defect liability reasonably 
through an agreement between the parties, if they adopt a method for recognizing 
the initial performance maintenance cost. 
Therefore, the authors of this study propose an alternative method of contract 
adjustment, which recognizes the initial performance maintenance cost, in addi-
tion to the method of adjusting the defect liability period due to the suspension 
of construction. 

Keywords: defect, liability, delay, power plant, deterioration 

1 Introduction 

1.1 Background and Purpose 

A construction project is a bilateral contract between parties, in which the employer 
and the contractor sign an agreement through mutual consultation, based on their own 
will, with each one in an equal position. Furthermore, a construction project undergoes 
various changes in conditions because it occurs over a long period of time[1], and in-
volves adjustment of the contract amount or construction period according to such 
changes. 
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This adjustment is initiated with a claim by one party. A claim for acceleration, de-
lay, or disruption involves a change of the expected time or work method. Each claim 
requires corresponding evidence. Among them, delay involves an increase of the time 
required for completing the project that was considered at the time of contract signing, 
and each party should bear the delay cost for their part. Each must take responsibility 
for the delay, if there is any.[2] 

Delay claim corresponds to a claim for damages, which is included in the delay type. 
A general characteristic of a delay claim is that the contractor insists that it takes more 
time to do the required work than they planned, because of the interference and design 
changes made by the employer, and/or the delayed decision making of the employer or 
designer. As a result, the contractor must work more than planned, regardless of the 
performance of the work that they planned or expected at first.[3]  

The existing studies on defects include a study that proposes comprehensive im-
provements on the legitimacy of the defect liability period, rationalization of the re-
sponsible entity, and an efficient consumer relief process through a general approach 
rather than concrete suggestions[4], and a study that proposes the introduction of a per-
formance guarantee system regarding the responsibility for defects.[5] However, no 
study has been conducted on the method of adjusting the rights and responsibilities for 
defects. In general, the contract conditions require the contractor to take responsibility 
for the defects of the construction. However, a 'liability period' is set from the comple-
tion date, and there are no terms for adjusting the 'liability period' for delays caused by 
a reason that is not attributable to the contractor.  

In this background, this study analyzes the Conditions of Contract for Construction 
of the International Federation of Consulting Engineers (FIDIC), which are widely rec-
ognized as a standard contract form. It proposes a method of adjusting the defect liabil-
ity period according to the responsibility for the delay. 

 
1.2 Scope and Method 

The subject of this study is limited to the FIDIC’s Conditions of Contract for Construc-
tion, which is currently recognized as a global standard for conditions of construction 
contracts, and the delay factors regarding the adjustment of defects are addressed in a 
limited manner. The study method is as follows: 

 

1. Perform a theoretical discussion related to the defects and contract changes. 
 

2. Analyze the related provisions and problems of contracts prepared under the FIDIC’s 
Conditions of Contract for Construction.  

 
3. Present problems through case analysis. 

 
4. Propose a method of rationally adjusting the responsibility for defects based on these 

factors. 
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Perform a theoretical discussion related to the defects 
and contract changes 

 
Derive problems through an examina-

tion of the FIDIC’s Conditions of Con-
tract for Construction 

 
Present problems through case analysis 

 
Suggestion for improvements 

 

Fig. 1. Flow chart of the study 

 

2 Theoretical Discussion 

2.1 Definition of Deterioration and Defect 

There is a distinction between general deterioration and a defect. Deterioration occurs 
when facilities are worn out naturally with time, and their functions are diminished as 
a result. Jae-Hyeok Park(2009) defined the characteristics of building deterioration by 
classifying them into physical deterioration, functional and technical deterioration, and 
socioeconomic deterioration.[6] Further, the dictionary definition of defect is a fault or 
flaw that does not meet the normal conditions. Furthermore, an architectural defect gen-
erally means poor quality that does not meet specifications, functional faults, or incom-
plete installation resulting from erroneous construction or omission of items in a pro-
cess that must be performed by the contractor for a building.[7] 

Therefore, the natural deterioration of functions due to old facilities or equipment 
with the flow of time after completion of a building is clearly distinguished conceptu-
ally from the defects that occur due to failure to reach a normal state. 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 3



2.2 Change of Contract Terms and Conditions 

Construction necessarily involves a change of contract terms and conditions because it 
is a long-term project. A construction project is a bilateral contract between two parties, 
in which the employer and the contractor sign an agreement through mutual consulta-
tion based on their own will, with each in an equal position. Furthermore, a construction 
project extends over a long period of time, and various changes in conditions can occur. 
The changed terms and conditions involve an adjustment of the contract amount. A 
common issue today is the calculation of additional overhead following an extension 
of construction period.[8] 

The adjustment of contract amount starts from a claim by one party. The claims for 
acceleration, delay, and disruption involve a change of time or work method for the 
contracted work, and each claim requires evidence. Among them, “delay” involves an 
increase of the time required to complete the project that was considered at the time of 
contract. Each party must bear the cost of delay for the part that they are responsible 
for, if there is any.[9] 

Considering that a construction project is a mutual contract where parties take re-
sponsibility for their obligations, a contract change due to delays caused by nonfulfill-
ment of obligation should be rationally adjusted considering the increased time and 
cost. 

 

3 Defect Liability and Contract Change in a FIDIC 
Agreement 

3.1  Outline of the Conditions of Contract for Construction in FIDIC 

In this study, the FIDIC’s Conditions of Contract for Construction are analyzed to ex-
amine defect liability and contract change related to delay. In particular, to investigate 
the defect liability adjustment for delay, this study focuses on the provisions corre-
sponding to this subject. 

FIDIC is an international federation of national member associations of consulting 
engineers. FIDIC was founded in 1913 by three such associations within Europe. The 
objectives upon formation were to promote in common the professional interests of the 
member associations, and to disseminate information of interest to their members. To-
day, FIDIC membership covers more than 70 countries from all parts of the globe and 
encompasses most of the private practice of consulting engineers.  

This study focuses on the FIDIC because it provides global standard for contract 
conditions, giving sufficient value to research. Moreover, many studies are being con-
ducted on the Conditions of Contract for Construction, which are the most basic con-
tract terms of FIDIC. 
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3.2 FIDIC’s Terms Related to Defects 

Term 11 is related to defects in the FIDIC contract, and it consists of 11 detailed terms, 
which are outlined in Table 1.   

 

Table 1. Composition of  ‘11. Defects Liability’ in the Conditions of Contract for Construction. 

11. Defects Liability 
 11.1 Completion of Outstanding Work and Remedying Defects 

 11.2 Cost of Remedying Defects 

 11.3 Extension of Defects Notification Period  

 11.4 Failure to Remedy Defects 

 11.5 Removal of Defective Work 

 11.6 Further Tests 

 11.7 Right of Access 

 11.8 Contractor to Search 

 11.9 Performance Certificate 

 11.10 Unfulfilled Obligations 

 11.11 Clearance of Site 

 
To examine the terms in detail, the completion of outstanding work and the defects 

must be remedied within a reasonable period of time, as specified by the engineer. The 
employer must notify the contractor in case any defects or damages occur.[10] 

It is stated that the contractor must take full responsibility for the defect repair 
cost.[11]  If the main items of construction, partial construction or installation cannot 
be used for their intended purpose towing to defects or damages even after the takeover, 
the contractor has a right to extend the defect notification period.  

This period cannot be extended for more than two years. However, this term is not 
applicable if the construction is suspended due to a cause that is not attributable to the 
contractor.(“the Contractor's obligations under this clause shall not apply to any defects 
or damage occurring more than two years after the defects notification period for the 
plant and/or materials would otherwise have expired.”)[12]  

3.3 Terms Related to Delay and Suspension in the FIDIC Contract 

Term 8 is related to delay and suspension in the FIDIC contract, and it consists of 
12 detailed terms in total. These terms are outlined in Table 2.  
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Table 2. Composition of  ‘8. Commencement, Delay, and Suspension’ in the Conditions of 
Contract for Construction. 

8. Commencement, Delay, and Suspension 
 8.1 Commencement of works 

 8.2 Time for Completion 

 8.3 Programme 

 8.4 Extension of Time for Completion  

 8.5 Delays Caused by Authorities 

 8.6 Rate of Progress 

 8.7 Delay Damages 

 8.8 Suspension of Work 

 8.9 Consequences of Suspension 

 8.10 Payment for Plant and Materials in Event of Suspension 

 8.11 Prolonged Suspension 

 8.12 Resumption of Work 

 
To examine the detailed terms, the contractor has a right to extend the time for com-

pletion in case a delay is caused by variations, exceptionally adverse climatic condi-
tions, unforeseeable shortages in the availability of personnel or goods caused by an 
epidemic or governmental actions, or other miscellaneous reasons that are not attribut-
able to the contractor.[13] The engineer can notify partial or full suspension of the con-
struction to the contractor,[14] and can extend the time for completion and claim com-
pensation in case delay and cost are generated as consequences of such suspension.[15] 

Furthermore, the contractor is entitled to payment of the value of the plant and/or 
materials which have not been delivered to the site if the work on the plant or delivery 
of the plant and/or materials has been suspended for more than 28 days, and if the con-
tractor has marked the plant and/or materials as the employer’s property in accordance 
with the engineer’s instructions.[16] In addition, if the suspension has continued for 
more than 84 days, the contractor may request the engineer’s permission to proceed. If 
the engineer does not give permission within 28 days after being requested to do so, the 
contractor may make adjustments according to the terms on variations and adjustments. 
If the suspension affects the entirety of the work, the contractor may give a notice of 
termination.[17]  
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3.4 Terms Related to Variations and Adjustments in the FIDIC 
Contract 

Term 13 is related to variations and adjustments in the FIDIC contract, and it consists 
of eight detailed terms. They are outlined in Table 3.  

Table 3. Composition of ‘13. Variations and Adjustments’ in the Conditions of Contract for 
Construction 

13. Variations and Adjustments 
 13.1 Right to Vary 

 13.2 VE 

 13.3 Variation Procedure 

 13.4 Payment in Applicable Currencies 

 13.5 Provisional Sum 

 13.6 Daywork 

 13.7 Adjustments for Changes in Legislation 

 13.8 Adjustments for Changes in Cost 

 
The engineer may initiate variations at any time prior to issuing the takeover certif-

icate of the work. Each variation may include changes to the quantities of any item of 
work, changes to the quality and other characteristics of any item of work, and changes 
to the sequence or timing of the execution of the work, among others.[18] 

If a variation proposal is requested, the contractor is required to respond via a con-
tractor’s proposal for any necessary modifications to the program and to the time for 
completion.[19] 

Furthermore, there is a term on adjustments for changes in cost, according to changes 
in the appropriate standard prices, which is a simple term for adjusting the change based 
on price variation.[20] 

3.5 Terms for Adjusting Liability Related to Defects in the FIDIC 
Contract 

With regard to defects, the FIDIC clearly states that the defect liability period cannot 
be extended as a result of a suspension that is due to a reason that is not attributable to 
the contractor through Term 11.3, Extension of Defects Notification Period. Neverthe-
less. Therefore, the FIDIC fails to clearly present the concept of an appropriate adjust-
ment method. 
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4 Presentation of Problem through Case Analysis 

As described above, the FIDIC’s Conditions of Contract for Construction prescribes 
that the defect liability period of two years can be extended if the work and plant instal-
lation are delayed, but this provision for additional defect liability extension is not ap-
plicable in the case where the contractor is not responsible for the delay. In this case, 
problems may arise because it is difficult to apply this regulation in practice. The au-
thors will explain this practical difficulty through a case study below. 

In the Case , which is installation work for boiler equipment, the defect liability pe-
riod under the contract was one year. The installation was completed on December 31, 
2014, but the construction was suspended for one year by an order of the engineer hired 
by the employer. As a result, the actual completion date of installation was December 
31, 2015, one year later. 

Table 4. Outline of the Case 

In such cases as the Case example, the following conflict may happen.  
Position A. Regarding the equipment of which the delivery was delayed for one year, 

the defect liability period lasts until December 31, 2015, which is one year from the 
original installation date. Therefore, the employer cannot demand fulfilment of defect 
liability from the contractor for defects incurred after the actual installation date. 

Position B. Even if delivery of the equipment was delayed for one year, the boiler 
was maintained and installed in new condition. Therefore, the employer can insist that 
the defect liability period lasts until December 31, 2016; one year after the actual in-
stallation date. In case a suspension of work occurs, the employer will demand the con-
tractor to preserve the site, and the contractor will inevitably incur maintenance costs 
to maintain the site conditions. It is stipulated that the costs incurred for such mainte-
nance can be claimed. 

The issue of the defect liability period can be solved simply through a contract term, 
but this can be complex in practice. When we look at Case A, we cannot equate the 
condition of the equipment that has been used for one year to the condition of the equip-
ment that has not been used at all for one year. 

5  Alternative Solution 

It is practically difficult to adjust the defect liability period for facilities. When the 
construction work is suspended after the completion or assembly of the facility, the 

Project name Boiler Installation Work 
Defect liability period 1 year 
Original installation date (planned) December 31, 2014 
Actual installation date (actual) December 31, 2015 
Work suspension period  1 year 
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facility will undergo natural deterioration, which involves physical performance degra-
dation. Therefore, the contractor will not want to bear the additional risks due to the 
extended defect liability period. However, the employer will demand that the defect 
liability period should be applied from the actual installation date, despite this natural 
deterioration. As a result, there is a possibility of a dispute.  

However, in case of physical deterioration, the manufacturer of the facility, who has 
the best expertise on the facility, could maintain the initial performance until the time 
of delivery if they perform additional technical management to maintain the initial per-
formance until the delayed delivery time. This cost is referred to as initial performance 
maintenance cost, in this study. If the delivery date of the equipment is delayed due to 
a suspension of work, the employer may have the contractor submit a plan for the initial 
performance maintenance cost and compare it with the actual expected cost of defects. 
If a contract term that allows the evaluation of economic efficiency in this way can be 
introduced, a rational adjustment of the defect liability could be made by an agreement 
between the parties.   

Therefore, the authors propose a contract adjustment method through the recognition 
of the initial performance maintenance cost as an alternative to the adjustment of the 
defect liability period due to a suspension of work.  

6 Conclusion 

This study was conducted to find an alternative solution to resolve the practical diffi-
culty involved in adjusting the defect liability period. Further, a method of recognizing 
the initial performance maintenance cost was proposed. An analysis of the contract 
terms outlined in FIDIC, which are broadly cited as an international standard, revealed 
that it allows adjustment of the defect liability period. However, a case analysis showed 
that such an adjustment is not easy in practice. As a solution to this issue, this study 
proposed a new contract adjustment method for defect liability, through the recognition 
of the initial performance maintenance cost.  

This study suggests a new concept for rational adjustment of defect liability in the 
event of variation in the construction period, and it is expected to provide a rational 
solution to the settlement of disputes due to delayed construction. In future studies, this 
new method must be concretized by additionally reflecting upon the opinions of prac-
titioners and related experts. 
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Abstract. A new algorithm, based on the Discrete Wavelet Transform
(DWT), for unsupervised anomaly detection in time series is introduced
in this paper. The approach is based on using maximum likelihood es-
timation (MLE) on the DWT of time series. On a diverse set of 158
time series, the algorithm is compared with three other state-of-the-art
anomaly detectors and it is shown to outperform the other approaches
on the test set. Thanks to the linear time complexity of the DWT, our
new algorithm is also computationally efficient.

Keywords: Time series, anomaly detection, wavelet transform, DWT,
maximum likelihood estimation

1 Introduction

Anomaly detection in time series is a key technology in many areas. Industries
have more and more devices (predictive maintenance for industry equipment,
sensors in the internet of things, or server technologies in cloud services of the
internet) which are collecting increasingly large streams of data. Research insti-
tutions (e.g. high energy physics or astronomy) are collecting vast amounts of
data. To cope with this data, it is of importance to have automated procedures
which separate the large amount of normal data from the anomalies, i.e. to have
fast and reliable anomaly detection.

An anomaly is however difficult to define. In its most general form it is
the absence of normality, but

”
normality“ depends largely on the context and

cannot be expressed in closed form. A further complication is that anomalies can
appear on quite different time scales: they can be spikes (short-time events) or
broader structures (long-term irregularities). Most anomaly detection algorithms
available today have their strength either in shorter or in longer time scales, but
not in both.

Wavelets are a well-established technique in signal processing which allow
to extract features in a self-similar fashion over a broad range of time scales
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(frequencies). This makes them ideally suited to detect anomalies on different
time scales where the time scale is a priori unknown.3

We present in this paper a new method for detecting anomalies based on
wavelet processing and maximum likelihood estimation (MLE). Section 2 ex-
plains our method, Sec. 3 describes the experimental setup. Sec. 4 shows results
and discusses them. Sec. 5 concludes.

1.1 Related Work

Despite the fact that wavelets are used for decades in signal processing and fea-
ture extraction, e. g. for classification of whole time series (machinery data) [12,13],
there is only very little work with wavelets being used for anomaly detection,
i. e. finding precise time intervals in time series containing anomalies: Kwon et
al. [5] use wavelet transforms for the detection of network anomalies in the case
of a possible attack by a malicious user. Kanarchos et al. [4] use wavelets in
conjunction with neural networks and Hilbert transforms. Their algorithm was
only tested on two time series which consisted of synthetic normal data and a
synthetic anomaly.

In this work we test our algorithm on two large anomaly benchmarks, one
being the well known Numenta Anomaly Benchmark (NAB, 58 time series, most
of them real-world) [7] and the other being a subset of the Yahoo’s S5 Webscope
benchmark [6] (A3, 100 synthetic time series). We compare our algorithm with
other state-of-the-art anomaly detectors: Numenta’s NuPic, based on Hierarchi-
cal Temporal Memory (HTM) [2], our previous algorithm SORAD [10] which is
specialized for short-time anomalies, and Twitter’s ADVec algorithm [11].

2 DWT-MLEAD Algorithm

In this section we introduce our new unsupervised DWT-MLEAD algorithm
which uses Discrete Wavelet Transform and Maximimum Likelihood Estimation
for Anomaly Detection in time series.

2.1 Wavelet Transforms

Wavelet transforms [8] allow to represent a time series signal in terms of waves
(the so called wavelets) with little local support. While (short-time) Fourier
transforms always have a trade-off between accuracy in the frequency domain
and accuracy in the time domain, wavelet transforms are used to retrieve ac-
curate time-localized frequency information. The wavelet transform of a time
series signal is composed with scaling and shifting functions. They take a mother
wavelet and stretch and shrink it (scaling), dilate it along the time axis (shift-
ing), and finally form the scalar product with the time series. Sampling wavelets

3 We note in passing that the visual or auditory system of higher vertebrates con-
tains information-processing structures similar to wavelets [3], thus underpinning
the importance of wavelets for natural computing.
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Fig. 1. Example of a decimating DWT using Haar Wavelets for a time series of the
NAB data. The original time series is depicted on scale 10. On the scales 5–9 the detail
coefficients of the DWT are shown. While we move towards lower scales, the number
of coefficients is halved in each step, with 32 coefficients left on scale 5.

in a discrete manner leads to the so called discrete wavelet transform (DWT),
which is commonly used in practice and has linear computational complexity.
In its current form, DWT-MLEAD performs a decimating DWT using Haar
wavelets on each time series. For this purpose, the R-package wavetresh [9] is
used. Since the package requires the time series to have a length equal to a power
of two, we currently artificially extend – where required – a time series of length
n to a length m = 2dlog2(n)e, by mirror copying the last segment of the original
time series into the extended area. However, we do not consider anomalies which
are detected at instances > n. DWT-MLEAD utilizes both the detail coefficients
dk,` and the approximation coefficients ck,`, computed by the DWT (lines 6–7 in
Algorithm 1), where ` addresses the level and k ∈ 1, . . . ,m the time index. The
lowest level ` = 0 contains only one coefficient. The highest level L = log2(m)
has no approximation coefficients but only detail coefficients dk,L which repre-
sent the original time series. In Fig. 1 the DWT of a time series from NAB is
illustrated.

2.2 Sliding Windows

In order to express temporal relationships, a simple and common approach in
many machine learning tasks involving time series is to employ sliding windows
of a certain size w (e.g. w = 10), which are used to generate fixed-sized input
vectors for a model. By stacking the transposed input vectors, we obtain a matrix
X with w columns which can be used to train a model. In the DWT-MLEAD

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 13



4

algorithm (Algorithm 1, lines 9–10), a window of size w` is slid over the detail
and approximation coefficients dk,` and ck,` at each DWT level ` ∈ {`′, . . . , L}
in order to generate the matrices D(`) and C(`). Subsequently, for each matrix
a multivariate Gaussian distribution is estimated, as described in the following.

2.3 Gaussian Distributions & Maximum Likelihood Estimation

In order to learn the usual patterns in the time series, DWT-MLEAD estimates
multivariate Gaussian distributions for the data generated by the sliding window
approach. A Gaussian distribution is fully parametrized by a mean vector µ and
a covariance matrix Σ. Assuming that an observed data sample was drawn from
a specified distribution (a Gaussian), the maximum likelihood estimation (MLE)
finds the parameters of this distribution such that these parameters maximize
the likelihood of observing the given sample. The function mle in Algorithm 2
does just this for a given matrix X, where X ∈ Rn×w, with n = m − w + 1
being the number of input vectors generated by sliding the window over the
time series, µ ∈ Rw is a w-dimensional vector, which indicates the center of
the distribution, and Σ ∈ Rw×w describes the covariances between individual
dimensions. In Algorithm 1, line 12, DWT-MLEAD estimates the distribution
parameters for each D(`) and C(`).

Subsequently, for every entry in D(`) and C(`) we compute the log-likelihood
vector p using the previously determined parameters of the Gaussian distribu-
tion. This is done in function logProbDensity of Algorithm 2.

2.4 Quantile Boundaries

In order to separate unusual from usual window patterns in D(`) and C(`), one
has to find a suitable boundary. The first method we use computes an empirical
ε-quantile zε (e.g. the first percentile) for the log-likelihood vector p. Another
approach we use to estimate the threshold zε involves a Monte Carlo method,
which samples from the estimated Gaussian distribution and determines the
(1− ε)-quantile for the Mahalanobis distances of the sample to the center of the
distribution. After computing zε in Algorithm 1, line 14, instances are flagged as
”unusual” in a binary vector a if their log-likelihood pi lies beneath zε (line 15).

2.5 Leaf Counters

For each instance in the original time series the DWT-MLEAD algorithm main-
tains a leaf counter hi. If an instance ck,` or dk,` on a certain level ` of the DWT
is flagged as unusual (has a flag ak = 1) then an event e – marked as a black
node in Fig. 2 – is passed down the DWT tree to all leaf nodes connected with
the e node. Each leaf node has a counter hi (blue rectangles in Fig. 2) which
counts all such events (Algorithm 1, line 16). After all events are processed, all
counters with a count hi < 2 are deleted (line 17).
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Fig. 2. Detecting anomalies with leaf counters. Along the vertical axis are the DWT
levels `, along the horizontal axis are the time indices k. The leftmost event e thus
comes from either an unusual c1,L−2 or d1,L−2. Each event increases the leaf counters
(blue rectangles) connected with the e node. Only counters with count ≥ 2 are shown.

2.6 Detecting the Anomalies

Once all the leaf counters are updated, DWT-MLEAD forms clusters Cj of all
leaf counters hi having a neighbor not more than dmax apart (Algorithm 1,
line 18). Specifically, a cluster Cj is here a set of counters, each counter carrying
its leaf position in the original time series and its event count. For each cluster
Cj a sum sj over all event counts is computed. In Fig. 2 for example, all counters
form one cluster with sum sj = 9. If a sum sj exceeds the predefined threshold
B, then the center of cluster Cj is labeled as anomaly event (line 23). The center
µ(Cj) of cluster Cj is the weighted center of mass of all leaf positions, where the
weights are the event counts.

3 Experimental Setup

3.1 The Benchmarks

The Numenta Anomaly Benchmark (NAB) [7] is a publicly available dataset
that consists of 58 time series with in total 365,558 data points – the shortest
series containing 1,127, the longest containing 22,695 and the average series
containing approx. 6,300 instances. The majority of the time series are real-
world data coming from application areas such as server monitoring, network
utilization, sensor readings from industry and social media statistics [7]; 11 time
series were generated artificially, from which 5 are anomaly-free. In total, over
all 58 time series, 115 anomalies were labelled, most of which were identified
manually. It has to be emphasized that the 58 time series are very diverse. The
second benchmark we will investigate is the A3 data from the Webscope S5
benchmark [6]. It consists of 100 synthetic time series, each of length 1500, with
in total 850 short-term anomalies. In our setup, the ground truth anomaly labels
are not provided to the anomaly detection algorithms, which have to learn to
separate anomalies from normal behavior in an unsupervised fashion.
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Algorithm 1 DWT-MLEAD, an anomaly detection algorithm using the Dis-
crete Wavelet Transform.
1: Define: `′ as starting level in DWT for analyzing the time series
2: ε for computation of quantiles (e.g., the 1st percentile)
3: dmax: maximum distance for same-cluster points
4: B: threshold for the counter sum in a cluster that triggers an anomaly
5: function mleAnomaly(y = (y1, y2, . . . , ym)) . m is a power of 2
6: Compute DWT of y for levels ` ∈ {`′, . . . , L}, with L = log2(m)
7: Get detail coefficients dk,` and approximation coefficients ck,` of DWT
8: Initialize a leaf counter hi = 0 for each yi, counting the events it receives
9: Set window sizes for each level: w` = max{2, `− `′ + 1}

10: ∀` ∈ {`′, . . . , L}: Build D(`), C(`) by sliding window of size w` over dk,`, ck,`
11: for all X ∈ {D(`),C(`) | ` = `′, . . . , L− 1} ∪D(L) do
12: (µ,Σ) = mle(X) . Defined in Algorithm 2
13: p = logProbDensity(X,µ,Σ) . Defined in Algorithm 2
14: Compute ε-quantile zε
15: a = predict(p, zε) . Defined in Algorithm 2
16: For all ai = 1: Trigger an event moving down the tree to any connected leaf

17: When all events are processed: Delete all event counters with count hi < 2
18: Form clusters Cj of leaf counters having a neighbor not more than dmax apart
19: S = {} . Set of detected anomalies
20: for all Cj do
21: sj = sum of counter values in Cj
22: if sj > B then
23: S = S ∪ {µ(Cj)} . Add center µ(Cj) of Cj to anomaly set

24: return S

Algorithm 2 Helper functions for Algorithm 1.

1: function mle(X)
2: µ = 1

n

∑n
i=1 xi . Vetor xi ∈ Rw is the ith row of matrix X ∈ Rn×w

3: Σ = 1
n−1

∑n
i=1 (xi − µ)(xi − µ)T

4: return (µ,Σ)

5:
6: function logProbDensity(X,µ,Σ)
7: p ∈ Rn . n is the number of rows in X
8: for each row xi of X do
9: pi = − 1

2
log det(2πΣ)− 1

2
(xi − µ)TΣ−1(xi − µ)

10: return p

11:
12: function predict(p, zε)
13: a: vector of same size as p
14: for all ai do

15: ai =

{
1, if pi < zε

0, otherwise
. Binary anomaly flag vector

16: return a
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3.2 Algorithms and their Settings

In the following, we compare DWT-MLEAD with three online anomaly detection
algorithms, namely SORAD, NuPic, and ADVec. Although we did not system-
atically tune the parameters of each algorithm, we empirically determined for
each algorithm and each dataset the best parameters from an informal search.

DWT-MLEAD Overall, three main parameters in Algorithm 1 have to be set,
which are fixed for the whole dataset: a threshold ε ∈ [0, 1] for the ε-quantiles,
which is varied to adjust the tradeoff between precision and recall, a parameter
B (threshold for counter sum), and a starting level `′. From Sec. 2.4, we use the
empirical quantiles for the NAB data and the Monte Carlo based quantiles for
the A3 data. We empirically determined the setting B = 3.5, `′ = 5 for the NAB
data and B = 1, `′ = 7 for the A3 data. The window size w` is set by Algorithm 1
in a level-dependent fashion. In its current form the DWT-MLEAD algorithm
operates offline on each time series, the remaining algorithms investigated in this
work are all online.

SORAD In this work we will also report results for a simple online regression
anomaly detection (SORAD) algorithm which we recently developed [10]. The
algorithm has several parameters which are set as follows for the experiments:
We set the forgetting factor of the algorithm to λ = 0.98, the anomaly threshold
ε will be varied over a larger range, and the window-size is set to w = 10 for the
A3 data and to w = 200 for the NAB data.

NuPic Numenta’s NuPic4 [2] requires a large number of parameters which
cannot be set easily. Although NuPic provides a swarming algorithm [1] that
optimizes the parameters, we found that the results for the swarmed parameter
search are not significantly different from those for a standard parameter setting,
which was also used for the reported results in [7]. Hence, we use the standard
parameter setting for all experiments. The only parameter which is adjusted by
us is an anomaly threshold that can be varied in the interval [0,1] and – similar
to ε in SORAD and DWT-MLEAD – trades off precision and recall.

ADVec Twitter’s ADVec Algorithm [11], which is available as open-source R
package AnomalyDetection from Github5 is the last algorithm which we will
review in this work. The algorithm requires three main parameters, which are as
follows: The first parameter α describes the level of statistical significance with
which to accept or reject anomalies. As in the other algorithms, this parame-
ter can be interpreted as an anomaly threshold. During our experiments, this
parameter will be varied over a large range of values. ADVec requires a second pa-
rameter, a period-length, which we fix to the value 40 – which has shown to give

4 https://github.com/numenta/nupic
5 http://github.com/twitter/AnomalyDetection
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the best results on the investigated data – entirely throughout this work. Finally,
we found that the setting of the parameter maxanoms is crucial for the perfor-
mance of ADVec, especially on the NAB dataset. This parameter determines the
maximum number of anomalies that the algorithm will detect as a percentage
of the data. We choose maxanoms = 1% for the A3 data and maxanoms = 0.1%
for the NAB data.

3.3 Algorithmic Performance Measures

Similar to typical classification tasks, for time series anomaly detection prob-
lems an algorithm has to classify each time series sample as either anoma-
lous (unusual) or as normal (usual). Commonly, correctly identified anomalies
and normal instances are considered as true-positives (TP) and true negatives
(TN), respectively. Misclassifications are accordingly referred to as false-positives
(FP) and false-negatives (FN). In these cases normal/usual instances are falsely
flagged as anomalous (FP) or the algorithm fails to detect real anomalies (FN).
Due to the typically large number of TN for anomaly detection tasks, we re-
nounce reporting this score. Based on the three remaining measures additional
metrics can be derived, which are useful for comparing the performance of algo-
rithms and will be used in later sections.

precision =
TP

TP + FP
, recall =

TP

TP + FN
(1)

Ideally, one attempts to maximize precision and recall (with a max. value of
one). However, since precision and recall are conflicting objectives in practice,
the F1 score – which takes both precision and recall into account – can be used
to assess an algorithm’s performance. The F1 score is defined as:

F1 = 2 · precision · recall

precision + recall
(2)

Since temporal anomalies can span over larger intervals, we use so-called anomaly
windows for the scoring process. For the NAB data the already specified anomaly
windows are used and for Yahoo’s Webscope S5 data we place windows of size
10 around the labeled anomalies. While each detection outside of an anomaly
window will be counted as a FP, multiple detections inside a window are only
counted as one TP. Conversely, no detection within an anomaly window will be
counted as one FN as well.

4 Results & Discussion

Table 1 summarizes the results for the four algorithms on the A3 and NAB data.
On the A3 data with short-term anomalies, DWT-MLEAD and SORAD both
clearly outperform the other algorithms NuPic and ADVec, achieving both, a
high precision and recall. NuPic and ADVec produce a large amount of FP and
at the same time miss most of the true short-term anomalies. For the NAB data
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Table 1. Results for various algorithms on the A3 and NAB dataset. Shown are the
sums of TP, FP, FN over all time series and the metrics precision, recall and F1, cf.
Eqs. (1)–(2), derived from these sums. All algorithms have their threshold chosen such
that F1 is maximized (in brackets: F1 for threshold such that FP ≈ FN).

Dataset Algorithm Threshold TP FP FN Precision Recall F1 Score

A3

DWT-MLEAD 0.015 806 8 44 0.99 0.95 0.97 (0.95)

NuPic 0.4 172 267 678 0.39 0.2 0.27 (0.26)

SORAD 10−4 810 22 40 0.97 0.95 0.96 (0.96)

ADVec 20 190 216 660 0.47 0.22 0.3 (0.26)

NAB

DWT-MLEAD 0.02 69 65 46 0.51 0.6 0.55 (0.55)

NuPic 0.55 76 113 39 0.4 0.66 0.5 (0.47)

SORAD 10−9 57 313 58 0.15 0.5 0.24 (0.21)

ADVec 100 66 164 49 0.29 0.57 0.38 (0.34)

Table 2. Computation times of the algorithms on datasets A3 and NAB. Shown is the
average and standard deviation from 20 runs each. The runs were performed on a PC
with an i7-3520M CPU and 8 GB of RAM.

Computation Time (s)

Dataset DWT-MLEAD SORAD NuPic ADVec

A3 13.6± 0.3 34.6± 0.1 810.9± 1.3 2.6± 0.2

NAB 12.2± 0.2 111.6± 0.2 1636.4± 2.7 5.8± 0.5

we observe rather different results: while DWT-MLEAD still outperforms the
remaining algorithms according to the overall F1 score, SORAD now performs
the worst according to all metrics. In particular, the precision is rather low for
SORAD, due to the large number of FP. NuPic delivers similar results as DWT-
MLEAD, with a slight advantage for DWT-MLEAD.

Two example time series from the NAB data with the detections of the
individual algorithms are shown in Fig. 3. In the first example it can be clearly
seen that SORAD produces many FP at the recurring spikes in the time series.
This is due to the fact that SORAD has no long-term memory so that such
recurring spikes appear to be anomalous. Only DWT-MLEAD and ADVec detect
both anomalies in both examples, although ADVec produces a few more false-
positives.

All algorithms examined in this work have a threshold which can be varied
in a certain range and which trades off FP and FN (as well as precision and
recall) to a certain extent. In Fig. 4 the precision is plotted against the recall
for different thresholds. For the A3 data the recorded points of DWT-MLEAD
and SORAD clearly dominate those of NuPic and ADVec. For the NAB data
the results are more diverse: while SORAD shows the worst performance of all
algorithms, DWT-MLEAD and NuPic show the best performance, with NuPic
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Fig. 3. Example time series taken from the NAB data with the anomalies detected
by the algorithms DWT-MLEAD, NuPic, ADVec, and SORAD. The red vertical bars
in the plot indicate the true anomaly windows. True-positives are indicated by green
colors while False-positives are colored red.

having a slightly higher precision in larger recall ranges (recall > 0.6) and DWT-
MLEAD in the lower recall ranges (recall < 0.6).

In Table 2, the computation times for the four algorithms on the A3 and NAB
data are shown (mean and standard deviation from 20 runs). Overall, ADVec
shows the best results regarding the computation time. On the A3 (NAB) data
DWT-MLEAD is faster by a factor of 2.5 (9) than SORAD and 60 (134) than
NuPic. However, we assume that an online implementation of DWT-MLEAD
might require some additional computation time.

4.1 Discussion

The wavelet transform allows to capture features of the time series on differ-
ent frequency levels. This is beneficial for detecting both long- and short-term
anomalies. It is thus not unexpected that DWT-MLEAD is the only algorithm in
our comparison which performs equally well on both benchmarks A3 and NAB.
The event pooling mechanism shown in Fig. 2 with a minimum event count of 2
in each leaf counter is effective in shielding against noise which may produce an
unusual event in just one frequency level. As expected, SORAD operates only
well on short-term anomalies, since it analyzes only a short-term window in the
original time series, which is too short for anomalies with a longer range.

The algorithm DWT-MLEAD in its current form has some limitations:

– We did so far only explore Haar wavelets and only modeled a multivariate
Gaussian distribution to the data. It may be that other wavelets or other
distributions would lead to better results.
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Fig. 4. Multiobjective plot for the NAB and A3 dataset. Precision and recall are com-
puted based on the results of all time series of the corresponding data set.

– It is offline, i. e. the anomaly detection is undertaken when the whole time
series is available. (It is still unsupervised since no information about prior
anomalies is given to the algorithm.) There is however no obstacle to turn
it into an semi-online algorithm on longer time series, where the whole algo-
rithm would be repeated after short time intervals (e. g. 100 or 200) on the
last 2m (e. g. 1024 or 2048) time steps of the time series.

– We assume a certain degree of stationarity for the algorithm to work. Trends
and change-points cannot be handled well in the offline form. Again, a semi-
online version could offer more flexibility in the sense that trends and change-
points can be learned by looking at the history of all 2m-windows.

– If a time series has long-term periodic structures, not all anomalies might be
detected correctly. This can happen if the frequency of the long-term periodic
structure is lower than the lowest wavelet level `′ considered in Algorithm 1.
In such cases it might help to extend the algorithm by a periodicity detector
and subtract such a periodicity prior to analysing the time series with DWT-
MLEAD.

5 Conclusion & Future Work

We have shown that the discrete wavelet transform (DWT) is beneficial for de-
tecting anomalies in time series on various time scales. Specifically, our new algo-
rithm DWT-MLEAD shows consistently good results on two larger benchmarks,
one containing short-term anomalies (A3) and the other containing long-term
anomalies (NAB). We tested this algorithm against three other state-of-the-art
anomaly detectors and found DWT in first place on both benchmarks. It is
remarkable that a single algorithmic principle works well over such a diverse
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set of time series. Due to the efficient implementation available for DWT, our
algorithm is computationally efficient (fast) as well.

5.1 Future Work

DWT-MLEAD works better than the other algorithms tested in this study, but
it is not perfect yet, especially not on the NAB benchmark. Future work in this
area should focus on improving the first layout of this algorithm, as outlined in
Sec. 4.1 (Discussion): other wavelets than Haar wavelets, other than multivari-
ate Gaussian distributions, a semi-online version of the algorithm, automated
algorithm parameter tuning, and a periodicity detector.
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Abstract. We study a time series model which can generally be de-
scribed as the additive combination of a multivariate, nonlinear deter-
ministic model with multiple univariate, covariance-stationary autore-
gressive (AR) processes whose white noise components follow indepen-
dent scaled t-distributions. These distributions allow for the stochastic
modeling of heavy tails or multiple outliers and provide the framework for
a partially adaptive, robust maximum likelihood (ML) estimation of the
deterministic model parameters, of the AR coefficients, of the scale pa-
rameters, and of the degrees of freedom of the underlying t-distributions.
To obtain the ML estimator, we derive a generalized expectation maxi-
mization (GEM) algorithm, which takes the form of linearized, iteratively
reweighted least squares. The performance of this estimator is evaluated
by means of a Monte Carlo simulation for the observations of a circle in
three dimensions, involving different noise models encountered typically
in the analysis of global navigation satellite system (GNSS) time series.

Keywords: multivariate time series, nonlinear regression model, AR
process, scaled t-distribution, partially adaptive estimation, robust pa-
rameter estimation, GEM algorithm, GNSS time series

1 Introduction

Robust estimation is important in many fields of application where the probabil-
ity density function (pdf) of the random deviations is expected to be heavy-tailed
(e.g., as a consequence of multiple outliers). [5] was an early exposition demon-
strating the use and usefulness of the scaled (Student) t-distribution in robust
maximum likelihood (ML) estimation for regression models. As already indicated
by [1], this kind of ML estimation can be expressed in a computationally conve-
nient form as iteratively reweighted least squares, where the weights are used to
rescale the variances of the random deviations according to their locations under
the pdf. It is possible with this approach to estimate the degree of freedom of
the underlying t-distribution, alongside the regression parameters and the scale
parameter, turning it into a so-called (partially) adaptive estimator.
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2 Robust Multivariate Time Series Analysis in Nonlinear Models

In a multivariate regression model, each observable is modeled as a random
vector which is explained by a vector-valued (possibly non-linear) deterministic
regression function and a vector of random deviations. [6] assumed a multivari-
ate t-distribution with unknown scale factor and unknown degree of freedom for
each vector of random deviations and investigated different forms of the expec-
tation maximization (EM) algorithm for the purpose of estimating the unknown
model parameters. It was shown earlier in [7] and [10] that the expectation
conditional maximization (ECM) and the expectation conditional maximization
either (ECME) variants can speed up the convergence of the EM algorithm
considerably. To handle models that do not allow for closed form solutions by
EM, the optimization principle of generalized expectation maximization (GEM)
was proposed by [1]. The idea is to approach the maximum expectation within
each EM step rather than trying to reach it fully. GEM algorithms employing
Newton-Raphson steps have been applied frequently [9]. A GEM algorithm can
in particular be used to handle non-linear regression models. In this situation,
an iteratively reweighted least squares algorithm with Gauss-Newton steps was
found to be a suitable form of GEM [14, 5].

Besides heavy tails, multivariateness and non-linearity, a further aspect that
complicates (partially adaptive) parameter estimation consists in the frequently
encountered autocorrelatedness of the random deviations. For instance, many
types of sensor data such as inertial sensor data, satellite gravity gradiometry
data and GNSS data give measurement results where the random deviations ex-
hibit pronounced colored noise characteristics (see, e.g., [17, 13, 16, 8]). Typically,
such datasets contain numerous outliers, so that robust estimation approach is
generally desirable. To deal with situation, the aforementioned partially adaptive
estimator for regression models based on the scaled t-distribution was extended
in [4] to include autoregressive (AR) random deviations, where the white noise
components of the AR process are independently and identically t-distributed.
A limitation of that method is however that the observables describe only a
univariate time series involving a linear regression model.

The purpose of this contribution is to extend the existing univariate, linear
model to a multivariate and nonlinear (differentiable) regression model. Con-
cerning the setup of the AR model, we currently limit ourselves to the case
where each time series component is associated with a univariate AR process of
individual order, independently of the AR processes of the other components.
We thus exclude the modeling of cross-correlations, a task which would require
the use of vector AR (VAR) processes and which is beyond the scope of the
present contribution. The paper is organized as follows.

First, the time series model is described in detail in Sect. 2, and the deriva-
tion of a corresponding GEM algorithm is outlined in Sect. 3. Here, it is shown
on the one hand how the scaled t-distributions are taken into account within
the E step. On the other hand, the linearization of the nonlinear deterministic
model is demonstrated in connection with the M step, which is broken up into
conditional maximization steps with respect to the different groups of estimated
model parameters. In Sect. 4, a time series model for GNSS observations of a
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Robust Multivariate Time Series Analysis in Nonlinear Models 3

circle in 3D is proposed, and the results of a Monte Carlo simulation as well as
real world application based on this observation model are discussed. These find-
ings are used to evaluate the performance of the implemented GEM algorithm
in this scenario.

2 The Observation Model

We consider q-dimensional observables Yt = [Y1,t · · ·YN,t]T measured at equidis-
tant time instances t = 1, . . . , n. The task is to approximate the corresponding
measurement results y1, . . . ,yn by a (vector-valued) nonlinear function ht(ξ) =
[h1,t(ξ) · · ·hN,t(ξ)]T of unknown parameters ξ = [ξ1, . . . , ξm]T . We model the
uncertainties of the measurement process by means of random deviations Et =
[E1,t · · ·EN,t]T between the observables and the functional model, so that the
observation equations take the form

Yt = ht(ξ) + Et (t = 1, . . . , n). (1)

Here, we assume that each of the N components of the random deviations is
subject to autocorrelations in the form of a covariance-stationary autoregressive
(AR) model

Ek,t = αk,1Ek,t−1 + . . .+αk,pkEk,t−pk +Uk,t (k = 1, . . . , N ; t = 1, . . . , n), (2)

in which the random variables Uk,1, . . ., Uk,n are, for every k = 1, . . . , N , inde-
pendently and identically t-distributed according to

Uk,t ∼ tνk(0, σ2
k) (k = 1, . . . , N ; t = 1, . . . , n). (3)

Thus, we allow each white noise series Uk,1, . . ., Uk,n to have an individual
fluctuation and tail behavior, as determined by the component-dependent scale
parameter σ2

k and degree of freedom νk. These quantities, alongside the AR
coefficients, are considered as additional unknowns to be estimated jointly with
the functional parameters ξ. The probability density function (pdf) of the scaled
t-distributed white noise components Uk,t is thus defined by

f(uk,t) =
Γ
(
νk+1

2

)√
νkπσ2

k Γ
(
νk
2

) [1 +

(
uk,t
σk

)2

/νk

]− νk+1

2

(4)

(where Γ represents the gamma function). The preceding assumption of stochas-
tic independence of the white noise components uk = [uk,1 · · ·uk,n]T for each
k = 1, . . . , N implies that their joint pdf is given by

f(uk) =
n∏
t=1

f(uk,t) =
n∏
t=1

Γ
(
νk+1

2

)√
νkπσ2

k Γ
(
νk
2

) [1 +

(
uk,t
σk

)2

/νk

]− νk+1

2

. (5)

We assume that no stochastic dependencies between the N white noise series
exist, so that the joint pdf of the white noise components throughout all series
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4 Robust Multivariate Time Series Analysis in Nonlinear Models

can be written in the factorized form f(u) = f(u1) · · · f(uN ). This implies also
that the N colored noise processes (2) can be treated separately. Note that we
generally allow these AR processes to have different orders p1, . . . , pN . Since we
intend to apply the preceding model to rather large time series (with n being
at least 100), we deal with the initialization problem of the AR processes in
a practical manner, by setting all quantities occurring at time instances t =
0,−1, . . . equal to 0. Moreover, we assume all AR processes to be invertible, so
that we can rewrite them in the form

Uk,t = Ek,t − αk,1Ek,t−1 − . . .− αk,pkEk,t−pk = αk(L)Ek,t, (6)

using the lag operator LjEt := Et−j and the lag polynomial αk(L) := 1−αk,1L−
. . .− αk,pkLpk . We can interpret the latter as a digital filter, which decorrelates
the colored noise series ek,1, . . . , ek,n (into the white noise series uk,1, . . . , uk,n).

A maximum likelihood estimation of the unknown model parameters ξ, α1,
. . ., αN , σ2

1 , . . . , σ
2
N and ν1, . . . , νN based on the pdf f(u) or its natural logarithm

logL(θ;y) = log f(u) = log [f(u1) · · · f(uN )] =
N∑
k=1

(
n log

[
Γ
(
νk+1

2

)√
νkπσ2

kΓ
(
νk
2

)]

−νk + 1

2

n∑
t=1

log

[
1 +

(
αk(L)(yk,t − hk,t(ξ))

σk

)2

/νk

])
(7)

and given measurement results y requires numerical optimization since a closed-
form expression of the estimator is unavailable. Following the ideas of [1] and
[5], we transform the preceding t-distribution observation model into an easier-
to-manage form by introducing latent variables

Wk,t | ξ, σ2
k,αk, νk ∼

χ2
νk

νk
= G

(νk
2
,
νk
2

)
(k = 1, . . . , N ; t = 1, . . . , n), (8)

where the gamma distribution is defined by the pdf

f(wk,t|θ) =

 ( νk2 )
νk/2

Γ( νk2 )
· (wk,t)νk/2−1 · e−νk/2·wk,t if wk,t > 0,

0 if wk,t ≤ 0
(9)

(using θ for convenience as the vector consisting of all the unknown model param-
eters). These variables are assumed to be stochastically independent within each
series, resulting in the factorization f(wk|θ) =

∏n
t=1 f(wk,t|θ). The idea is now

to define further stochastic properties of the white noise Uk = [Uk,1 · · ·Uk,n]T

and the latent variables Wk = [Wk,1 · · ·Wk,n]T in such a way that the Student
pdf (5) is obtained as the marginal distribution from the joint pdf f(uk,wk|θ)
(cf. [9]). This is achieved on the one hand by employing the conditional Gaussian

f(uk,t|wk,t,θ) =
1√

2π(σk/
√
wk,t)2

exp

{
−

u2k,t
2(σk/

√
wk,t)2

}
. (10)
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On the other hand, Uk,t is assumed to be independent of the white noise compo-
nents and latent variables occurring within the series k at the other time instants
1, . . . , t− 1, t+ 1, . . . , n and within the other series 1, . . . , k − 1, k + 1, . . . , N at
all time instances, conditional on the values wk,t and θ. This conditional inde-
pendence assumption allows us to apply for instance the simplification

f(uk,t|uk,1, wk,1 . . . , uk,t−1, wk,t−1, uk,t+1, wk,t+1, . . . , uk,n, wk,n, wk,t,θ)

= f(uk,t|wk,t,θ) (11)

in the derivation of the desired joint pdf (similarly to the proof in [2])

f(u,w|θ) =
n∏
t=1

f(u1,t, w1,t|θ) · · ·
n∏
t=1

f(uN,t, wN,t|θ)

=
n∏
t=1

f(w1,t|θ) f(u1,t|w1,t,θ) · · ·
n∏
t=1

f(wN,t|θ) f(uN,t|wN,t,θ).(12)

We define this be the likelihood function L(θ;y,w) of the extended observa-
tion model. Before proceeding with the corresponding ML estimation, we note
that the second factor in f(wk,t, uk,t|θ) = f(uk,t|θ) f(wk,t|uk,t|θ) defines the
conditional gamma distribution G(a, b) with parameters a = (νk + 1)/2 and
b = (νk + u2k,t/σ

2
k)/2, given the value uk,t (applying a proof in analogy to [3]).

3 The Generalized EM Algorithm

In view of (12), (9) and (10), the log-likelihood function takes the form

logL(θ;y,w) = const.− n

2

N∑
k=1

log(σ2
k) +

n

2

N∑
k=1

νk log
(νk

2

)
− n

N∑
k=1

log Γ
(νk

2

)
−

N∑
k=1

n∑
t=1

1

2

[
νk +

(
αk(L)(yk,t − hk(ξ)

σk

)2
]
wk,t +

N∑
k=1

n∑
t=1

1

2
(νk − 1) logwk,t.

(13)

To set up the generalized EM (GEM) algorithm, we define the Q-function as the
conditional expectation of the preceding log-likelihood function (treated now as
a random function), given measurement results y and trial parameter values

θ(i), in the sense of

Q(θ|θ(i)) = EW|y;θ(i) {logL (θ;y,W)} . (14)

3.1 The E Step

Recalling that the likelihood function was defined by (12), we condition directly

on the white noise outcome u and on θ(i) (which values give y through the

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 27



6 Robust Multivariate Time Series Analysis in Nonlinear Models

equations (1) and (2)). Then, (13) yields

Q(θ|θ(i)) = const.− n

2

N∑
k=1

log(σ2
k) +

n

2

N∑
k=1

νk log
(νk

2

)
− n

N∑
k=1

log Γ
(νk

2

)
−

N∑
k=1

n∑
t=1

1

2

[
νk +

(
αk(L)(yk,t − hk,t(ξ)

σk

)2
]
EW|u;θ(i){Wk,t}

+
N∑
k=1

n∑
t=1

1

2
(νk − 1)EW|u;θ(i){logWk,t}. (15)

Here, we observe in light of [2] that the two conditional expectations simplify to

EW|u;θ(i){Wk,t} = EWk,t|uk,t;θ(i){Wk,t},

EW|u;θ(i){logWk,t} = EWk,t|uk,t;θ(i){logWk,t}.

Since the latent variable Wk,t given the value uk,t follows the gamma distribution
G(a, b), the previous two expectations are, respectively, a/b and ψ(a) − log(b)
(where ψ is the digamma function), so that we obtain (cf. [3] for details)

w
(i)
k,t := EWk,t|uk,t;θ(i){Wk,t} =

ν
(i)
k + 1

ν
(i)
k +

(
α

(i)
k (L)(yk,t−hk,t(ξ(i))

σ(i)

)2 , (16)

EWk,t|uk,t;θ(i){logWk,t} = logw
(i)
k,t + ψ

(
ν
(i)
k + 1

2

)
− log

(
ν
(i)
k + 1

2

)
. (17)

Consequently, we may rewrite (15) as

Q(θ|θ(i)) = const.− n

2

N∑
k=1

log(σ2
k)−

N∑
k=1

1

2σ2
k

n∑
t=1

w
(i)
k,t [αk(L)(yk,t − hk,t(ξ))]

2

+
n

2

N∑
k=1

νk log νk − n
N∑
k=1

log Γ
(νk

2

)
+
n

2

N∑
k=1

νk

[
ψ

(
ν
(i)
k + 1

2

)
− log

(
ν
(i)
k + 1

)
+

1

n

n∑
t=1

(
logw

(i)
k,t − w

(i)
k,t

)]
. (18)

We see in light of (16) that the computation of initial weights requires initial
parameter values. In cases where these are not given, we choose unit weights

w
(0)
k,t = 1 for all k = 1, . . . , N and all t = 1, . . . , n for the subsequent M step.

3.2 The M Step

We break up the M step into four conditional maximization (CM) steps (see
[10]), one for each of the parameter groups, and substituting the most recent
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available estimates whenever needed. Since the regression function hk,t were
assumed to be nonlinear functions of ξ, it is linearized within the first CM-Step
with respect to that parameter group. Choosing for the Taylor point the estimate
ξ(i) of the preceding iteration step, we obtain for the partial derivative of the
Q-function with respect to ξj

0 =
∂

∂ξj
Q(θ|θ(i)) = −

N∑
k=1

1

2σ2
k

n∑
t=1

w
(i)
k,t

∂

∂ξj
[αk(L)(yk,t − hk,t(ξ))]

2

= −
N∑
k=1

1

2σ2
k

n∑
t=1

w
(i)
k,t

∂

∂ξj

[
αk(L)

(
yk,t −

[
hk,t(ξ

(i)) +
∂hk,t(ξ

(i))

∂ξ
(ξ − ξ(i))

])]2

= −
N∑
k=1

1

2σ2
k

n∑
t=1

w
(i)
k,t

∂

∂ξj

[
αk(L)

(
∆yk,t −A

(i)
k,t∆ξ

)]2
,

where ∆yk,t = yk,t − hk,t(ξ(i)), ∆ξ = ξ − ξ(i), and A
(i)
k,t =

∂hk,t(ξ
(i))

∂ξ . Denoting

in addition A
(i)
k,t,j =

∂hk,t(ξ
(i))

∂ξj
and forming also the diagonal matrix W(i) from

the values w
(i)
1 , . . ., w

(i)
n , we can derive the system of m equations

0 =
N∑
k=1

1

σ2
k


αk(L)A

(i)
k,1,1 · · · αk(L)A

(i)
k,n,1

...
...

αk(L)A
(i)
k,1,m · · · αk(L)A

(i)
k,n,m

W
(i)
k


αk(L)(∆yk,1 −A

(i)
k,1∆ξ)

...

αk(L)(∆yk,n −A
(i)
k,n∆ξ)

 .
Fixing now the values of the unknown scale parameters and AR coefficients by
taking the estimates from the preceding M step i, we can filter the reduced
observations and the Jacobi matrices (for every k = 1, . . . , N and every t =
1, . . . , n) according to

∆y
(i)

k,t := α
(i)
k (L)∆yk,t, A

(i)

k,t,j := α
(i)
k (L)Ak,t,j , A

(i)

k,t := α
(i)
k (L)Ak,t (19)

and restate the preceding normal equation system as

0 =
N∑
k=1

1

(σ2
k)(i)


A

(i)

k,1,1 · · · A
(i)

k,n,1
...

...

A
(i)

k,1,m · · · A
(i)

k,n,m

W
(i)
k

∆yk,1 −Ak,1∆ξ
...

∆yk,n −Ak,n∆ξ


=

N∑
k=1

1

(σ2
k)(i)

A
(i)

k W
(i)
k

(
∆yk −A

(i)

k ∆ξ
)
.

Consequently, the estimate of the update ∆ξ is given by

∆ξ(i+1) =

(
N∑
k=1

1

(σ2
k)(i)

(A
(i)

k )TW
(i)
k A

(i)

k

)−1 N∑
k=1

1

(σ2
k)(i)

(A
(i)

k )TW
(i)
k ∆y

(i)
.

(20)
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8 Robust Multivariate Time Series Analysis in Nonlinear Models

This update is added entirely or partially to the trial solution (in the sense of a
Gauss-Newton step with step size γ ∈ (0, 1]), resulting in

ξ(i+1) = ξ(i) + γ∆ξ(i+1). (21)

In the first iteration step, we would typically use unit weight matrices W
(0)
k = In,

neutral filters α
(0)
k (L) = 1 and identity scale factors (σ2

k)(i) = 1, corresponding to
the initial assumption of normally distributed, uncorrelated and homoskedastic
white noise components throughout all time series. For the subsequent CM step
with respect to the autoregressive coefficients, the colored noise residuals

e
(i+1)
k,t := yk,t − hk,t(ξ(i+1)) (k = 1, . . . , N ; t = 1, . . . , n). (22)

will play a central role. We assemble for this purpose the matrices

E
(i+1)
k :=


e
(i+1)
k,0 · · · e(i+1)

k,1−pk
...

...

e
(i+1)
k,n−1 · · · e

(i+1)
k,n−pk

 (k = 1, . . . , N), (23)

in which we substitute the initial values e
(i+1)
k,0 = . . . = e

(i+1)
k,1−pk = 0. Setting now

the first partial derivative of (18) with respect to the jth AR coefficient within
the Kth time series equal to zero, we have

0 =
∂

∂αK,j
Q(θ|θ(i)) = − ∂

∂αK,j

N∑
k=1

1

2σ2
k

n∑
t=1

w
(i)
k,t [αk(L)(yk,t − hk,t(ξ))]

2

= − 1

2σ2
K

n∑
t=1

w
(i)
K,t

∂

∂αK,j
[αK(L)eK,t]

2
.

Substituting for the unknowns ξ within the residual eK,t the already available

estimates ξ(i+1) (according to the principle of conditional maximization) and
collecting all j partial derivative with respect to the Kth time series in a sin-
gle equation system, we obtain then for every K = 1, . . . , N the iteratively
reweighted least squares scheme for the estimation of the AR coefficients αK

α
(i+1)
K =

(
(E

(i+1)
K )TW

(i)
K E

(i+1)
K

)−1
(E

(i+1)
K )TW

(i)
K e

(i+1)
K . (24)

Since we aim for covariance-stationary and invertible AR processes, it is nec-

essary to determine whether all roots of α
(i+1)
K (z) = 0 are located within the

unit circle. In case this is not true, we stabilize the preceding polynomial by
mirroring all roots with magnitude exceeding 1 into the unit circle (cf. [15]),
using MATLAB’s polystab routine. We see from (24) that the individual AR
processes can be determined independently, and we use them to filter the colored
noise residuals according to (6) through

u
(i+1)
k,t = α

(i+1)
k (L)e

(i+1)
k,t (k = 1, . . . , N ; t = 1, . . . , n) (25)
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in order to obtain the estimated white noise residuals. We are now in a position
to estimate within the third CM step each scale factor σ2

K via the N independent
conditions

0 =
∂

∂σ2
K

Q(θ|θ(i))

= −n
2

∂

∂σ2
K

log(σ2
K)− ∂

∂σ2
K

1

2σ2
K

n∑
t=1

w
(i)
K,t [αK(L)(yK,t − hK,t(ξ))]

2
,

in which we substitute the current estimates ξ(i+1) and α
(i+1)
K . Making use of

(25), we therefore arrive at the solutions

(σ2
K)(i+1) =

1

n

n∑
t=1

w
(i)
K,t

(
u
(i+1)
K,t

)2
=

(u
(i+1)
K )TW

(i)
K u

(i+1)
K

n
. (26)

It remains for us to compute the solutions for the degrees of freedom of the
t-distributions underlying the N time series. Instead of using the Q-function
for this purpose, we follow the recommendation of [7] and maximize the log-
likelihood function (7) with respect to these parameters (which turns the current
ECM algorithm into an ECME algorithm). Using the digamma function ψ, it
can be shown that

0 =
∂

∂νK
logL(θ;y) =

n

2
ψ

(
νK + 1

2

)
− n

2
ψ
(νK

2

)
+
n

2
(log νK + 1)

−1

2

n∑
t=1

log

[
νK +

(
αK(L)(yK,t − hK,t(ξ))

σK

)2
]

−1

2
(νK + 1)

n∑
t=1

[
νK +

(
αK(L)(yK,t − hK,t(ξ))

σK

)2
]−1

As with the previous three CM steps, we utilize the most up-to-date parameter
estimates, now for ξ, α1, . . ., αN , σ2

1 , . . ., σ2
N . Denoting furthermore the desired

solution by ν
(i+1)
K for every K = 1, . . . , N , where we define w

(i+1)
K,t in analogy to

(16), we can derive the N equations

0 = log ν
(i+1)
K + 1− ψ

(
ν
(i+1)
K

2

)
+ ψ

(
ν
(i+1)
K + 1

2

)
− log

(
ν
(i+1)
K + 1

)
+

1

n

n∑
t=1

(
logw

(i+1)
K,t − w

(i+1)
K,t

)
. (27)

Thus, the estimates ν
(i+1)
1 , . . ., ν

(i+1)
N constitute the zeros of these equations,

which are to be found numerically (using for instance MATLAB’s fzero rou-
tine). Note for normally distributed white noise components that these degrees
of freedom tend to infinity, in which case the function on the right-hand side
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10 Robust Multivariate Time Series Analysis in Nonlinear Models

of (27) does not change its sign. This numerical problem with the zero search
is circumvented by testing for the existence sign change over a sufficiently large
interval, say, over [10−8, 108]; if this does not happen, the estimated degree of
freedom should be set to a large value (say, to 10000). We stopped the reiteration
in case the maximum number of iteration steps (500) was reached or in case the
parameter values of the preceding step i did not change significantly within step
i + 1. We specified two thresholds with respect to largest maximum parameter
changes: 10−4 for the degrees of freedom, and 10−8 for all other parameters.

4 Monte Carlo (MC) Results and Real World Application

4.1 The Framework of the Simulation

We consider in this section a multivariate, non-linear regression model in terms
of a circle in N = 3 dimensions, having the following six parameters: two for the
orientation (azimuth angle Φ ∈ [−π, π] and zenith angle θ ∈ [0, π]) of its unit
normal vector, one for the radius (r), and three for the circle center (Cx, Cy, Cz)
(see pp. 24-27 in [11]). The observable 3D circle points are described byXt

Yt
Zt

 =

−r cos(Tt) sin(Φ) + r sin(Tt) cos(θ) cos(Φ) + Cx
r cos(Tt) cos(Φ) + r sin(Tt) cos(θ) sin(Φ) + Cy

−r sin(Tt) sin(θ) + Cz

+

E1,t

E2,t

E3,t

 (28)

with t = 1, . . . , n. In our current simulation study, n = 100, 000 time instances
in (28) are sampled equidistantly between T1 = 0 and Tn = 2π (corresponding
to the time interval [1, 10000] sec), and the circle parameters ξ were assumed to
take the true values: r = 0.487 m, Φ = 0 rad, θ = −π rad, Cx = −2487.211 m
Cy = −6053.041 m and Cz = −26.293 m. according to a realistic scenario
within the aforementioned application. Concerning the random deviations Et,
we generated three different kinds of time series: (1) a pure white noise process,
which may be viewed as an AR(0) process, (2) the AR(1) process

Ek,t = −0.9Ek,t−1 + Uk,t (k = 1, . . . , 3; t = 1, . . . , n), (29)

and (3) the ARMA(3,2) process (used for all k = 1, . . . , 3)

Ek,t = −0.73Ek,t−1 − 0.38Ek,t−2 + 0.14Ek,t−3 + Uk,t − 0.33Uk,t−1 − 0.35Uk,t−2.
(30)

These models were investigated in the extensive study [8] (see pp. 230) on the
stochastic modeling of GNSS data, where the white noise processes Uk,1, . . ., Uk,n
were assumed to be Gaussian. Besides generating the white noise components
Uk,1, . . ., Uk,n with the Gaussian sampling distributions

U1,t, U2,t
ind∼ N(0, 0.0012), U3,t

ind∼ N(0, 0.0022), (31)

we sampled also from the scaled t-distributions

U1,t, U2,t
ind∼ t2.5(0, 0.0012), U3,t

ind∼ t2(0, 0.0022) (32)
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and from the contaminated normal distributions

U1,t, U2,t
ind∼ 0.6 ·N(0, 0.0012) + 0.4 ·N(0, 0.0082) (33)

U3,t
ind∼ 0.6 ·N(0, 0.0022) + 0.4 ·N(0, 0.0082) (34)

to induce heavy tails or outliers. As the Z coordinates measured by GNSS are
known to have much larger random fluctuations than the other coordinate com-
ponents, the true variances in (31), true scale factors in (32) and true variances
of the first Gaussian mixture component of (33) – (34) were chosen differently for
the X/Y components (corresponding to k = 1/k = 2) and the Z component (as-
sociated with k = 3). Fluctuations due to systematic effects can also be expected
to be largest for the Z components, so that the degree of freedom with respect
to the variables U3,t in (32) is assumed to be less than for the components U1,t

and U2,t; thus, we assume the Student white noise in the Z coordinates (vertical
coordinates) to be more heavy-tailed than the noise in the other components.

We generated 1000 random samples for the multivariate white noise series
U1, . . ., Un from each of the distributions, from which we subsequently com-
puted the corresponding noise series E1, . . ., En and then via (28) the simulated
observation time series Y1, . . ., Yn. The proposed GEM algorithm was applied
to each of these observation samples in order to estimate the six circle parame-
ters, the coefficients of AR processes (having a suitable, identical order for each
coordinate component), and the scale factors as well as degrees of freedom of the
three underlying t-distributions. Note that neither the ARMA(3,2) model (30)
nor the contaminated normal distributions (33) – (34) constitute special cases
of the stochastic model (2) and (4) underlying the applied GEM algorithm.

4.2 Results of the Simulation and Real Data Application

Concerning the functional parameter ξ, the Table 1 gives the means of the esti-
mates of the first and third parameter (r̂ and θ̂), computed from the 1000 MC
runs. The approximation of the true parameter values by these means leads to
bias free estimates for the AR(0) and AR(1) model. Only an insignificant bias

in θ̂ in case of the ARMA(3,2) model can be detected.
To assess the goodness-of-fit of the AR models, a periodogram-based white

noise test (WNT) is applied within each MC run to each of the three decorrelation-
filtered residual series ûk,1, ûk,2 and ûk,3. The test statistic determines the max-
imum cumulated periodogram excess over a cumulated, theoretical white noise
periodogram (see [4] for detailed information concerning the computation of the
test value). The white noise hypothesis is rejected if this maximum excess is
larger than the critical value at a 95% significance level. More specifically, the
critical value of the test is determined individually for each sample size n and
each probability distribution in such a way that the acceptance rate, through-
out all MC runs with generated random deviations e1, e2 and e3 following the
AR(0)-white noise model, is identical with the desired significance level 0.95.
This critical value is then employed for the current sample size and probability
distribution to determine the acceptance rates with respect to the estimated
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12 Robust Multivariate Time Series Analysis in Nonlinear Models

AR(1) and ARMA(3,2) models. To approximate the ARMA(3,2) model in the
applied GEM algorithm we increased the order an AR-processes gradually un-
til the white noise test has been accepted. This results in appropriate model
order 30. The WNT results are given in Table 1. Generally, the WNT accep-
tance rates increase with the AR model and reach 95,0% for AR(0). Apparently,
the ARMA(3,2) models (approximated by an AR(30)) are estimated already
reasonably well for this large sample size.

The performance of the estimation of the scale factor σ with respect to the
tν(0, σ2)-distribution underlying the algorithm in Sect. 3 can be assessed only in
the two cases that the white noise sampling distribution is (32) or (31), because
the latter distributions are special cases of the family of scaled t-distributions.
For the AR(0) and AR(1) models the mean value of the MC estimates σ̂ coincides
with the true value 0.001 for X/Y and 0.002 for Z (see Table 1). In contrast, for
the ARMA(3,2) model the estimated scale factor is underestimated. In case of
sampling by means of the contaminated normal (CN), the estimated scale factor
can evidently not capture the effect of the two different variances in the data.

The evaluation of the algorithm’s performance in estimating the degree of
freedom of the underlying t-distribution is based on the mode of the MC esti-
mates ν̂. As for the scale factor, the sampling distributions (31 and 32) allow
for direct comparisons of the mode of the ν̂ with the corresponding true values
ν = 2/2/2.5 (with respect to X/Y/Z) and ν → ∞. The maximum value of an
estimated ν̂ is 10000 for numerical reasons, which we therefore take as a suffi-
cient approximation of ν →∞. Table 1 shows that the degree of freedom tends
to be overestimated for the ARMA(3,2) model.

Finally, the root mean square error (RMSE) measures the estimator’s ability
to predict the true observations. Since the predicted or adjusted observations are
a consequence of the estimation of all four groups parameter groups ξξξ, ααα, σ2 and
ν, the RMSE expresses the overall performance of the proposed GEM algorithm.
This error measure includes both the variance and the bias of the estimator, and
should therefore approach 0 for different AR models. The RMSE is computed
for each MC run, and the resulting mean value is given in the Table 1. It can be
seen that the mean of RMSE is substantially reduced with each increase in the
AR model orders and for all error models. Only in case of t-distributed errors
for the ARMA(3,2) model, one sample from the tail of the distribution occurred,
which lead to an extreme estimation result and therefore to an unusually high
RMSE value. To accommodate for this sampling effect we computed also the
median of the RMSE values, as a robust measure of goodness of fit. As could
be expected, the model reproductions based on the t- and the normal sampling
distributions are much superior to the contaminated normal.

We also applied the GEM algorithm to approximate a measured and prepro-
cessed 3D GNSS time series (see [12]) by the circle given in (28). One application
of this model serves the geo-referencing of terrestrial laser scanner data where
the 3D circle describes the circular, horizontal motion of two global navigation
satellite system (GNSS) antenna reference points. Dual frequency receivers with
individually and absolutely calibrated GNSS antennas were used. The origin of
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the coordinates lies in the nearby reference station with a baseline length of ap-
proximately 14 m. For further information on the measurement setup (see [12],
p. 69). A full rotation consists of 7609 points (acquired with a data rate of 1
Hz) with respect to one antenna. We employed an AR model of order 12 for
each time series component. Figure 1 shows the adjusted circle and the observed
3D points. Having obtained an estimated degree of freedom of 10,000 for each
component we conclude that given GNSS series are normally distributed.

Table 1. Estimation results based on 1000 MC runs from the generated Student (t),
normal (N) and contaminated normal (CN) error models according to (31) - (34). For
WNT acceptance rates, Mean(σ̂) and Mode(ν̂) results are listed one below the other
for the three time series components (X/Y/Z).

AR(0) AR(1) ARMA(3,2)

Error model t N CN t N CN t N CN

Mean(r̂) 0.4874 0.4874 0.4874 0.4874 0.4874 0.4874 0.4874 0.4874 0.4874

Mean(θ̂) -3.141593 -3.141592 -3.141585 -3.141592 -3.141592 -3.141589 -3.141593 -3.141592 -3.141573

WNT 0.95 0.95 0.95 0.962 0.972 0.955 0.999 1 1
0.95 0.95 0.95 0.962 0.972 0.955 0.999 1 1
0.95 0.95 0.95 0.962 0.972 0.955 0.999 1 1

Mean(σ̂) 0.0010 0.0010 0.0616 0.0010 0.0010 0.0616 0.0006 0.0005 0.0296
0.0010 0.0010 0.0616 0.0010 0.0010 0.0616 0.0006 0.0005 0.0296
0.0020 0.0020 0.0663 0.0020 0.0020 0.0663 0.0012 0.0010 0.0318

Mode(ν̂) 2.50 10000 10000 2.50 10000 10000 3.00 10000 10000
2.50 10000 10000 2.50 10000 10000 3.01 10000 10000
2.00 10000 10000 2.00 10000 10000 2.40 10000 10000

Mean(RMSE)
×10−6 8 6 271 4 3 142 7961 4 191

Median(RMSE)

×10−6 8 6 267 4 3 140 6 4 187

Fig. 1. 3D view of observed (black points) and adjusted circle (red line) for n = 7827
real three-dimensional GNSS measurements taken from [12], displayed in a North East
Up (NEU) coordinate system.
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14 Robust Multivariate Time Series Analysis in Nonlinear Models

5 Conclusions

To achieve an adaptive robust adjustment of a multivariate regression time series
with outlier-afflicted/heavy-tailed and autocorrelated errors, we described the
theory and implementation of a generalized expectation maximization algorithm.
Monte Carlo simulations based on different error sampling distributions showed
that the bias of the parameter estimates is insignificant when a sufficiently large
number of observations (here 100,000) is adjusted. The presented algorithm was
also tested in a real-data experiment using GNSS measurements.
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In Black-Scholes Model (BSM), the pricing of options is based on normality as-

sumption of asset returns. The crucial assumption underlying the BSM model is that 

the underlying asset return dynamics are captured by the normal distribution with con-

stant volatility. The option price is not a linear function of the underlying asset price, 

therefore when the portfolio contains options the pricing and modeling in risk manage-

ment is complicated. Modeling of variance is one of the frequently used method of 

measuring risk. The time varying variance models such as GARCH models have been 

used extensively in this regard because these models are capable of describing the un-

conditional non-normality of the data. In order to allow the skewness and kurtosis the 

normal distribution model can be modified using various mathematical expansions. The 

study of stock price models under the GARCH volatility is a new horizon in derivative 

investment instruments. Duan was the first to provide a solid theoretical foundation for 

GARCH option pricing. In the recent past a Black-Scholes model with GARCH vola-

tility was introduced. In this article we derive the kurtosis formula for underlying fi-

nancial time series using BS-Model with GARCH volatility for the case of in the money 

option. We present the kurtosis formula in terms of the model's parameters. Also we 

compare our computational results by using another measure of kurtosis for different 

values of volatilities. We compare performance of GARCH volatility models for un-

derlying financial time series data.  

 

1. Introduction 

    Fischer Black and Myron Scholes published an option valuation formula in their 

1973's article [3] that today is known as Black-Scholes model. The model has some 

restrictions for example; a constant risk frees interest rate 𝑟  and a constant volatility 𝜎 

which do not seem to be realistic. Trading option is risky due to the possibly high ran-

dom components such as volatility. The concept of non-constant volatility was intro-

duced by Bollerslev’s GARCH process [7]. Duan was the first to provide a solid theo-

retical foundation for GARCH option pricing [9]. Recently a Black-Scholes model with 

GARCH volatility has been introduced [11]. The volatility measures, the variation of 

price of financial instrument over time and implied volatility can be derived from the 

market price of a traded derivative. In financial literature researchers use GARCH mod-

els frequently in order to forecast the volatility of underlying stock market [10]. Sheraz 

and Preda studied the case of at the money options to compute the kurtosis in Black-

Scholes model with GARCH volatility [15]. Taylor series approximations have been 
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used extensively in option pricing. In Risk management particularly first and second 

order Taylor approximations are crucial. Taylor approximations have been also used in 

Black-Scholes option pricing formula [6,13]. 

In this article we consider Black-Scholes model with GARCH volatility [11]. In Sec-

tion 2 Black-Scholes option pricing model and GARCH framework have been dis-

cussed. In Section 3 we present our results of kurtosis formula for the case of in the 

money option (ITM) and kurtosis of formula of a nonlinear time series if volatility pro-

cess follows AGARCH-(0,1) model.  In section 4 we present empirical performance of 

standard GARCH and Exponential GARCH models. Section 5 concludes our results. 

 

2. Black-Scholes Model and GARCH Processes 

 

 Let (Ω, ℱ, 𝑃) be the probability space then price 𝑆 of an asset at time 𝑡 is a Geomet-

ric Brownian Motion (GBM). 

 

                                        𝑑𝑆𝑡 = 𝑟𝑆𝑡𝑑𝑡 + 𝜎𝑆𝑡𝑑𝑊𝑡                                              (2.1) 

where {𝑊𝑡} is a standard Brownian motion and 𝜎is the volatility. We know that ac-

cording to Black-Scholes option pricing model a European call option for a non-divi-

dend paying stock if Black-Scholes framework is given by 

                                                                                                                                                            

                                      𝐶𝐵𝑆𝑀 = 𝑆𝜙(𝑑1) − 𝐾𝑒
−𝑟𝜏𝜙(𝑑2)                                   (2.2) 

                                      

    where 𝑑1 =
𝑙𝑜𝑔(

𝑆

𝐾
)+(𝑟+

𝜎2

2
)𝜏

𝜎√𝜏
 , 𝑑2 =𝑑1 − 𝜎√𝜏  and 𝜙(. )  is a cumulative distribution 

function for standardized Normal random variable and 𝜏 = 𝑇 − 𝑡 and 𝑆 is a price of an 

asset,  𝐾is the strike price, 𝑟 is the interest rate and 𝑇 denotes the time to expiry. 

Definition 1 [3] If 𝑆  is the stock price, 𝑟 is risk free interest rate then 𝐶 is a Euro-

pean call option that, gives its holder the right, but not the obligation to buy the one unit 

of underlying asset for a predetermined price 𝐾 at the maturity date 𝑇. 

    When variance of the log of stock returns changes with time i.e. 𝜎 = 𝜃𝑡 then a 

Black-Scholes model with GARCH volatility for a financial time series let say 𝑦𝑡 , is 
given by [11]. 

 
                                       𝑑𝑆𝑡 = 𝑟𝑆𝑡𝑑𝑡 + 𝜃𝑡𝑆𝑡𝑑𝑊𝑡                                                  (2.3) 

                                     𝑦𝑡 = 𝑙𝑜𝑔 (
𝑆𝑡

𝑆𝑡−1
) − 𝐸 (𝑙𝑜𝑔 (

𝑆𝑡

𝑆𝑡−1
)) = 𝜃𝑡𝑍𝑡                    (2.4) 

   where {𝑊𝑡} is a standard Brownian motion and {𝜃𝑡} is a volatility process. The call 

option for the model is given by 

 

                          𝐶𝐵𝑆𝑀𝐺 = 𝑆𝐸𝜃𝑡(𝜙(𝑑1)) − 𝐾𝑒
−𝑟𝜏𝐸𝜃𝑡(𝜙(𝑑2))                           (2.5) 

    where 

                          𝑓(𝐸(𝜃𝑡
2)) = 𝜙(𝑑1) =

𝑙𝑜𝑔(
𝑆

𝐾
)+𝑟𝜏 + 

𝐸(𝜃𝑡
2)

2

√𝐸(𝜃𝑡
2)

                                     (2.6) 
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                         𝑔(𝐸(𝜃𝑡
2)) = 𝜙(𝑑2) =

𝑙𝑜𝑔(
𝑆

𝐾
)+𝑟𝜏 − 

𝐸(𝜃𝑡
2)

2

√𝐸(𝜃𝑡
2)

                                      (2.7)        

Definition 2 [7]  𝜃𝑡is a stationary GARCH process having mean 𝜇𝜃 and variance  𝜎𝜃
2 

and GARCH (p,q) process of Bollerslev (1986) is given by 

 

                    𝜃𝑡
2 = 𝜔 + ∑ 𝛼𝑖휀𝑡−𝑖 + ∑ 𝛽𝑗𝜃𝑡−𝑗

2𝑞
𝑗=1

𝑝
𝑖=1                                              (2.8) 

 

                    휀𝑡 = 𝜃𝑡𝑍𝑡 
 

    where, 𝑍𝑡 ∼ 𝑁(0, 𝜎𝜃
2) and 𝜔 > 0, 𝛼𝑖 ≥ 0, 𝛽𝑗 ≥ 0 . Option pricing based on 

GARCH models have been studied under the assumption that the innovations are stan-

dard normal (i.e. under normal GARCH).   

Theorem 1 [11]  For a twice differentiable functions 𝑓 and 𝑔 the call price (2.5) can 

be written as : 

𝐶𝐵𝑆𝑀𝐺 = 𝑆 (𝑓(𝐸(𝜃𝑡
2)) +

1

2
𝑓̈ (𝐸(𝜃𝑡

2)) (
1

3
𝑘(𝑦) − 1) 𝐸2(𝜃𝑡

2)) − 

                             𝐾𝑒−𝑟𝑇 (𝑔(𝐸(𝜃𝑡
2)) +

1

2
�̈� (𝐸(𝜃𝑡

2)) (
1

3
𝑘(𝑦) − 1)𝐸2(𝜃𝑡

2))         (2.9) 

 

where  𝑘(𝑦) =
𝐸(𝑦𝑡

4)

𝐸(𝑦𝑡
2)

  kurtosis of the observed log-returns 𝑦𝑡  and 𝑓̈ (𝐸(𝜃𝑡
2)), �̈� (𝐸(𝜃𝑡

2)) 

denote second order derivatives of 𝑓(𝐸(𝜃𝑡
2)) and 𝑔(𝐸(𝜃𝑡

2)) respectively therefore, 

 

𝑓̈ (𝐸(𝜃𝑡
2)) =

1

√2𝜋
𝑒{
 
 

 
 
−(2(𝑙𝑜𝑔(

𝑆
𝐾)+𝑟𝑇)+𝐸(𝜃𝑡

2))

2

8𝐸(𝜃𝑡
2)

}
 
 

 
 

. [
6(𝑙𝑜𝑔(

𝑆

𝐾
)+𝑟𝑇)−𝐸(𝜃𝑡

2)

8𝐸(𝜃𝑡
2)√𝐸(𝜃𝑡

2)

−

                           (
𝐸2(𝜃𝑡

2)−4(𝑙𝑜𝑔(
𝑆

𝐾
)+𝑟𝑇)

2

8(𝐸(𝜃𝑡
2))

2 )(
𝐸(𝜃𝑡

2)−2(𝑙𝑜𝑔(
𝑆

𝐾
)+𝑟𝑇)

4𝐸(𝜃𝑡
2)√𝐸(𝜃𝑡

2)

)]                                (2.10) 

�̈� (𝐸(𝜃𝑡
2)) =

1

√2𝜋
𝑒{
 
 

 
 
−(2(𝑙𝑜𝑔(

𝑆
𝐾)+𝑟𝑇)−𝐸(𝜃𝑡

2))

2

8𝐸(𝜃𝑡
2)

}
 
 

 
 

. [
6(𝑙𝑜𝑔(

𝑆

𝐾
)+𝑟𝑇)+𝐸(𝜃𝑡

2)

8𝐸2(𝜃𝑡
2)√𝐸(𝜃𝑡

2)

+

                              (
𝐸2(𝜃𝑡

2)−4(𝑙𝑜𝑔(
𝑆

𝐾
)+𝑟𝑇)

2

(𝐸(𝜃𝑡
2))

2 )(
𝐸(𝜃𝑡

2)+2(𝑙𝑜𝑔(
𝑆

𝐾
)+𝑟𝑇)

4𝐸(𝜃𝑡
2)√𝐸(𝜃𝑡

2)

)]                              (2.11) 

   Then for the case of ATM the value of the kurtosis in terms of the model’s parameters 

for Black-Scholes call option with GARCH volatility is given by 

                𝑘(𝑦) =

768(√
2𝜋

𝐸(𝜃𝑡
2)
.
𝐶𝐵𝑆𝑀𝐺

𝑆
−1)

(𝐸(𝜃𝑡
2)+4)(𝐸(𝜃𝑡

2)−8)
+ 3                                                               (2.12) 
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where 𝐶𝐵𝑆𝑀𝐺  is the value of call option for BS-model with GARCH volatility,𝑆 is 

the stock price and 𝜃𝑡 is the GARCH volatility. Consider different values of Call option 

𝐶𝐵𝑆𝑀𝐺   and different stock prices 𝑆 for BS-model with GARCH volatility proposed in 

Gong et al. (2010). We consider the kurtosis formula for different values of volatility.  

         

Volatility Call Price 
Kurtosis (k) 

Stock Price  
Classical 

0.3 25.33 19.473 400 

0.3 20.40 20.848 405 

0.3 15.58 22.162 410 

0.4 25.33 20.202 400 

0.4 20.40 21.382 405 

0.4 15.58 22.508 410 

 

 

3. Kurtosis Computations in Black-Scholes Model with GARCH Volatiltiy 

 

An option is called in the money (ITM) if the strike price K and the current spot price 

S of the underlying asset are different. In the following theorem we propose a formula 

to compute kurtosis when Black-Scholes model follows GARCH volatility.  

Theorem 2 For a twice differentiable functions 𝑓 and 𝑔 the call price (2.5) can be writ-

ten as : 

𝐶𝐵𝑆𝑀𝐺 = 𝑆(𝑓𝐸(𝜃𝑡
2)) − 𝐾𝑒−𝑟𝑇𝑔(𝐸(𝜃𝑡

2)) +
1

2
(
1

3
𝑘(𝑦) − 1) (𝑆𝑓̈ (𝐸(𝜃𝑡

2)) −

                 𝐾𝑒−𝑟𝑇�̈� (𝐸(𝜃𝑡
2))) 𝐸2(𝜃𝑡

2)                                                                                       (3.1) 

      Then for the case of ITM options the value of kurtosis is given by 

                              

       𝑘(𝑦) =
6(𝐶𝐵𝑆𝑀𝐺 −w𝐸(𝜃𝑡

2)−√2𝜋𝑣√𝐸(𝜃𝑡
2) − 2𝑢𝑣)

(𝑆�̈� (𝐸(𝜃𝑡
2))−𝐾𝑒−𝑟𝑇�̈� (𝐸(𝜃𝑡

2)))𝐸2(𝜃𝑡
2)

+ 3                                               (3.2)                         

  where ,  𝑢 = 𝑙𝑜𝑔 (
𝑆

𝐾
) + 𝑟𝑇 , 𝑣 = 𝑆 − 𝐾𝑒−𝑟𝑇  , 𝑤 = 𝑆 + 𝐾𝑒−𝑟𝑇                                                                   

Proof. Using the property, 𝑑1 − 𝑑2 = √𝐸(𝜃𝑡
2) and expansion  

 

𝜙(𝐸(𝜃𝑡
2)) ≅

1

2
+

1

√2𝜋
[𝐸(𝜃𝑡

2) −
𝐸3(𝜃𝑡

2)

6
+
𝐸5(𝜃𝑡

2)

40
− . . . ] 

we find 

 

    𝑆𝑓(𝐸(𝜃𝑡
2) − 𝐾𝑒−𝑟𝑇𝑔(𝐸(𝜃𝑡

2)) = 𝑆 (
1

2
+

𝑑1

√2𝜋
) − 𝐾𝑒−𝑟𝑇(

1

2
+

𝑑2

√2𝜋
) 

                                        =
𝑆−𝐾𝑒−𝑟𝑇

2
+

1

√2𝜋
(𝑆𝑑1 − 𝐾𝑒

−𝑟𝑇(𝑑1 − √𝐸(𝜃𝑡
2))) 
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               = (
1

2
+

𝑑1

√2𝜋
) (𝑆 − 𝐾𝑒−𝑟𝑇) +

𝐾𝑒−𝑟𝑇√𝐸(𝜃𝑡
2)

√2𝜋
 

          = (
1

2
+

log(
𝑆

𝐾
)+𝑟𝑇+

𝐸(𝜃𝑡
2)

2

√2𝜋√𝐸(𝜃𝑡
2)

)(𝑆 − 𝐾𝑒−𝑟𝑇) +
𝐾𝑒−𝑟𝑇√𝐸(𝜃𝑡

2)

√2𝜋
 

          =
(𝑆+𝐾𝑒−𝑟𝑇)𝐸(𝜃𝑡

2)+√2𝜋(𝑆−𝐾𝑒−𝑟𝑇)√𝐸(𝜃𝑡
2) +2(log(

𝑆

𝐾
)+𝑟𝑇)(𝑆−𝐾𝑒−𝑟𝑇)

2√2𝜋√𝐸(𝜃𝑡
2)

                         (3.3)                        

 Now equation (3.1) can be written as : 

 

             
1

3
𝑘(𝑦) − 1 =

2(𝐶𝐵𝑆𝑀𝐺−(𝑆𝑓(𝐸(𝜃𝑡
2)))−𝐾𝑒−𝑟𝑇𝑔(𝐸(𝜃𝑡

2)))

(𝑆�̈� (𝐸(𝜃𝑡
2))−𝐾𝑒−𝑟𝑇�̈� (𝐸(𝜃𝑡

2)))𝐸2(𝜃𝑡
2)

  

              

                     𝑘(𝑦) =
6(𝐶𝐵𝑆𝑀𝐺−(𝑆𝑓(𝐸(𝜃𝑡

2)))−𝐾𝑒−𝑟𝑇𝑔(𝐸(𝜃𝑡
2)))

(𝑆�̈� (𝐸(𝜃𝑡
2))−𝐾𝑒−𝑟𝑇�̈� (𝐸(𝜃𝑡

2)))𝐸2(𝜃𝑡
2)

+ 3  

Using equations (2.10), (2.11) and (3.3) we get equation (3.2).In example 3.1 we 

have considered data used in [11]. 

Example 3.1 Consider S= 425.33, K = 395, 𝐶𝐵𝑆𝑀𝐺= 31.33, T = 24, r = 0.00008 and 

volatility is 0.1 then we obtain 𝑘(𝑦)= 39.28. Similarly if S= 425.68, K= 430, 𝐶𝐵𝑆𝑀𝐺= 

0.15 T = 24, r = 0.00008 and volatility is 0.1 then we obtain 𝑘(𝑦)= 67. 

 

 3.1 Nonlinear Time Series and Kurtosis  

 

Nonlinear time series display features such as time-changing variance, asymmetric 

cycles, higher-moment structures, thresholds and breaks. Higher kurtosis indicates a 

peaked return distribution and a greater chance of extremely large deviations from the 

expected return. Recently, there has been growing development in the use of nonlinear 

volatility models in financial literature. Black-Scholes option pricing models has some 

contradictory assumptions, such as constant volatility and normally distributed log re-

turns. In many financial time series, empirical studies reveal some facts such as stock 

returns and foreign exchange rates that exhibit leptokurtosis and stochastic volatility.    

   A sequence of random variables {𝑦𝑡  } is called an RCA(1) time series if it satisfies 

the equation 

                              𝑦𝑡 = (𝜙 + 𝑏𝑡)𝑦𝑡−1 + 휀𝑡    , 𝑡 ∈ ℤ                                             (3.4) 

The two necessary and sufficient conditions for second order stationarity of {𝑦𝑡  } are 

as follows: 

i. (
𝑏𝑡
휀𝑡
)~((

0
0
) , (

𝜎𝑏
2 0

0 𝜎2
)) 

ii. 𝜙2 + 𝜎𝑏
2 < 1 

    The sequences {𝑏𝑡  } and {휀𝑡 } respectively, are the errors in the model. A full descrip-

tion of RCA models and others properties can be found in [1,15,]. Peiris et al [16 ] have 

studied a doubly stochastic model of the form given by 
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𝑦𝑡 = (𝜙 + 𝑏𝑡)𝑦𝑡−1 + 휀𝑡    , 𝑡 ∈ ℤ 

                                   𝑏𝑡+1 = 𝑎𝑏𝑡 + (1 + 𝑏𝑡)𝜐𝑡+1   , 𝑡 ∈ ℤ                                     (3.5) 

 The above model satisfies the following conditions.  

i. (
𝑏𝑡
휀𝑡
)~((

0
0
) , (

𝜎𝑏
2 0

0 𝜎2
)) 

ii. 1 − 𝑎2 − 𝜎𝜐
2 < 1 

iii. 1 − 𝑎2 − 2𝜎𝜐
2 − 𝜙2 + 𝜙2𝑎2 + 𝜙2𝜎𝜐

2 < 1 

 

The asymmetric GARCH (AGARCH) by Engle and Ng and various other nonlinear 

GARCH extensions have been proposed to capture asymmetric effects [8]. Consider 

the doubly stochastic volatility process (3.5) with AGARCH (I) – (0,1) errors of the 

following form [19]. 

                                          휀𝑡 = 𝜎𝑡𝑍𝑡  
                                         𝜎𝑡

2 =  𝜔 + 𝛼(휀𝑡−1 + 𝑟)
2                                             (3.6) 

We can find using equation (3.5) 

 

                                        𝐸(𝑦𝑡
2) =

(𝜔+𝛼𝑟2)(1−𝑎2− 𝜎𝑣
2)𝜎𝑧

2

(1−𝛼𝜎𝑧
2)(1−𝑎2−2𝜎𝑣

2−𝜙2+𝜙2𝑎2+𝜙2𝜎𝑣
2)
                        (3.7) 

 

                                       𝐸(𝑦𝑡
4) =

3𝜎𝑧
4𝐸(𝜎𝑡

4)+6𝜎𝑧
2(𝐸(𝑏𝑡

2)+𝜙2)𝐸(𝜎𝑡
2)𝐸(𝑦𝑡−1

2 )

(1−𝜙4−𝐸(𝑏𝑡
4)−6𝜙2 𝐸(𝑏𝑡

2)−4𝜙𝐸(𝑏𝑡
3))

                      (3.8) 

Then we can find the kurtosis of {𝑦𝑡  } is given by 

                                      𝑘(𝑦) =
𝐸(𝑦𝑡

4)

(𝐸(𝑦𝑡
2))

2                                                                (3.9) 

                     

= 
(3𝜎𝑧

4𝐸(𝜎𝑡
4)+6𝜎𝑧

2(𝐸(𝑏𝑡
2)+𝜙2)𝐸(𝜎𝑡

2)𝐸(𝑦𝑡−1
2 ))(((1−𝛼𝜎𝑧

2)(1−𝑎2−2𝜎𝑣
2−𝜙2+𝜙2𝑎2+𝜙2𝜎𝑣

2))
2
)

(1−𝜙4−𝐸(𝑏𝑡
4)−6𝜙2 𝐸(𝑏𝑡

2)−4𝜙𝐸(𝑏𝑡
3))(((𝜔+𝛼𝑟2)(1−𝑎2− 𝜎𝑣

2)𝜎𝑧
2)
2
)

                                                                            

 

4. GARCH Modeling and Volatility Forecast  

 

If 𝑆𝑡  is the the price of an asset and 𝑡 ∈ [0, 𝑇]  , 𝑅𝑡 denotes log-return then 

mathematically 𝑅𝑡 = 𝑙𝑜𝑔 (
𝑆𝑡

𝑆𝑡−1
)  and  generally in financial econometrics we write: 

 

                                  𝑅𝑡 = 𝜇 + 휀𝑡    , 휀𝑡/ℱ𝑡~𝑁(𝜇, 𝜎
2)                                         (4.1)                

The distribution of error term  휀𝑡 (residuals) is conditional on information set ℱ𝑡 and 

assumed to follow a standard Gaussain distribution with mean zero and variance 1. 

There are various conditional distributions used in GARCH models such as Student-t , 

generalized error distribution, skewed normal , skewed student-t , skewed generalized 

error distributions, Johnson reparametrized distribution, generalized hyperbolic distri-

bution and many others.   

The generalized hyperbolic distribution reveals the fact that the logarithm of the den-

sity function is of hyperbolic shape. On other hand the logarithmic values of the normal 

distribution are parabolic. The density of the is given by 
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    GHYP(𝑥; 𝜆, 𝛼, 𝛽, 𝛿, 𝜇) = 𝑎(𝜆, 𝛼, 𝛽, 𝛿)(𝛿2 + (𝑥 − 𝜇)2)
𝜆−

1
2

2                                  (4.2) 

                                        × 𝐾
𝜆−

1

2

(𝛼√𝛿2 + (𝑥 − 𝜇)2)𝑒(𝛽(𝑥−𝜇))  

where    𝜆, 𝜇 ∈ ℝ, 𝛿 > 0,0 ≤ |𝛽| < 𝛼  and, 𝑎(𝜆, 𝛼, 𝛽, 𝛿) =
(𝛼2−𝛽2)

𝜆/2

√2𝜋𝛼
𝜆−
1
2
𝛿𝜆𝐾𝜆(𝛿√𝛼

2−𝛽2)

  

 

The parameter 𝜆 can be used to define further classes of GHYP distribution, where 

𝛿 and  𝜇 are location and scale parameters respectively. 

For 𝜆 = 1 we get hyperbolic distribution, a special case of generalized hyperbolic dis-

tribution. In other word the parameter 𝜆 can be describes as a distribution class selec-

tion parameter. If we select 𝜆 = −
1

2
 we get the Normal inverse Gaussian distribution 

[5,17].The density function of NIG is given by 

             NIG(𝑥; 𝛼, 𝛽, 𝛿, 𝜇) =
𝛼𝛿

𝜋
𝑒
(𝛿√𝛼2−𝛽2+𝛽(𝑥−𝜇)) 𝐾1(𝛼√𝛿

2+(𝑥−𝜇)2)

√𝛿2+(𝑥−𝜇)2
                   (4.3) 

where 𝑥, 𝜇 ∈ ℝ, 0 ≤ 𝛿, 0 ≤ |𝛽| ≤ 𝛼.  There are various types of GARCH models 

which have been frequently used in the financial literature. We consider one useful type 

called exponential GARCH (EGARCH) to model time series of European Brent Crude 

Oil. Nelson (1991) introduced EGARCH model [14].  

                      𝑙𝑜𝑔𝜎𝑡
2 = 𝜔 + ∑ 𝛼𝑖𝑔(𝑧𝑡−𝑖) + ∑ 𝛽𝑗𝑙𝑜𝑔𝜎𝑡−𝑗

2𝑞
𝑗=1

𝑝
𝑖=1                           (4.4) 

                    𝑔(𝑧𝑡−𝑖) = 𝛾𝑧𝑡−𝑖 + 𝜆(|𝑧𝑡−𝑖| − 𝐸|𝑧𝑡−𝑖|)   
where 𝜔, 𝛼𝑖 , 𝛽𝑗𝛾, and 𝜆 are real parameters. The coefficient 𝛼𝑖 captures the sign ef-

fect and 𝜆 the size effect. We used R package Quandl to download the daily prices of 

crude oil for the period 2008-2015.  In Table 1 we present the descriptive statistics for 

the daily returns of our selected oil prices. 

 

Table 1 Descriptive statistics for daily returns  

Data Min Max Mean Var SD Skew Kurt 

2008-2015 16.832 18.129 -0.029 4.498 2.120 0.028 8.576 

 

Model selection is always a crucial problem in any empirical study. The maximum 

value of likelihood functions (LH) could simply compare the two models when num-

bers of parameters are same, but for different number of parameters we can use Akaike 

Information Criterion (AIC for “n” number of parameters of model “m” with N obser-

vations. We want to estimate 𝜔, 𝛼, 𝛽, 𝛾  from the daily returns series. We fit the model 

to the data and investigate the output. It is evident that estimates of 𝜔, 𝛼, 𝛽, 𝛾  are all 

highly significant. The Jarque–Bera test suggest that the null hypothesis of joint zero 

skew and zero kurtosis is easily rejected. We also observe from the Box–Ljung test that 

the null hypothesis of independence of residuals is easily accepted. 
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Figure 1 Histogram and Time Series Plot 

 

 
 

Table 2 Parameter Estimates of GARCH and EGARCH Models 

Model Dist     𝛾 

GARCH GHYP -0.0447 0.0094 0.0452 0.9529  

GARCH NIG -0.0458 0.0094 0.0446 0.9535  

EGARCH GHYP -0.130 0.0030 -0.060 0.997 0.085 

EGARCH NIG -0.131 0.0032 -0.061 0.997 0.083 

 

For the returns from 2008-2015 EGARCH with Normal Inverse Gaussian Distribu-

tion (NIG) is the best fitted model based on AIC value. In Table 4 series and sigma 

forecast of underlying data series is given. 

 

Table 3 Model Selection  

Data Model  Distribution AIC 

2008-2015 GARCH GHYP 3.8860 

GARCH NIG 3.8861 

EGARCH GHYP 3.8748 

EGARCH NIG 3.8738 

 

Table 4 Series and Sigma Forecast EGARCH with Nig Distribution 

Forecast T+1 T+2 T+3 T+4 T+5 

Series  -0.0485 0.0626 0.0225 0.0370 0.0317 

Sigma 1.8489 1.8517 1.8545 1.8572 1.8599 

 

5. Conclusions  

 

    Kurtosis describes the shape of the probability distribution curve. Positive excess 

kurtosis indicates that distribution has fatter tails than a normal distribution. In practice, 

return distributions for stocks and most other assets are not symmetric therefore high 

(low) value of kurtosis shows large(small) deviations from the expected returns. The 
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proposed kurtosis formula contains the parameters of BS models with GARCH volatil-

ity. An extension of GARCH models that is AGARCH-(0,1) has been discussed to ob-

tain kurtosis formula of underlying financial time series. Empirical study results show 

that kurtosis value is greater than 3 which strongly affirms the non-Gaussian, return 

distribution. 
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Abstract. In this paper, the e�ect of additive outliers is considered in
the estimation of the covariance and correlation matrix functions of a
multivariate stationary process. Robust estimators of these matrices are
presented to mitigate the e�ect of outliers. Some Monte Carlo simulations
are carried out to empirically clarify the impact of additive outliers in
the standard estimators and to assess the robustness of the proposed
estimators. As an illustration, the proposed estimation method is applied
to �t a vector autoregressive model to a real data set.

Keywords: Multivariate Time Series; Covariance Matrix; Outliers; Ro-
bust Estimation.

1 Introduction

The estimation of the covariance and correlation matrix functions is an impor-
tant step in the identi�cation and estimation of a multivariate time series model,
e.g., for parameter estimation using the Yule-Walker equations. It is well known
that outliers in time series a�ect the correlation structure of the data which
may lead to erroneous estimators [1]. How to mitigate this phenomenon is still
a challenging problem.

Robust estimation theory has been extensively studied in the statistical com-
munity since the 1970s following the seminal works of Huber and Maronna [2,
3]. Several e�orts have been done by the time series community to weaken the
impact of atypical observations. A concise review of the fundamentals can be
found in [4].

In the univariate context, [5] proposed highly robust estimators of the auto-
covariance (ACOVF) and autocorrelation functions (ACF). The estimators use
the so-called Qn(.) estimator proposed in [6] which has an appealing feature
such as being location-free, a high breakdown point (50%) and a bounded in�u-
ence function. The robustness and e�ciency properties of the estimators have
also been investigated through analysis of numerical experiments and real data
analysis for univariate time series. For further details on these theoretical and
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numerical studies, see [7]. For the multivariate context, highly robust estimation
of the covariance and correlation matrices for time independent data sets are
proposed in [8]. The case for time correlated data is the primary motivation of
this work.

In this paper, we extend to a multivariate stationary time series the robust
estimator of the autocovariance and the autocorrelation functions of a univariate
stationary time series proposed by [5, 8]. We compare the proposed estimator to
the sample estimator by means of temporal breakdown point and through Monte
Carlo experiments.

This paper is organized as follows. In Section 2, the e�ect of additive outliers
in the covariance and correlation matrix functions of a multivariate time series
is shown, and the robust estimators of the covariance and correlation matrix
functions are proposed. Section 3 presents some Monte Carlo experiments. A
real data example is considered in Section 4 and some concluding remarks are
provided in Section 5.

2 Robust estimation of covariance and correlation matrix

functions

2.1 Linear Time Series

Let Xt = [X1,t, X2,t, . . . , Xk,t]
′, t ∈ Z be a k-dimensional linear vector process

de�ned by
Xt = µ+

∑∞
j=0 Ψ jεt−j , (1)

where µ = [µ1, . . . , µk]
′ is the mean vector of {Xt}, Ψ0 is the identity k×k ma-

trix, Ψ j , j = 1, . . . ,∞ are k×k matrices of coe�cients satisfying
∑∞
j=0 ‖Ψ j‖2 <

∞, where ‖A‖ is the matrix norm of matrix A de�ned by ‖A‖2 = Tr(A′A). The
process εt = [ε1,t, . . . , εk,t]

′ is a zero-mean vector white noise, i.e., E(εt) = 0 and
Cov(εt, εt+h) = Σε 1{h=0}. Thus, although the elements of εj at di�erent times
are uncorrelated, they may be contemporaneously correlated. It results from (1)
that

γX(h) = Cov(Xt,Xt+h) =
∑∞
j=0 Ψ jΣεΨ

′
j+h, h ≥ 0. (2)

The lag-h correlation matrix function of {Xt} is de�ned by

ρX(h) =D−1/2γX(h)D−1/2, (3)

where D = diag[γX11(0), . . . , γ
X
kk(0)]. The (i, j)th element of ρX(h) is

ρXij (h) =
Cov(Xi,t, Xj,(t+h))√
Var(Xi,t)Var(Xj,t)

=
γXij (h)√

γXii (0)γ
X
jj (0)

. (4)

We denote by γ̂X(h) and ρ̂X(h) the sample estimates of γX(h) and ρX(h),
respectively, i.e., the estimate obtained by replacing the unknown covariances in
(3) by their sample estimates.
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A parametric class of linear time series satisfying (1) is the vector autoregres-
sive moving average (VARMA) model of orders (p, q) de�ned by the di�erence
equation

Φ(B)(Xt − µ) = Θ(B)εt, (5)

where B is the backward shift operator (BXt =Xt−1), Φ(B) = I −
∑p
i=1ΦiB

i

and Θ(B) = I +
∑q
i=1ΘiB

i where Φi and Θi are k × k matrices, and {εt} is
a zero-mean vector white noise process. When the polynomials Φ(z) and Θ(z)
satisfy det(Φ(z)) 6= 0 and det(Θ(z)) 6= 0 for all z ∈ C such that |z| ≤ 1, (5)
has a unique stationary causal and invertible solution and the matrices Ψ j are
determined uniquely by Ψ(z) =

∑∞
j=0 Ψ jz

j = Φ−1(z)Θ(z) for |z| ≤ 1.

2.2 Impact of additive outliers in multivariate time series

Outliers can a�ect the dependence structure of a multivariate time series. In
this section, some results related to the e�ects of outliers on the covariance
and correlation structures of a correlated process are derived. We suppose that
the observed process {Zt} results from the contamination of {Xt} by additive
random outliers, i.e.,

Zt =Xt +Ωδt, (6)

where Ω = diag[ω1, ..., ωk] and ωi, i = 1, ..., k, is the magnitude of the outliers
which a�ects {Xi,t}, δt = [δ1,t, ..., δk,t]

′ is a random vector indicating the occur-
rence of an outlier at time t. We assume that {Xt} and {δt} are uncorrelated
processes and that P(δi,t = −1) = P(δi,t = 1) = pi/2, P(δi,t = 0) = 1 − pi for
i = 1, . . . , k where 0 ≤ pi < 1. Then E(δi,t) = 0 and Var(δi,t) = pi. We assume
also that Cov(δt, δt) = Σδ = diag[p1, ..., pk] and that Cov(δt, δt+h) = 0 when
h 6= 0.

It follows from (6) that E(Zt) = E(Xt), γ
Z(0) = γX(0) + ΩΣδΩ

′ and
γZ(h) = γX(h) when h 6= 0. Therefore

ρZij(h) =


γX
ij (h)√

(γX
ii (0)+piω

2
i )(γ

X
jj (0)+pjω

2
j )
, h 6= 0,

γX
ij (0)+piω

2
i 1{i=j}√

(γX
ii (0)+piω

2
i )(γ

X
jj (0)+pjω

2
j )
, h = 0.

(7)

We observe that ρZij(h) → 0 as |ωi| → ∞ or |ωj | → ∞ when h 6= 0, these con-
clusions are deeper analyzed in Proposition 1. The works of [9] and [10] discuss
this problem in univariate time series with short and long memory properties.

Proposition 1. Suppose that Z1,t,Z2,t, . . . ,Zn,t is a set of k-dimensional time

series observations satisfying (6) and m is the total number of additive outliers

a�ecting these observations. Let ρ̂Zij(h) = γ̂Zij (h)/(
√
γ̂Zii (0)γ̂

Z
jj(0)), for all i, j =

1, . . . , k.

a. Assume that m = 1, say only one outlier occurring at {Zi,t} for a given pair

(i, t). Then, for any j = 1, . . . , k and h 6= 0, we have

lim
n→∞

plim
ωi→∞

ρ̂Zij(h) = 0.
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b. Assume that m = 2, say only two outliers occurring at {Zi,t} and {Zj,t∗},
where when t = t∗, necessarily i 6= j, and when t 6= t∗, we may have i = j
or i 6= j. Then, for any h 6= 0, we have

lim
n→∞

plim
ωi→∞
and/or
ωj→∞

ρ̂Zij(h) = 0.

The proof of Proposition 1 follows the same lines as in [9, 10] and is not
presented here to save space. Proposition 1 shows that the presence of additive
outliers in the process leads to a decreasing of the correlation which is due to the
increasing of the variability. This phenomenon is observed as long as one series
contains at least one outlier.

2.3 Robust estimation of the covariance and correlation matrix

functions

Let X1, . . . , Xn be independent and identically distributed univariate random
variables with �nite variance, and let X = (X1, . . . , Xn)

′. The Qn(.) estimator
of the standard deviation of X1 is the kth order statistic de�ned by

Qn(X) = c {|Xi −Xj |; i < j}{k}, i, j = 1, .., n, (8)

where c is a constant to guarantee consistency (c = 2.2191 when X1 is Gaussian),
k = b(

(
n
2

)
+2)/4c+1 and bxc is the largest integer smaller than x. The asymptotic

breakdown point of Qn(X) is 50%, see [6].
For any univariate second order random variables X and Y , we have

Cov(X,Y ) =
αβ

4

(
Var(X/α+ Y/β)−Var(X/α− Y/β)

)
, (9)

for any α, β ∈ R.
Now, let {Xt}, t ∈ Z, be a univariate stationary time series with �nite vari-

ance. Taking α = β in (9) and replacing Var(.) by Q2
n(.), [5] proposed the

following highly robust estimate of the autocovariance function of {Xt},

γ̂Qn
(h) =

1

4

(
Q2
n−h(U + V )−Q2

n−h(U − V )
)
, (10)

where U = (X1, . . . , Xn−h)
′ and V = (Xh+1, . . . , Xn)

′. The autocorrelation
function of {Xt} can be estimated by

ρ̂Qn
(h) =

Q2
n−h(U + V )−Q2

n−h(U − V )

Q2
n−h(U + V ) +Q2

n−h(U − V )
. (11)

The consistency and asymptotic normality of γ̂Qn
(h) and ρ̂Qn

(h) are studied in
[7] and [11] when {Xt} is a short and a long memory process.

In this work, we extend to multivariate time series the estimators (10) and
(11). Let {Xt} be a k-dimensional stationary vector process with �nite variance,
we robustly estimate γX(h) by
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γ̂Qn
(h) = [γ̂

(Xi,t,Xj,t)
Qn−h

(h)]ki,j=1 (12)

where,

γ̂
(Xi,t,Xj,t)
Qn−h

(h) =
αβ

4

(
Q2
n−h

(
U

α
+
V

β

)
−Q2

n−h

(
U

α
− V
β

))
, (13)

U = (Xi,1 . . . , Xi,n−h)
′, V = (Xj,h+1, . . . , Xj,n)

′, α = Qn(Xi,t) and β = Qn(Xj,t).
The correlation matrix function of {Xt} can be estimated by

ρ̂Qn
(h) = [ρ̂

(Xi,t,Xj,t)
Qn−h

]ki,j=1 (14)

ρ̂
(Xi,t,Xj,t)
Qn−h

=
Q2
n−h

(
U
α + V

β

)
−Q2

n−h

(
U
α −

V
β

)
Q2
n−h

(
U
α + V

β

)
+Q2

n−h

(
U
α −

V
β

) , (15)

where U , V , α and β are de�ned in (13).

2.4 Temporal breakdown point

The breakdown point of an estimator is the largest proportion of data that
may be considered as outliers, and the estimator still gives relevant information
about the distribution of the uncontaminated data, see [3]. Contrarily to the
case of non-correlated data, the position of atypical observations in a correlated
time series leads to di�erent perturbations patterns. Therefore, the concept of
breakdown point of an estimator was extended to the time series context by [5]
to accommodate the time location of the outliers.

It is known that the sample autocovariance function has a sample breakdown
point of zero and its temporal breakdown point is also zero for any lag. As pointed
by [5], (10) and (11) have temporal breakdown point of 25%. Now, consider the
construction of U and V from {Xt}, as in (13). One may see that the worst
scenario happens when both series {Xi,t} and {Xj,t} contain outliers spaced
by h observations, for a given lag h ≥ 1. In this scenario, the highly robust
estimator of the covariance and correlation matrix functions given by (13) and
(15), respectively, have a temporal breakdown point of 25%. That is, as long as
the combined number of outliers presented in {Xi,t} and {Xj,t} is not superior
to 25%, the proposed estimators still provide reliable estimates of the correlation
or covariance matrix. To verify this, note the construction of U and V, where
pairs composed by {Xi,t} and {Xj,t} are made. Each pair can be seen as one
observation, thus leading to (13) and (15), sharing the same robust properties
of (10) and (11). This property will be empirically investigated in Section 3.

3 Empirical results

This section reports the results of several Monte Carlo experiments to empir-
ically analyze the impact of additive outliers on the autocorrelation function.
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The computational experiments were performed using the R programming lan-
guage and estimators that we propose are available in the tsqn package on �The
Comprehensive R Archive Network (CRAN-R)�.

The process {Xt} is generated as in (5) where k = 3, (p, q) = (1, 0), µ = 0,

Φ1 =

0.6 0.3 0.0
0.1 0.2 0.0
0.1 0.8 0.4

 , (16)

and {εt} is a zero-mean Gaussian white noise process with covariance matrix

Σε =

1.00 0.70 0.70
0.70 1.00 0.95
0.70 0.95 1.00

 . (17)

The contaminated process {Zt} is simulated according to (6) where ωi =
4
√

Var(Xi,t) and pi, i = 1, 2, 3 are given in the plots and tables. The sample size

n is 500 and each experiment is repeated 1000 times. The sample estimate ρ̂Z(h)
is de�ned in the same manner as ρ̂X(h) and ρ̂ZQn

(h) is obtained by (14) where

{Xt} is replaced by {Zt}. The means of ρ̂X(h), ρ̂XQn
(h), ρ̂Z(h) and ρ̂ZQn

(h) are
computed over the 1000 replications for each lag h, 0 ≤ h ≤ 7.

Figure 1 displays the true value ρX11(h) and the estimates ρ̂X11(h), ρ̂
X1,t

Qn−h
(h),

ρ̂Z11(h) and ρ̂
Z1,t

Qn−h
(h). Figure 2 plots the true value ρX12(h) and the estimates

ρ̂X12(h), ρ̂
(X1,t,X2,t)
Qn−h

(h), ρ̂Z12(h) and ρ̂
(Z1,t,Z2,t)
Qn−h

(h). For the other components of

{Xt} and {Zt}, we obtain similar �gures. In both �gures, the e�ects of additive
outliers appears by comparing the true correlation to the sample estimates ρ̂Z(h)
obtained in the contaminated case. Indeed, the values ρ̂Z11(h) and ρ̂

Z
12(h) are much

smaller than ρX11(h) and ρ
X
12(h), respectively. These graphical results empirically

con�rms Proposition 1, and are also in accord with the discussion in [7, 10] for the
univariate context. In addition, we observe on both �gures that the sample and
the robust estimators have similar behaviors in the absence of contamination.
Thus, in a practical situation, when the practitioner is uncertain of the presence
outliers, (13) and (15) are still reasonable choices. When there are outliers in all
components of the vector time series, i.e., pi 6= 0 for all i, the sample estimator
is clearly a�ected by additive outliers while the robust estimator is not much
a�ected when the percentage of contamination is 5%. Therefore (13) and (15)
are good alternatives when outliers are present in the data.

In Table 1, we present the root mean squared errors (RMSE) of ρ̂X11(h),

ρ̂
X1,t

Qn−h
(h), ρ̂Z11(h) and ρ̂

Z1,t

Qn−h
(h). Table 2, gives the RMSE of ρ̂X12(h), ρ̂

(X1,t,X2,t)
Qn−h

(h),

ρ̂Z12(h) and ρ̂
(Z1,t,Z2,t)
Qn−h

(h). From both tables, we observe that the sample and the
robust estimators have RMSE close to the each other in the absence of contam-
ination while the RMSE of the sample estimate is much larger than the RMSE
of the robust estimator when the percentage of contamination is 5%. Moreover,
the RMSE of the robust estimator is almost the same in the uncontaminated
and the contaminated cases. It is also noted the reduction of the RMSE as the
correlations decay to zero.
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Fig. 1. Autocorrelation function of {Z1,t}. From left to right and top to bottom, plots

are ρX11(h), ρ̂
X
11(h), ρ̂

X1,t

Qn−h
(h), and ρ̂Z11(h), ρ̂

Z1,t

Qn−h
(h) when pi = 0.05, i = 1, 2, 3.

Table 1. RMSE of ρ̂X11(h), ρ̂
X1,t

Qn−h
(h), ρ̂Z11(h) and ρ̂

Z1,t

Qn−h
(h) when pi = 0.05, i = 1, 2, 3.

Lag h 0 1 2 3 4 5 6 7

ρ̂X11(h) 0.00000 0.03050 0.05138 0.06391 0.06965 0.07290 0.07506 0.07590

ρ̂
X1,t
Qn−h

(h) 0.00000 0.03257 0.05545 0.06855 0.07450 0.07740 0.08050 0.08187

ρ̂Z11(h) 0.00000 0.33091 0.23215 0.16371 0.11777 0.09080 0.07516 0.06827

ρ̂
Z1,t
Qn−h

(h) 0.00000 0.06132 0.07724 0.07927 0.07782 0.07682 0.07804 0.07806

In order to empirically investigate the breakdown point of the proposed es-

timator, the RMSE of ρ̂Z12(h) and ρ̂
(Z1,t,Z2,t)
Qn−h

(h) as the percentage of outliers in

{Zt} increases are presented in Tables 3 and 4, respectively. Remark that out-
liers are present in both {Z1,t} and {Z2,t}. Comparing both tables, note that
increasing the percentage of outliers in each series reduces the performance of

both estimators. However, not surprisingly, ρ̂
(Z1,t,Z2,t)
Qn−h

(h) is less a�ect by the
outliers.

4 Real data example

In this real data example, we consider the estimation of the samples correla-
tion function (CF) of the monthly personal consumption expenditure (PCE)
and disposable personal income (DSPI) of the United States from January 1959
to March 2012 obtained from the Federal Reserve Bank of St. Louis (FRED
Economic Data). This data set has 639 observations and has already been con-
sidered as an example in [12]. As pointed out by the author, the original series are
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Fig. 2. Correlation function between {Z1,t} and {Z2,t}. From left to right and top

to bottom, plots are ρX12(h), ρ̂
X
12(h), ρ̂

(X1,t,X2,t)

Qn−h
(h), and ρ̂Z12(h), ρ̂

(Z1,t,Z2,t)

Qn−h
(h) when

pi = 0.05, i = 1, 2, 3.

Table 2. RMSE of ρ̂X12(h), ρ̂
(X1,t,X2,t)

Qn−h
(h), ρ̂Z12(h) and ρ̂

(Z1,t,Z2,t)

Qn−h
(h) when pi = 0.05,

i = 1, 2, 3.

Lag h 0 1 2 3 4 5 6 7

ρ̂X12(h) 0.02595 0.03459 0.04592 0.05291 0.05451 0.05496 0.05685 0.05755

ρ̂
(X1,t,X2,t)

Qn−h
(h) 0.02913 0.03804 0.04962 0.05748 0.05939 0.05979 0.06128 0.06269

ρ̂Z12(h) 0.28934 0.26774 0.19370 0.13680 0.09784 0.07479 0.06176 0.05521

ρ̂
(Z1,t,Z2,t)

Qn−h
(h) 0.05754 0.06356 0.06710 0.06538 0.06236 0.05965 0.06068 0.06170

not stationary. Thus we work with the di�erenced observations, in percentages,
after applying the log transformation. Figure 3 displays the time series. These
plots show the presence of some possible outliers which justi�es the comparison
between robust and non-robust methods.

In Figures 4 and 5 we present the plots of ρ̂X(h) and ρ̂Qn
(h), respectively.

Comparing both plots, notice that vertical scales of both plots are di�erent.
Indeed, as a mere evidence, the values of the classical sample autocorrelation
are -0.02, -0.03 and -0.02 for lags h = 1, 2, 3, respectively, while the robust
autocorrelation given by (15) provided 0.32, 0.16, 0.09. Now, for the classical
sample cross-correlation between PCE and DSPI the values are 0.25, 0.11, 0.11
and 0.14 for lags h = 0, 1, 2, 3, respectively. The robust cross-correlation given
by (15) are 0.3, 0.16, 0.22 and 0.25.
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Table 3. RMSE of ρ̂Z12(h).

pi i = 1, 2, 3
Lag h

0 1 2 3 4 5 6 7

0.05 0.28934 0.26774 0.19370 0.13680 0.09784 0.07479 0.06176 0.05521

0.10 0.39047 0.35826 0.25729 0.17943 0.12558 0.08903 0.06950 0.05666

0.15 0.44192 0.40677 0.28982 0.20084 0.14067 0.09991 0.07345 0.06005

0.20 0.46956 0.43148 0.31149 0.21421 0.14771 0.10663 0.07947 0.06249

0.25 0.48315 0.44506 0.32042 0.22194 0.15276 0.10569 0.07697 0.06118

Table 4. RMSE of ρ̂
(Z1,t,Z2,t)

Qn−h
(h).

pi i = 1, 2, 3
Lag h

0 1 2 3 4 5 6 7

0.05 0.05754 0.06356 0.06710 0.06538 0.06236 0.05965 0.06068 0.06170

0.10 0.10492 0.10795 0.09833 0.08348 0.07124 0.06395 0.06177 0.05992

0.15 0.16088 0.16147 0.13579 0.10610 0.08424 0.07054 0.06293 0.05969

0.20 0.22260 0.21759 0.17829 0.13229 0.09814 0.07742 0.06682 0.05891

0.25 0.28858 0.27794 0.21815 0.15885 0.11540 0.08578 0.06693 0.06026

Now, consider the estimation of the ARMA parameters in (5). We concentrate
on VAR(p) models, and the Yule-Walker equations give

Σε = γ
X(0) +

p∑
j=1

Φjγ
X(−j) (18)

and

γX(h) =

p∑
j=1

Φjγ
X(h− j), h = 1, . . . , p. (19)

Replacing γX(.) in (18) and (19) by γ̂X(.) leads to the Yule-Walker estimators
whose equation system is solved using the Whittle's algorithm. This estimation
procedure can be robusti�ed replacing γ̂X(.) by γ̂Qn

(h) given by (15).
Returning to the model analysis, based on information criteria, [12] selected a

VAR(3) model to adjust the data. Figure 6 presents the standard and the robust
correlation matrix function of the residuals of the selected model. In order to
save space, only the ACF of PCE and the cross-correlation between PCE and
DSPI are shown, the others plots present a similar behavior. Contrasting both
plots, we observe that ρ̂Qn

(h) presents higher values of cross-correlations; for
example, the cross-correlation between PCE and DSPI at lag h = 12 is 0.003
and 0.16, for ρ̂X(h) and ρ̂Qn

(h), respectively. This result is in accordance with
Proposition 1 which shows that one outlier is enough to destroy the properties
of the sample correlation matrix function, and thus impacting in any other sub-
sequential estimation step.

Now, we robustly estimate the parameters of the model. After, the plots
of the sample and robust estimates of the correlation matrix function of the
residuals are shown in Figures 7, respectively. Comparing Figures 6 and 7 one
may note the reduction in the values. Also, confronting the sample and robust
estimates, we note that the values of correlations are more alike; for instance,
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Fig. 4. ρ̂X(h) of PCE and DSPI.

the value obtained by the sample estimate of the cross-correlation between PCE
and DSPI at lag h = 12 is 0.01, while the robust estimate is 0.03.

5 Conclusions

The e�ect of additive outliers on the estimation of the covariance and correlation
matrix functions of a stationary multivariate discrete time series is addressed. A
robust estimation method was proposed as a generalization of existing results in
the univariate case. Monte Carlo simulation results illustrated the good behav-
ior in terms of mean square error of the proposed robust estimator even when
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(h) of PCE and DSPI.
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Fig. 6. The sample and the robust estimates of the correlation matrix function of the
residuals of the �tted VAR(3) via Yule-Walker.

the data contain a considerate number of atypical observations. A real data set
was analyzed where the proposed robust covariance estimator replaced the stan-
dard sample covariance estimator in the Yule-Walker equations. Future research
will develop the in�uence function and the asymptotic theory for the proposed
estimator.
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Abstract. At the end of each year, the German Federal Highway Research In-

stitute (BASt) publishes the road safety balance of the closing year. They de-

scribe the development of accident and casualty numbers disaggregated by road 

user types, age groups, type of road and the consequences of the accidents. 

However, at the time of publishing, these series are only available for the first 

eight or nine months of the year. To make the balance for the whole year, the 

last three or four months are forecasted. The objective of this study was to im-

prove the accuracy of these forecasts through structural time-series models that 

include effects of meteorological conditions. The results show that, compared to 

the earlier heuristic approach, root mean squared errors are reduced by up to 

55% and only two out of the 27 different data series yield a modest rise of pre-

diction errors. With the exception of four data series, prediction accuracies also 

clearly improve incorporating meteorological data in the analysis. We conclude 

that our approach provides a valid alternative to provide input to policy makers 

in Germany. 

Keywords: Road Safety · Meteorological effects · Structural time-series model 

1 Introduction 

Reliable accident numbers are essential for monitoring road safety. Obtaining such 

numbers and analyzing them with respect to short- and long-term trends is, however, 

not a trivial task. The difficulties that road safety agencies are facing in many coun-

tries are both practical and theoretical in nature. Apart from various causes of un-

derreporting, police records are often difficult to obtain directly and/or without seri-

ous administrative bottlenecks. Publication of official accident numbers thus typically 

involves considerable time-delays, which is, of course, detrimental to effective policy 

making. 

In Germany, the Federal Highway Research Institute (Bundesanstalt für Straßen-

wesen; BASt) collects accident numbers from 1991 (for the whole of Germany) and 

publishes a yearly report on the balance of national accident numbers. The evolution 
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is considered on a monthly basis for several subcategories (27 in total), based on road, 

user and accident variables (e.g., type of road, age, cyclist, fatal, damage only, influ-

enced by alcohol, etc.). The report is prepared and published in December. At that 

time, however, preliminary accident numbers have only been released up to August of 

the running year for most subcategories and maximally up to September. At the same 

time, these numbers are still subject to up- or downward corrections and final num-

bers are only released in the next year (typically around June). 

To deal with this particular situation, BASt has developed heuristics to predict (a) 

adjustments between provisional and final data from January to August/September 

and (b) the evolution of accident numbers in the different subcategories from Au-

gust/September to December. Throughout the years, these heuristics have been re-

fined as the result of a continuous learning process. In particular, the experience with 

typical responses of accident numbers to weather conditions have had an important 

impact. This is not surprising, given the variety of countries where correlations be-

tween accidents and weather variables have been demonstrated (see e.g., [1]). These 

correlations arise from complex underlying dynamics. There are, however, two main 

sources. The first concerns the fact that certain weather conditions have an impact on 

the risk of accidents. The second type of correlation arises from the impact on risk 

exposure. 

Precipitation like snow and rain increases accident risk because of reduced friction 

between vehicles and the road surface and because visibility is reduced (precipitation 

itself, splashing water, frozen/fogged windscreens, etc.). Research shows that, certain-

ly in the case of rain, this increase is not overruled by compensation behaviour such 

as reduced speed, less frequent overtaking, etc. [2]. The correlation with risk exposure 

arises from relationships between weather conditions and mobility patterns.  

When a substantial amount of snow has fallen, all road users avoid unnecessary 

trips, while rain, frost and small amounts of snow are thought to reduce mostly the 

mobility of two-wheelers and pedestrians. The lowering effect on the traffic volume 

can be so strong, that even with increased accident risk, fewer accidents are observed 

in bad weather. How specifically the risk- and exposure-related effects combine into a 

net effect on accident numbers, varies strongly across different weather conditions 

and road user (e.g., [2,3]). 

In the German scenario, it remains hard to make valid predictions about the evolu-

tion of accident numbers, even though the pattern of weather conditions is almost 

entirely known at the time of the analysis. As mentioned above, the weather influence 

on risk and exposure generates different and sometimes even opposite effects for 

different accident types, or even for one and the same accident type. Given the inher-

ent correlation of weather variables (e.g., snowfall and temperature) it is also not 

straightforward to identify the critical variables and their critical values with respect 

to accident occurrence. Some variables also clearly interact. ‘Warm and dry’ will 

have a different impact than ‘warm and wet’ or ‘cold and dry’ or ‘cold and wet’. 

Weather variables also correlate and/or interact with other sources of variation, such 

as daylight hours, school/public holidays, alcohol consumption, etc.. 

In the present work we developed a time-series modelling strategy that quantifies 

the impact of weather conditions on accident numbers in Germany. It must be empha-
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sized, however, that it was not the goal of this strategy to disentangle the effect of 

meteorological conditions on accident risks and occurrences. The sole objective was 

to develop a tool which would improve the accuracy of the year-end forecasts by 

BASt, concerning various types of national accident/injury numbers. The main ingre-

dients of our approach are (a) a decomposition of historical data according to structur-

al time-series models with seasonal, trend and weather-regression components and (b) 

a projection of these models together with known weather values to impute missing 

accident numbers from August/September to December.  

This approach allows to disentangle long-term trends (e.g. casualty reduction due 

to better occupant protection) from seasonal patterns (e.g. variation in crash-

occurrence due to changes in day-light patterns or school holidays). For meteorologi-

cal variables it moreover allows to specifically include deviations from the typical 

seasonal pattern and interactions between weather variables. Regional variation of 

meteorological conditions was taken into account to a limited extent. While the acci-

dent data were only available at the national level, weather data were considered at a 

regional level and weighted by population numbers so as to ensure that the conditions 

in densely populated areas would have more weight on the predictions. 

The results are validated against the consolidated accident numbers of the last 

years and the predictions based on the earlier BASt heuristics. 

2 Methodology 

2.1 Accident numbers 

The accident numbers are divided into 27 different series with monthly count data 

since 1991 (see Table 1). 

Table 1. Overview of the different monthly accident count series since 1991 

 
For each series there exist a provisional and a final version. The provisional data 

provide the preliminary counts as they were available for BASt in December of each 

year. In the majority of these series, the values are systematically missing from Au-

gust to December. For the first five series in Table 1, the provisional data are availa-

ble up to September. The final data series provide the completed and adjusted acci-

1. total number of police recorded accidents 15. fatally injured user of motor vehicles (without motorised two wheelers)

2. total number of injury accidents 16. fatally injured user of cars

3. severe accidents with damage only (towe away) 17. fatally injured user of goods vehicles

4. total number of casualties 18. fatally injured user of motor bikes

5. fatalities total 19. fatally injured user of mopeds

6. fatalities inside urban areas 20. fatally injured user of bicycles

7. fatalities outside urban areas without motorways 21. fatally injured pedestrians

8. fatalities on motorways 22. injury accidents inside urban areas

9. fatalities on national roads outside urban areas 23. injury accidents outside urban areas without motorways

10. fatalities under 15 years 24. injury accidents on motorways

11. fatalaties from 15 to 17 years 25. injury accidents on national roads outside urban areas

12. fatalities from 18 to 24 years 26. injury accidents under the influence of alcohol

13. fatalities from 25 to 64 years 27. total number of seriously injured (hospitalized)

14. fatalities 65 years and older
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dent counts for the whole year. For any given year, these data are only released during 

the next year. Hence, for the current study provisional data were available up to Au-

gust/September 2016 and final data up to December 2015. This is illustrated in Figure 

1 for the total number of police recorded accidents. 

 

Fig. 1. Illustration of the available data for a given data series. The full series starts in January 

1991. 

2.2 Weather data 

Raw weather data was downloaded from the Deutscher Wetterdienst (DWD). The 

data represent daily values since January 1st 1991 for the variables shown in Table 2 

(see DWD for a more detailed description). 
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Table 2. Overview of the different weather parameters 

 
The data were downloaded from eight weather stations. These stations we identi-

fied from a (maximum) surface mapping between (1) fifteen climate zones and their 

reference weather station (DWD Test Reference Years, TRY, 2004) and (2) the Ger-

man NUTS 2 regions. This mapping is shown in Table 3. The selected weather sta-

tions appear in italics. 

The weather data were prepared for the analysis in four steps. First, a number of 

transformations were applied to reduce the marked skewness in a number of the raw 

variable distributions (thus, to reduce the influence of atypical values during aggrega-

tion). Average wind speed, Maximum wind speed, Precipitation height and Sunshine 

duration were transformed into their square root. The arcsine square root transfor-

mation (i.e., sin−1√𝑥 max(𝑥)⁄ ) was applied to Cloud coverage and Relative humidi-

ty. Finally, the arcsine square root transformation was also applied to the binary pre-

cipitation type variables, but only after calculating the monthly averages (sin−1 √�̅�). 

In the second step, an additional set of variables was created, by expressing the 

original variables as deviations from the monthly station-level averages. For a given 

weather variable 𝑥, the deviation on day 𝑖 from the mean for month𝑗 at station 𝑘 was 

expressed as a 𝑧-score, i.e., 𝑧𝑥𝑖𝑗𝑘 = (𝑥𝑖𝑗𝑘 − �̅�𝑗𝑘) √𝑉𝑎𝑟(𝑥𝑗𝑘)⁄ , with  �̅�𝑗𝑘  the sample 

mean of variable 𝑥 in month 𝑗 at station 𝑘 since 1991 and 𝑉𝑎𝑟(𝑥𝑗𝑘) the sample vari-

ance. The variables that were obtained in this way served as an additional set of input 

data, quantifying how usual or unusual the daily values are for a given variable at a 

given weather station, in the light of all other observations since 1991 in the same 

month and at the same station. 

Average temperature (°C; 2m above ground level) LUFTTEMPERATUR

Maximum temperature (°C) LUFTTEMPERATUR_MAXIMUM

Minimun temperature (°C) LUFTTEMPERATUR_MINIMUM

Minimum temperature at ground level (°C) LUFTTEMP_AM_ERDB_MINIMUM

Vapor pressure (hPa) DAMPFDRUCK

Cloud coverage (1/8) BEDECKUNGSGRAD

Air pressure (hPa) LUFTDRUCK_STATIONSHOEHE

Relative humidity (%) REL_FEUCHTE

Average wind speed (m/s) WINDGESCHWINDIGKEIT

Maximum wind speed (m/s) WINDSPITZE_MAXIMUM

Precipitation height (mm) NIEDERSCHLAGSHOEHE

Precipitation types (yes/no) NIEDERSCHLAGSHOEHE_IND

                   - no precipitation

                   - rain only

                   - snow only

                   - rain and snow

Sunshine duration (h) SONNENSCHEINDAUER

Snow height (cm) SCHNEEHOEHE
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Table 3. Overview of the surface mapping between climate zones and NUTS 2 regions 

 
Thirdly, the daily station-level values for each variable were aggregated into 

monthly national values. The arithmetic mean of each variable was calculated per 

station, year and month. This mean was then combined into a national value by calcu-

lating a weighted mean across the weather stations. The weights in this calculation 

were proportional to the yearly population size since 1991 in the NUTS regions that 

were associated with the weather stations (source: Eurostat). 

Finally, the matrix of aggregated weather data was transformed into its principal 

components (PCs). The matrix is characterised by a naturally high degree of multicol-

linearity, which implies that a small change in the data can drastically change the 

pattern of estimated coefficients and the associated error distributions. This is not a 

problem per se, since it was not within the scope of the current study to link specific 

patterns in accident counts to individual weather variables. However, to avoid overfit-

ting and losing predictive power, the objective is to predict future accident counts, 

using only those weather variables that have a proven statistically significant relation-

ship with accident counts. Multicollinearity compromises straightforward choices in 

this respect. The PCs, by definition, provide orthogonal (uncorrelated) dimensions 

across all weather variables. 

2.3 Weather regression models  

Predictions were based on independent models of the 27 final accident data series. 

These models took the form of a log-normal structural time series model with weather 

PC regression components. Specifically, the linear predictor included a random level, 

slope, (monthly) seasonal and irregular effect, but also fixed weather PC effects. The 

generic definition was as follows: 

Climate zone Reference station NUTS 2 regions (DE)

Nordseeküste Bremerhaven

Ostseeküste Rostock-Warnemünde

Nordwestdeutsches Tiefland Hamburg-Fuhlsbüttel 50, 60, 91, 92, 93, 94, F0

Nordostdeutsches Tiefland Potsdam 30, 40, 80, D5, E0

Niederrheinisch-westfälische Bucht & Emsland Essen A1, A2, A3, A4

Nördliche & westliche Mittelgebirge - Randgebirge Bad Marienberg A5, B1, B2, C0

Nördliche & westliche Mittelgebirge - Zentrale Bereiche Göttingen 72, 73

Oberharz & Schwarzwald (mittlere Lagen) Braunlage

Thüringer Becken & Saechsisches Huegelland Chemnitz D2, D4, G0

Südöstliche Mittelgebirge <= 1000 m Hof

Erzgebirge, Boehmer, & Schwarzwald > 1000 m Fichtelberg

Oberrheingraben & unteres Neckartal Mannheim 12, 13, 71, B3

Schwäbisch-fränkisches Stufenland & Alpenvorland Passau 11, 14, 21, 22, 23, 24, 25, 26, 27

Schwäbische Alb & Baar Stötten

Alpenrand & -täler Garmisch-Partenkirchen
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𝑦𝑡 = exp(𝜇𝑡 + ∑ 𝛾𝑗𝑡

[𝑠 2⁄ ]

𝑗=1

+∑𝛽𝑘𝑥𝑘𝑡

𝑟

𝑘=1

+ 𝜀𝑡), 

𝜇𝑡+1 = 𝜇𝑡 + 𝜈𝑡 + 𝜂𝑡 , 

𝜈𝑡+1 = 𝜈𝑡 + 𝜉𝑡 , 

𝛾𝑗,𝑡+1 = 𝛾𝑗𝑡 cos 𝜆𝑗 + 𝛾𝑗𝑡
∗ sin 𝜆𝑗 +𝜔𝑗𝑡 , 

𝛾𝑗,𝑡+1
∗ = −𝛾𝑗𝑡 sin 𝜆𝑗 +𝛾𝑗𝑡

∗ cos 𝜆𝑗 + 𝜔𝑗𝑡
∗ , 

𝜆𝑗 = 2𝜋𝑗 𝑠⁄  

𝜀𝑡~𝒩ℐ𝒟(0, 𝜎𝜀
2) ∑ 𝛾𝑗𝑡

[𝑠 2⁄ ]

 

𝜂𝑡~𝒩ℐ𝒟(0, 𝜎𝜂
2) 

𝜉𝑡~𝒩ℐ𝒟(0, 𝜎𝜉
2) 

 

𝜔𝑗𝑡 , 𝜔𝑗𝑡
∗ ~𝒩ℐ𝒟(0, 𝜎𝜔

2) 

 

with  

𝑦𝑡  the observed count at time  𝑡 for a given series of accident data,  

𝜇𝑡 the trend component, with random disturbance 𝜂𝑡−1, slope 𝜈𝑡−1 and slope dis-

turbance 𝜉𝑡−1, 

𝛾𝑗𝑡 the trigonometric seasonal components with periodicity 𝑠 = 12 and disturbances 

𝜔𝑗𝑡 and 𝜔𝑗𝑡
∗ , 

𝑥𝑘𝑡  the value of the 𝑘-th weather regressor at time 𝑡, 

𝛽𝑘 the time-invariant coefficient of the 𝑘-th weather regressor and 

𝜀𝑡 the additive observation level noise term 

All disturbances were modelled as independent stationary Gaussian processes. Mod-

els were fit separately for each accident series according to the following procedure. 

This procedure critically relies on Kalman filtering, mode estimation and importance 

sampling, as implemented in the R-package KFAS [4]. 

Initially, observed counts were log-transformed and models were fit using the reg-

ular Kalman filter. Importantly, in this step, any zero-counts were replaced with miss-

ing values. Models were fit through the Kalman filter with exact diffuse initialization 

of state vector 𝑎1and its associated variance-covariance matrix 𝑃1 [5]. 

𝑎1 = (𝜇1𝜈1𝛾1,1𝛾1,1
∗ 𝛾2,1𝛾2,1

∗ …𝛾6,1𝛽1…𝛽𝑟)
′
, 

𝑃1 = (

𝜎𝜇1
2 ⋯ 𝜎𝜇1𝛽𝑟
⋮ ⋱ ⋮

𝜎𝜇1𝛽𝑟 ⋯ 𝜎𝛽𝑟
2
) 

𝛽𝑘,1 = 𝛽𝑘,2 = ⋯ =𝛽𝑘,𝑇 

 

The Kalman filter provides the equations to calculate 

𝑎𝑡|𝑡 = 𝐸(𝛼𝑡|𝑦1, … , 𝑦𝑡), 

𝑎𝑡+1 = 𝐸(𝛼𝑡+1|𝑦1 , … , 𝑦𝑡), 
𝑃𝑡|𝑡 = 𝑉𝑎𝑟(𝛼𝑡|𝑦1, … , 𝑦𝑡), 

𝑃𝑡+1 = 𝑉𝑎𝑟(𝛼𝑡+1|𝑦1, … , 𝑦𝑡) 
recursively from 

𝑎𝑡 = 𝐸(𝛼𝑡|𝑦1, … , 𝑦𝑡−1), 
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𝑃𝑡 = 𝑉𝑎𝑟(𝛼𝑡|𝑦1 , … , 𝑦𝑡−1) 
given the values of the disturbance variance parameters 𝜎𝜀

2, 𝜎𝜂
2, 𝜎𝜉

2 and 𝜎𝜔
2 . The re-

sults of the Kalman filter were used in a backward recursion (the so-called state 

smoothing recursion) to obtain the expected value of 𝛼𝑡, given the entire series, i.e., 

�̂�𝑡 = 𝐸(𝛼𝑡|𝑦1 , … , 𝑦𝑛)  and the corresponding variance 𝑉𝑡 = 𝑉𝑎𝑟(𝛼𝑡|𝑦1, … , 𝑦𝑛)  (see 

[6], for details). Models were optimized with respect to the unknown variance dis-

turbance parameters 𝜎𝜀
2, 𝜎𝜂

2, 𝜎𝜉
2 and 𝜎𝜔

2  (see [4,7] for details). For each model, optimi-

zation was done ten times with a different random set of starting values for the un-

known disturbance variance parameters. The fitted model with the highest likelihood 

value was retained. 

For each series, the model was calibrated with respect to the matrix of weather PC 

regressors. Initially, for each data series, all weather PCs that explained at least 3% of 

the variance in the aggregated weather data according to the principal components 

analysis (i.e., the first seven PCs), were included in the model together with their first 

order interactions. After fitting this model, all interaction terms with a p-value ≥.01 

were removed. The model was refit and subsequently, all simple effects of weather 

PCs with a p-value ≥.10 and which did not occur in any of the interactions were also 

excluded. The final model thus contains PCs that yield (a) significant (α=.01) first 

order interaction(s) or a significant (α=.10) main effect. 

Finally, to accommodate zero-counts, the calibrated weather regression models 

were refit in a generalized linear approach using the untransformed counts with a 

logarithmic link function. The models were fit through the methods of (1) mode esti-

mation, which finds an approximating linear Gaussian state space model, and (2) 

importance sampling, which corrects for approximation errors (see [6], for details). 

Starting values for the disturbance variance parameters were taken directly from the 

best fitting model of the log-transformed counts. The number of simulation runs in the 

importance sampling procedure was set to 1000. 

2.4 Final-provisional models 

The weather regression models cannot be applied directly to predict accident counts 

for the last three/four months of the year, since the accident counts that are available 

for January-August/September are only provisional. The weather regression models 

are fit to the final count data. Feeding provisional counts to these models for the first 

eight/nine months would yield biased results since there are the marked differences 

between provisional and final counts (see e.g., Figure 1). Before applying the weather 

regression models to make predictions for September/October-December, the provi-

sional data in each series are therefore adjusted through simple models of the follow-

ing form: 
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𝑑𝑡 = 𝜇𝑡 + ∑ 𝛾𝑗𝑡

[𝑠 2⁄ ]

𝑗=1

+ 𝜀𝑡 , 

𝜇𝑡+1 = 𝜇𝑡 + 𝜂𝑡 , 

𝛾𝑗,𝑡+1 = 𝛾𝑗𝑡 cos 𝜆𝑗 + 𝛾𝑗𝑡
∗ sin 𝜆𝑗

+𝜔𝑗𝑡 , 

𝛾𝑗,𝑡+1
∗ = −𝛾𝑗𝑡 sin 𝜆𝑗 +𝛾𝑗𝑡

∗ cos 𝜆𝑗

+𝜔𝑗𝑡
∗ , 

𝜆𝑗 = 2𝜋𝑗 𝑠⁄  

𝜀𝑡~𝒩ℐ𝒟(0, 𝜎𝜀
2) ∑ 𝛾𝑗𝑡

[𝑠 2⁄ ]

 

𝜂𝑡~𝒩ℐ𝒟(0, 𝜎𝜂
2) 

 

𝜔𝑗𝑡 , 𝜔𝑗𝑡
∗ ~𝒩ℐ𝒟(0, 𝜎𝜔

2) 

 

with  

𝑑𝑡 the observed difference between final and provisional count for a given data se-

ries at time  𝑡, with random disturbance 𝜀𝑡, 

𝜇𝑡 the level component, with random disturbance 𝜂𝑡−1 and 

𝛾𝑗𝑡 the 𝑗-th trigonometric seasonal component with periodicity 𝑠 and disturbances 

𝜔𝑗𝑡 and 𝜔𝑗𝑡
∗  

To enable the estimation of a seasonal component, the months for which provisional 

data are systematically missing were removed from each series, resulting in an adjust-

ed periodicity 𝑠 < 12. Theoretically, this implies, however, that we ignore the in-

creased uncertainty due to these missing values. The parameters were estimated fol-

lowing the same procedure as for log-counts described above. The smoothed state 

vectors (�̂�𝑡 𝛾1,𝑡𝛾1,𝑡
∗ …𝛾𝑠 2,𝑡⁄ )

′
 were used to calculate �̂�𝑡  for 𝑡 = 𝑛 + 1,… , 𝑛 + 𝑠 . In 

the example shown in Figure 1, 𝑡 = 𝑛 + 1 corresponds to January 2016 and 𝑡 = 𝑛 + 𝑠 

corresponds to September 2016. The predicted difference �̂�𝑡 is added to the observed 

provisional data for 𝑡 = 𝑛 + 1,… , 𝑛 + 𝑠, which yields the prediction for the final data 

in this period. 

2.5 Weather PC models 

After adjusting the provisional data of each series for the running year, they were 

merged with the corresponding final data since 1991. These series could be fed into 

the fitted weather regression models to obtain smoothed predictions for the last 

three/four months, taking into account the available weather PC values. However, 

before this was done, one last modelling step took place. The reason was that at the 

time of reporting in December, when accident predictions are needed, months of 

weather data are only complete up to November. To accommodate this, we decided to 
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impute the missing values through a classical structural time series model, fitted inde-

pendently to each weather PC. Specifically, these models had the following form: 

𝑦𝑡 = 𝜇𝑡 + ∑ 𝛾𝑗𝑡

[𝑠 2⁄ ]

𝑗=1

+ 𝜀𝑡 , 

𝜇𝑡+1 = 𝜇𝑡 + 𝜈𝑡 + 𝜂𝑡 , 

𝜈𝑡+1 = 𝜈𝑡 + 𝜉𝑡 , 

𝛾𝑗,𝑡+1 = 𝛾𝑗𝑡 cos 𝜆𝑗 + 𝛾𝑗𝑡
∗ sin 𝜆𝑗

+𝜔𝑗𝑡 , 

𝛾𝑗,𝑡+1
∗ = −𝛾𝑗𝑡 sin 𝜆𝑗 +𝛾𝑗𝑡

∗ cos 𝜆𝑗

+𝜔𝑗𝑡
∗ , 

𝜆𝑗 = 2𝜋𝑗 𝑠⁄  

𝜀𝑡~𝒩ℐ𝒟(0, 𝜎𝜀
2) ∑ 𝛾𝑗𝑡

[𝑠 2⁄ ]

 

𝜂𝑡~𝒩ℐ𝒟(0, 𝜎𝜂
2) 

𝜉𝑡~𝒩ℐ𝒟(0, 𝜎𝜉
2) 

 

𝜔𝑗𝑡 , 𝜔𝑗𝑡
∗ ~𝒩ℐ𝒟(0, 𝜎𝜔

2) 

 

with  

𝑦𝑡  the observed value for a given weather PC at time  𝑡, with random disturbance 

𝜀𝑡 

𝜇𝑡 the trend component, with random disturbance 𝜂𝑡−1, slope 𝜈𝑡−1 and slope dis-

turbance 𝜉𝑡−1 

𝛾𝑗𝑡 the 𝑗-th trigonometric seasonal component with periodicity 𝑠 = 12 and disturb-

ances 𝜔𝑗𝑡 and 𝜔𝑗𝑡
∗  

The parameters were estimated following the same procedure as for log-counts de-

scribed above. The smoothed state vectors (�̂�𝑡 �̂�𝑡 𝛾1,𝑡 𝛾1,𝑡
∗ …𝛾6,𝑡)

′
 were used to calcu-

late �̂�𝑡, for 𝑡 = 𝑛 + 1,… , 𝑇 where 𝑛 corresponds to November and 𝑇 to December of 

the running year. 

2.6 Validation 

After feeding the fitted weather regression model (see 2.3) with (a) the final and ad-

justed provisional data (see 2.4) and (b) the observed and imputed weather PC values 

(see 2.5), the smoothed state vectors (�̂�𝑡 �̂�𝑡 𝛾1,𝑡 𝛾1,𝑡
∗ …𝛾6,𝑡 �̂�1… �̂�𝑟)

′
 were used to 

calculate �̂�𝑡 , for 𝑡 = 𝑛 + 1,… , 𝑇, where 𝑛 corresponds to the last month for which 

provisional data were available (i.e., August/September). 

The main objective of the present study was to investigate whether these predic-

tions would provide a better approximation of the final accident counts as compared 

to the predictions from the established BASt heuristics. Hence, the following valida-
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tion method was applied. For each year between 2000 and 2015 and each accident 

data series, predictions were generated based on (a) the final data of all previous 

years, (b) adjusted provisional data for the running year, (c) the observed weather PC 

values up to November of the running year and (d) the weather PC imputations for 

December of the running year. The estimated variances of all disturbance parameters 

were kept constant across all validation years and were taken from each model as 

fitted to the whole data set. Eventually, the predictions for each month of a given year 

were summed and compared with the sum of the eventual final data for that year. The 

same was done for the predictions that were published by BASt at the time. The accu-

racy of both methods was evaluated by comparing the root mean squared error 

(RMSE) for each accident data series. 

In order to investigate the added value of the weather regression in our approach, 

we repeated the validation procedure now using the predictions of a log-normal struc-

tural time series model without weather PC regression components for the final data. 

3 Analysis and Results 

In this section we report the results of the validation procedure, as described in the 

previous section. Table 4 summarizes the results. The first three columns give the 

RMSEs for each of the accident series, as obtained with (1) the present model-based 

approach, (2) the earlier heuristic approach of BASt and (3) the same model-based 

approach, but without weather PC regression components. The two following col-

umns provide the relative gain/loss of accuracies of the present approach. The final 

column shows the number of weather effects (main effects and interactions) that were 

retained in the model fitting stage (𝑟). It is beyond the scope of this paper to provide a 

detailed overview of each of the models and the exact nature of the weather effects 

therein. 
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Table 4. Summary of the validation results 

 
The results of our validation study are presented in Table 4. In comparison with 

the year totals that were previously published by BASt, we see that predictions be-

come more accurate in 23 of the 27 accident data series, with accuracies increasing up 

to 55 percent. In four cases, there was either no difference or performance dropped 

slightly. For the number of fatalities on motorways and the fatally injured users of 

good vehicles, the accuracy did not change. For the total number of killed road users 

and the number of killed road users between 25 and 64 years old, there were slight 

drops in performance (i.e., -8% and -6%, respectively). 

With respect to the weather PCs, we see that by including these, we obtain higher 

prediction accuracies in 20 of the 27 data series. The gain in accuracy is largest for 

injury accidents in an urban environment (42%). The performance did not change 

with or without weather regressors for (1) the fatalities under 15 years, (2) fatally 

injured users of goods vehicles and (3) fatally injured users of mopeds. We also see 

that for these series, few weather effects were retained during model fitting (r = 1, 3 

and 1, respectively). Predictions appear to be somewhat better without weather varia-

bles in the case of (1) injury accidents on motorways, (2) property damage only acci-

dents, (3) fatalities between 15 and 17 years and (4) the total number of accidents. 

Type of crash/victim Prognose BASt Without weather BASt Without weather r

Inj. acc. urban 1616 3182 2792 49 42 8

All severely injured 858 1888 1345 55 36 9

Killed rural 57 72 76 21 25 8

All injury acc. 2600 3598 3389 28 23 7

Killed urban 24 32 31 25 23 8

Killed moto 24 26 31 8 23 14

Inj. acc. alcohol 319 475 389 33 18 8

All victims 3754 4843 4529 22 17 10

Killed 65+ 32 48 38 33 16 5

Killed 25-64 50 47 59 -6 15 6

Killed cyclists 22 24 25 8 12 9

Killed 18-24 23 44 26 48 12 6

Inj. acc. rural 1009 1313 1133 23 11 12

Inj. acc. BS 343 481 385 29 11 10

Killed all 81 75 88 -8 8 6

Killed caroccup. 55 62 59 11 7 8

Killed pedstrians 28 34 30 18 7 6

Killed motorveh. 57 62 61 8 7 8

Killed motorway 31 31 32 0 3 8

Killed BS 39 40 40 3 3 7

Killed <15 8 9 8 11 0 1

Killed goodsveh. 10 10 10 0 0 3

Killed moped 6 9 6 33 0 1

Inj. acc. motorway 329 614 321 46 -2 8

Property damage 1366 1383 1309 1 -4 11

Killed 15-17 12 14 11 14 -9 4

All accidents 16713 31981 15068 48 -11 9

RMSE % reduction
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Despite this, a reasonable number of weather effects were retained during model fit-

ting. 

4 Discussion 

Many road safety agencies are confronted with the situation where there are important 

structural delays in the publication of official national accident counts. Nevertheless, 

analyses based on recent data are critical for efficient policy making. In this study we 

have dealt with the task of predicting year totals based on preliminary monthly counts 

of different accident/injury types, available from January to August/September for the 

particular case of Germany. The main ingredient of our approach was a structural 

time series model, trained on all monthly count data since 1991 and including mete-

orological predictors. In comparison with the earlier heuristic approach used by BASt, 

the results of our validation study indicate important gains in prediction accuracy, up 

to 55% in the case of severe injury counts. Only two out of 27 data series showed a 

modest (-6%, -8%) drop in prediction accuracy. The main conclusion is therefore that 

our model-based approach is a valid alternative to provide input to policy makers in 

Germany when only preliminary accident data are available for the running year. 

It is important to keep in mind that the present modelling approach was specifical-

ly designed with a practical purpose in mind, i.e., a tool to assist BASt in their yearly 

reporting on the evolutions in accidents and injuries. All modelling and prediction 

steps were implemented in a stand-alone application, which guided several practical 

decisions. The treatment of weather effects had to be automated and harmonized 

across the 27 different data series. It is clear that the performance of each individual 

model could be improved by a thorough manual checking and analysis of the specific 

nature of the weather effects. 

Nevertheless, our results confirm that the number of accidents has an important 

association with weather conditions (see, e.g., [1]). Moreover, the results demonstrate 

that using known weather values as regressors increases the prediction accuracy of 

accident/injury counts. When weather variables were omitted from the current mod-

els, we see an overall drop in prediction performance, with only few exceptions. In 

four cases we see that there was a slightly better performance without weather varia-

bles, despite the fact that several significant relationships with weather variables were 

identified. The latter seems to indicate that there is still room for improvement in 

order to capture more complex dynamics in the relationship between weather condi-

tions and road safety. We discuss this in more detail below. Compared to the earlier 

heuristic approach, however, we see that there is a gain in prediction accuracy, even 

for those cases where weather regression did not improve the performance. 

Unlike in earlier studies, the present methodology does not provide direct insights 

in the actual nature of weather effects on road safety. Daily weather data from indi-

vidual weather stations were transformed and scaled. Next, they were aggregated up 

to the level of monthly national values. Regional population densities were used as 

weights during this aggregation to exploit the regional variations in weather condi-

tions in predicting accident occurrence at the national level. Through these transfor-

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 71



mations, the resulting values cannot easily be traced back to familiar meteorological 

patterns. Moreover, the current model terms concern the principal components of the 

transformed weather data. Given the inherent strong correlation between weather 

variables, principal components allow to obtain coefficients that are robust to new 

data or small changes in the input data. At the same time, it is straightforward to ex-

clude components which yield no significant relationship with the accident/injury 

counts and thus avoid over-fitting and poor generalizability. Similar approaches have 

been applied in regular regression modelling with large quantities of correlated co-

variates such as in genetics (e.g., [8]). 

The use of a principal components regression approach by no means excludes the 

possibility of interpreting the weather effects. In fact, we believe it is more insightful 

to identify latent dimensions in the relationship between weather and road safety, 

instead of focussing on direct physical measures, as the former are better candidates 

to reveal patterns of meteorological values or ‘weather scenarios’ that have critical 

implications for road safety. Performing such an analysis was beyond the scope of the 

present study, but could provide new theoretical insights and a basis for fine tuning 

the current approach. With respect to further developments, we believe there is ample 

room for improvements to capture more complex dynamics in the relationship be-

tween weather conditions and road safety. In the current approach we have gone as far 

as including two-way interactions and, next to absolute values, including expressions 

of values as month- and station-specific deviations. In this way, it was theoretically 

possible to capture, for instance, differences in the effect between exceptional rainfall 

with low and high temperatures. 

Although the ‘exceptionality’ transformation introduced a specific form of non-

linearity, prediction accuracies might gain significantly from other forms of non-

linear weather effects. A number of authors has pointed out the importance of specific 

temporal patterns. For instance, after a long dry period, rain can disproportionally 

increase risk because dust and oil form a slippery film on the road surface (e.g., [9]). 

It remains challenging, however, to define any non-linear patterns a priori, especially 

since different types of accidents/injuries might be sensitive to different types of pat-

terns. In addition, the patterns should be relevant at the scale of monthly nationwide 

aggregations (a heavy local summer thunderstorm might not be). 

It is also important to consider the true nature of weather effects. As already men-

tioned in the introduction, there are two main sources of correlation with road safety. 

The first concerns the fact that certain weather conditions have an impact on the risk 

of accident occurrence, e.g., by reducing visibility. The second type of correlation 

arises from the impact on risk exposure, i.e., by altering the traffic volume for given 

type(s) of road users (e.g., motorcyclists). In the current framework, there is no dis-

tinction between these two types of correlation. This is clearly suboptimal for the 

quality of predictions when the same weather conditions generate opposite effects on 

risk and exposure for a given type of accidents/injuries. Such difficulty could be ad-

dressed by incorporating weather effects in the latent risk modelling framework [10] 

where risk and exposure are explicitly treated as different concepts. However, this 

multivariate approach critically depends on the availability of relevant historical ex-

posure data (e.g., pedestrian counts) which can be linked to historical weather data. 
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5 Conclusions 

Based on the clear gains in prediction accuracies, we conclude that the present struc-

tural time-series modelling approach provides a valid alternative to predict the evolu-

tion of accident/injury numbers at the end of the year in Germany. Our study also 

confirms that it is important to view short-term evolutions in crash statistics in the 

light of weather conditions. Structural time series models with meteorological predic-

tors are a powerful and convenient tool to capture these relationships. The current 

models could still gain in prediction accuracy by elaborating on more complex dy-

namics of weather conditions and by including different sets of predictor variables, 

with proven relationships with road safety, such as economic variables. However, in 

the present context, additional variables can only be of practical use if their availabil-

ity does not suffer from serious structural delays. 
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Safety stock calculation based on kernel bandwidth 
estimates that minimize inventory costs. 
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Real, Spain 

Abstract. Demand forecasting and safety stock levels are employed to mitigate 
the risk associated to demand uncertainty. Most of the prior work has focused 
on point demand forecasting, assuming that forecast errors follow a typical 
normal i.i.d. Nevertheless, the real demand for products is difficult to forecast 
accurately, which means that---at minimum---the i.i.d. assumption should be 
questioned. This work analyzes the effects of possible deviations from the i.i.d. 
assumption and proposes an empirical method based on Kernel Density Estima-
tion (non-parametric) to compute the safety stock. The proposed method esti-
mates the Kernel bandwidth by minimizing both the stockout and holding costs 
for only certain target cycle service levels.   

Keywords: Supply Chain, Safety Stock, Kernel Density Estimation, Forecast-
ing. 

1 Calculation of safety stocks 

Traditional textbooks [1] illustrate the calculation of safety stocks assuming that the 
forecasting error is Gaussian independent and identically distributed (i.i.d) with zero 
mean and constant variance. Under such premises, the safety stock for a determined 
Cycle Service Level (CSL) is: 

 𝑆𝑆 = 𝑘 ∙ 𝜎𝐿 (1) 

where 𝑘 = Φ−1(1 − 𝐶𝑆𝐿) is the safety factor; Φ is the accumulated normal distribu-
tion; 𝜎𝐿 is the forecast error standard deviation for certain lead time (L), which is as-
sumed to be known and constant. 𝜎𝐿 can be determined from the estimated forecasting 
model parameters in addition to the forecasting horizon. 

Nevertheless, if the forecasting model cannot capture the underlying data generating 
process, the i.i.d. assumption about the forecasting error is no longer valid [2] and the 
expression (1) would be flaw. In case forecasting errors are not normal, we can use a 
non-parametric approach as the Kernel density estimator [3] based on the empirical 
forecasting errors. In this case, the SS is computed as SS=QL(CSL), where 𝑄𝐿(𝐶𝑆𝐿) is 
the forecasting error quantile given a CSL target. Such a quantile can be obtained 
from the kernel density estimator  
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where N stands for the sample size, 𝐾(∙) is the Kernel smoothing function and h is the 
bandwidth [3]. The main contribution of this work is the estimation of h by minimiz-
ing the inventory costs, i.e., the stockout and holding costs, for certain quantiles in-
stead of every quantile as it is usually done. Figure 1 shows the total costs (Score) 
obtained for different benchmarks at certain CSL, where sales data from a manufac-
turing company specialized in household products have been employed. The costs 
(score) have been scaled for confidential reasons. The benchmarks employed are: i) A 
parametric approach based on a Single Exponential Smoothing (SES); ii) The Kernel 
density estimator whose bandwidth is optimized as described above; iii) the Kernel 
optimized by default in MATLAB (kernel smoothing function: Epanechnikov, default 
bandwidth assuming normal distribution); and finally, iv) the empirical percentile 
obtained from forecasting errors.  The results show that the method proposed to opti-
mize the bandwidth provides the lowest cost for higher quantiles (95% and 99%), 
although for lower quantiles (85 % and 90%) there is a negligible difference between 
all of them. 

 
Fig. 1. Scores vs Cycle Service Levels. 

References 

1. Heizer, J., Render, B.: Principles of Operations Management, Global edition, Pearson 
(2011). 

2. Chatfield, C., Time-series forecasting, CRC Press (2000). 
3. Silverman, B.: Density Estimation for Statistics and data analysis, Chapman & Hall/CRC 

Monographs on Statistics & Applied Probability, Taylor & Francis, Bristol (1986). 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 75



adfa, p. 1, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Forecasting Diffusion Investments in FinTech Using 
Diffusion Models 

Abstract. FinTech, or Financial Technology, has become an important sector in 
its own right in the wake of the global financial crisis. Instead of traditional fi-
nancial services offering packages of services, new innovative FinTech compa-
nies offer customized solutions to consumers which are often seen as more effi-
cient and cost-effective. The loss of confidence in banks has allowed for consum-
ers to rethink ‘who’ the authority of financial services should belong to (Arner, 
Barberis, & Buckley, 2016; Lee, 2016; Staykova & Damsgaard, 2015)., Techno-
logical innovation has created the opportunity for significant widening choice of 
financial services for consumers. (Deloitte, 2016, p. 4). 

The present research models the quarterly evolution of investments, namely 
the global number of deals in four sectors of FinTech. The analyses is carried out 
using innovation diffusion models. This research shows that there are different 
dynamics across sectors. On the one hand Online lending seems to be driven only 
by imitation and on the other hand heterogeneity propensity of adoption is also 
different. Nevertheless, all the dynamics are at the level of late majority meaning 
that they have already achieved the absolute maximum peak of adoption. 

1 Introduction 

The rise of electronic networks and the information revolution particularly at the be-
ginning of this century have been foreseen as challenging for most of the industrial 
sectors. Evans and Wurster (2000) in their book Blown to bits, said that some industries, 
especially those having information as a final product would be submitted to decon-
struction transformation. The main reason is that information is the glue that holds value 
chains, supply chains, consumer franchises and organizations together and for those 
kinds of industries, “(t)hat glue is melting”  (Evans & Wurster, 2000, p. 21). As a result, 
everyone would be able exchange rich information without any constraints, the hierar-
chical structure of supply chains, the organization of pyramids, the asymmetries of in-
formation, and “the boundary of the corporation will be able to be thrown into question” 

(p. 37), losing the corresponding competitive advantage. One of those sectors would be 
corporative and retail banking. In the case of retail banking, the fundamental unit of 
value is the customer relationship (cf. p. 44) but the deconstruction effect would change 
the main business focus. The competitive advantage would mainly be determined prod-
uct by product. Evans and Wurster pointed out at the beginning of this century, that 
“(t)he deconstruction of the value chain in banking is not distant and futurist as many 

think” (p. 49). That future is already here now. 
The term ‘Fintech’ is broadly used to refer to this technological evolution caused by 

the information revolution applied to finance and banking.  Broadly speaking this term 
refer to “the evolving intersection of financial services and technology”. Even though 

it had its first appearance dating back to the late 19th century, the term ‘FinTech’ has 
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only recently began to gain focused attention by regulators, industry participants and 
consumers alike. 

The aim of this research is to shed some light on the latest FinTech development by 
focusing on the  evolution of investments. We focus on quarterly time series describing 
the deal activity, namely the number of deals made by equity investments in different 
sectors of Fintech. The methodology applied growth curves models, specifically inno-
vation diffusion models: Bass-Roger (Mahajan, Muller, & Srivastava, 1990) and Bem-
maor (Bemmaor, 1994; Bemmaor & Lee, 2002). 

Growth curves have been historically used to describe natural growth of many phe-
nomena such as in physical or social sciences. Another case is the spread of an innova-
tion which is specifically called diffusion. In growth curves, often the aim is not con-
cerned with the underlying natural processes that generate the growth, whereas in dif-
fusion research, the aim is to understand this spread from the perspective of communi-
cation and consumer interaction. The spread of diffusion takes place within a social 
network that is assumed to be fully connected and homogeneous. (Mahajan, Muller, & 
Bass, 1995; Peres, Muller, & Mahajan, 2010) Therefore, a diffusion model curve is a 
growth curve but not the other way around. Some scholars may criticize the use of 
diffusion models in FinTech investment diffusion as it may not look as homogenous 
and connected than in other innovations situations. (Adomavicius, Bockstedt, Gupta, & 
Kauffman, 2007). In the literature review, we will try to show that the so-called FinTech 
ecosystems could be considered as that social network hosting investment activity. Still, 
if this hypothesis is not accepted, the reader could refer to this curve as a regular growth 
curve and nevertheless consider the forecasting without making further diffusion-type 
interpretation. 

The paper is structured as follows. The first following section discusses FinTech in 
general and each of the sectors taken into account in the empirical section and discusses 
the mathematical models. The second section presents the data and the methodological 
computational aspect. The fifth is the results followed by the last section which presents 
the limitations and the future perspectives of this research. 

2 Literature review 

2.1 Three eras of FinTech innovation 

In the banking sector, before the information revolution momentum, some other inno-
vations had been adopted and are marked by the three ‘eras’ that compose the evolution 
of FinTech. Since the days of the telegraph, the appearance of credit cards in the US 
and the fax machine replaced the telex. The launch of the calculator and the first ATM 
in 1967 marked the end of the first era, namely FinTech 1.0 (from1866 to1967). The 
following era, FinTech 2.0 (from 1967 to 2008), consisted of the development of tradi-
tional Digital Financial Services. Globalization of finance enabled by developments 
such as SWIFT and NASDAQ (the world’s first electronic stock market) followed by 
events such as the Herstatt crisis of 1974 and Black Monday of 1987 brought with them 
increased regulatory attention. However, it was the emergence of the internet marked 
by Wells Fargo’s use of the World Wide Web (WWW) to provide online account 
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checking in 1995, followed by the formation of direct banks without physical branches 
and the noticeable amounts of money invested in technology by the traditional banks 
that led to full digitization by the beginning of the 21st century. The Global Financial 
Crisis of 2008 accompanied by the ever-increasing loss of confidence in banks was seen 
as a major turning point for the financial industry and the birth of the current day era of 
the FinTech ‘revolution’ or FinTech 3.0  which is now a large and rapidly growing 
industry that represented a total volume of investment of US$12.21 billion in 2014, a 
300% increase from the precedent year (Ernst & Young Ltd, 2016).  

Technology developers create a favorable environment for FinTech startups to 
launch innovative services rapidly by providing digital platforms for social media, big 
data analytics and smartphones to name a few. While big data analytics enables the 
provision of unique personalized services to customers, “social media facilitates the 

growth of communities in the crowdfunding and peer-to-peer lending services.” (Lee, 
2016, p. 59). Nonetheless, this is part of a broader entity, namely the FinTech ecosys-
tem. 

“More generally, an ecosystem is defined as a co-opetitive environment in which 
symbiotic relationships are formed to create mutual value for its stakeholders.” (Hed-
man & Henningsson, 2015, p. 308). The ability to continuously evolve and adapt to 
changes both inside and outside is one of the key characteristics of an ecosystem and 
the importance of understanding the ecosystem is critical to developing effective busi-
ness models (Basole, 2009; Lee, 2016). FinTech ecosystems in Europe and the U.S 
have “stimulated technological innovation, made financial markets and systems more 
efficient and improved the overall customer experience.” (Strategy& (PwC), 2015). 

Five elements of the FinTech ecosystem have been defined as follows, FinTech 
startups, technology developers, government, financial customers, and traditional fi-
nancial institutions (Lee, 2016). Another model proposes a FinTech ecosystem devel-
opment model in four parts, namely the business environment, government/regulatory 
support, access to capital, and financial expertise (Strategy& (PwC), 2015). Looking 
closer at the former model, at the centre of the ecosystem lies FinTech startups who are 
described as mainly entrepreneurial and the drivers of major innovations “in the areas 

of payment, wealth management, lending, crowdfunding, capital market and insurances 
by incurring lower operating costs, targeting niche markets and providing more person-
alized services than traditional firms.”  

The creation of FinTech startups have been greatly supported by the venture capital-
ists and private equities whose level of investments have significantly risen over time 
(Lee, 2016). The aim of the paper is to investigate the dynamic of those investment in 
the FinTechfour sectors of described below.  

Online lending. 

The new wave of online lenders mostly focusses on the market segments directly 
impacted by post-crisis legislation that later became mispriced or neglected by banking 
and government institutions (Pitchbook Data Inc., 2016a, p. 6). While there are many 
forms of online lending services (student loans, small business lending), one of the main 
trends in FinTech in this field is peer-to-peer (P2P). Basically P2P allows individuals 
to borrow and lend money without the intermediation of a financial institution (Zhang 
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& Chen, 2017).The efficient structure of P2P lending FinTechs’ enables them to offer 

lower interest rates and improved lending processes for lenders and borrowers (Lee, 
2016). The first P2P website was Zopa launched in 2005. These online lending plat-
forms have their own regulatory, analytical and developer costs that must be funded 
through venture capital which includes a diverse group of investors, namely private 
equity firms, hedge funds, mutual funds, corporate VC firms and financial services ex-
ecutive-cum-angel investors (Pitchbook Data Inc., 2016a, p. 13). The main differences 
between P2P and traditional lending market are the following. On the one hand, the 
majority of the lenders are not professional: there are some empirical evidence showing 
that decisions are made on irrational basis and based on social mood, such as the phys-
ical attractiveness or writing skills of the borrower (Dorfleitner et al., 2016; Jin, Fan, 
Dai, & Ma, 2017; Zhang & Chen, 2017). On the other hand, sometimes borrowers and 
lenders are matched anonymously via real time auctions, as with Prosper.com. This 
does not help an appropriate evaluation of the risk, so Prosper introduced social network 
features in order to open some more information of members (Freedman & Jin, 2017).  

Insurance.  
Pricing risk is the core competency of insurance companies and has now become the 

main focus for competitive advantage in an industry which has become heavily seg-
mented by the disruption of FinTech companies (Pitchbook Data Inc., 2017, p. 7) that 
employ data analytics to calculate and match risk and are more accurately able to offer 
personalized products and services to customers. Furthermore, these FinTechs managed 
to integrate alternative datasets into more accurate pricing models. In comparison to the 
other FinTech sectors, insurance tech companies did not see a major drop-off of inves-
tor interest and reached its plateau in 2015 with $1.5 billion and 90 deals followed by 
a slight drop in deals in 2016 where numbers were at 74 deals and $1.4 billion consec-
utively. It is interesting to note that the larger average deal size even since 2014 were 
69 deals accounted for only $514 million is an indication of the substantial maturing of 
the industry (Pitchbook Data Inc., 2017, p. 14). 

Asset Management.  
Economic and regulatory conditions have placed tremendous pressure on fees in the 

asset management industry and to surpass this hurdle, FinTech has introduced new 
technologies and business models which are attractive to the millennial generation that 
represents a large share of the segment’s overall investment. As millennials are tech 

savvy and conscious about fees, they tend to prefer ETFs which offers intraday liquidity 
and tax efficiency giving the service provider agency over when they can buy and sell 
and thus control when their capital gains become due (Pitchbook Data Inc., 2016c, pp. 
3-5). A steady increase in institutional investor interest since the financial crisis un-
veiled many flaws in the way money was being managed (Huang, Chen, Wu, Huang, 
& Shen, 2016) . Private equity (PE) investors’ substantial interest in this segment is an 

indication that the industry is maturing. The strategy of private equity investors is dif-
ferent from venture capitalists in that they tend to purchase mature undervalued com-
panies, add leverage and make operational changes to improve profitability. However, 
recently PE firms have been involved in more and more growth deals, taking minority 
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stakes in companies. This shift is reflective in their increased participation in FinTech 
deals (Pitchbook Data Inc., 2016c, p. 14).  

Bitcoin and Blockchain 

Blockchain is a technology that allows transactions among potentially unlimited us-
ers or possibly devices “seamless, virtually costless, secure, and instantaneous – just as 
PayPal made it easy for people to buy and sell items on, say eBay” (Anonymous, 2017, 
p. 86). Those transactions among parties do not need the intermediaries – for example, 
a bank, a financial institution, or a broker – which also cut out  the associated transaction 
costs (Anonymous, 2017). A blockchain is a text file acting as a public ledger recoding 
events, i.e. transaction. Although anyone can hold a copy, read and write on the block-
chain it is very difficult, near impossible, to commit a fraud due to the use of a crypto-
graphic signature (Mansfield-Devine, 2017, p. 15; Sikorski, Haughton, & Kraft, 2017). 
Each recorded block includes data of the previous block “which is then cryptograph-

ically hashed along with the information about the current transaction” (Mansfield-
Devine, 2017, p. 15). A whole avenue of applications is open for this technology (Cheah 
& Fry, 2015), such as the P2P electricity trading (Anonymous, 2017), internet of things 
applications, i.e. Radio-Frequency identification and sensor technologies (Pazaitis, De 
Filippi, & Kostakis, 2017), in e-government like the case in Estonia of the e-resident 
card (Sullivan & Burger, 2017). 

Bitcoin is a decentralized online peer-2-peer digital currency system which does not 
require any central clearing agency such as bank in the case of traditional electronic 
cash. The identification problem between two peers in a transaction (i.e. payment) 
could be solved simply by the availability of a Public Key Encryption but blockchain 
techniques are necessary when the solvability of the payer has to be verified. Indeed, 
all the blockchain information “is maintained by a community of participants, known 

as miners” (Abegg, Agrawala, Crick, & de Montfalcon, 2007; Göbel, Keeler, Krzesin-
ski, & Taylor, 2016, p. 23; Pitchbook Data Inc., 2016b). Practically, when spending 
bitcoins this verification process could last on average 10 minutes.  

In October 2013, the first bitcoin ATM in Vancouver appeared (Yermack, 2013). 
There are some discussions about the nature of bitcoin as a currency or a commodity. 
Because of lack of space this cannot be discussed here but some important features are 
the following. It is not like a currency for the following reasons. Bitcoins cannot be 
deposited in a bank but can be kept in a system of “digital wallets”. Bitcoin does not 

have a direct link to gold or other precious metals and shows no significant correlation 
with other currencies such US dollars, Euro, etc.. It cannot be manipulated by anyone, 
hence  in terms of fiat it is better than national currency, because the central bank cannot 
increase the supply of bitcoins and create inflation (Yermack, 2013). It is like a currency 
because it can be exchanged to any currency any time but it is a commodity because it 
also has liquidity limitation. The bitcoin has a finite supply of 21 million which is fore-
casted to be reached within the next century. It is a hyper-deflationary currency whose 
purchasing power goes up as the level of adoption goes up. “The increase in adoption 

explains the meteoric rise in the purchasing power of bitcoins since circulation started 
in 2009. The first recorded exchange rate of bitcoins for fiat currency was at a rate of 
1,309.3BTC for 1USD, offered in October 2009. By April 2014, the exchange rate had  
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risen  to  fluctuate  around 0.002BTC  for  1USD,  reflecting  roughly  a six-hundred-
thousand-fold (0r 60,000,000%) increase in the price of a bitcoin in US dollars in four 
and a half years.”(Ammous, 2014). Moreover, bitcoin does not have intrinsic value as 
gold does (Dyhrberg, 2016). Another interesting empirical result is that the download 
of cryptocurrency (not only bitcoin) apps have markedly increased in Spain, Italy, 
somewhat less in Cyprus followed by USA immediately after the Cyprus bailout an-
nouncements on march 16, 2013 (Luther & Salter, 2017).  

 
In conclusion, this literature review sheds some light on the latest development of 

FinTech. Each FinTech sector ecosystem appears to have an internal identity, where 
the level of homogeneity could change across them. Nevertheless, there are different 
eco-systems for each sector. The next subsection will describe innovation of diffusion 
models by presenting the Bass-Rogers and Bemmaor model. The latter allows the esti-
mation of the heterogeneity in the propensity of adoption. 

2.2 Innovation diffusion models  

The seminal Bass model of diffusion (Bass 1969), an extension of  Rogers’ (1962) 
ideas on the diffusion of innovations, quantifying the factors that drive individual and 
organizational adoption of new products is the starting point of this analysis. Bass con-
siders a differential equation capturing a mixed-influence on diffusion through two 
main parameters, innovation (p), driven by external channels such as mass communi-
cation and imitation (q), driven by intrapersonal communication such as word-of-
mouth. Equation 1, below,  shows the Bass function (1969) for new product diffusion 
where N(t) is the cumulative number of adopters at time t, m is the total market adop-
tion,  the ceiling level, and the parameters p and q, the coefficients of innovation and 
imitation respectively, 

 

 
 
From a marketing perspective, the innovation coefficient p captures the propensity 

to adopt the new product as driven by external information. The imitation coefficient 
q, on the contrary,  represents the propensity to adopt due to interpersonal communica-
tion channels (Mahajan et al., 1990). Eq.1 also contains and generalizes two extreme 
cases: one that is  pure innovation, reducing to a modified exponential function when  
q=0 and p>0 and one that is pure imitation, represented by a logistic function when p=0 
and q>0 (Meade & Islam, 2006).  From the mathematical model perspective, q and p 
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dN t q
p m N t m N t

dt m

N t   

adoption due to 

external influence 

or independent adoption 

adoption due to 

internal influence 

or internal adoption 

 (1) 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 81



 

are the shape and scale of the diffusion curves Eq.1 The ratio q/p, defines their shapes 
of the cumulative diffusion curves: the greater the q/p ratio is, the more prominent the 
S-shape. In this case, the S-shapes of cumulative adoption curves turn out to be more 
left-skewed and is therefore leading to a slower penetration rate than with lower values 
of q/p (Bemmaor & Lee, 2002; Meade & Islam, 2006). Hence, a systematic comparison 
of the innovation and imitation parameters, p and q, may provide essential information 
in estimating and forecasting new products’ adoption across markets as well as that of 

different innovations within the same market.  
An extension of Bass’ distribution curves bridges Rogers’ (2003) five adopter cate-

gories into the Bass/Rogers or BR model (Mahajan et al., 1990) and the shape of the 
non-cumulative diffusion curve has a bell shape. The first inflexion point, T1 that sep-
arates early adopters from the early majority. The peak of absolute adoption T*, iden-
tifies and discriminates between the early majority and the late majority. Finally, the 
second inflexion point, T2, separates the late majority from laggards (Mahajan et al., 
1990, pp. 42-43, Figs. 3 and 4). 

The original Bass model assumes a homogenous and fully connected social system 
within which the diffusion is taking place so that, in this framework, the probability 
that an individual adopts an innovation is linear with respect to the number of previous 
adopters, after considering other external factors, such as advertising (Bass, 1969; Ma-
hajan & Muller, 1979).  

Bemmaor (1994) proposes a general diffusion model based on heterogeneous indi-
vidual propensity for adoption. This model includes the Bass model as a special case  
and assumes  that individual-level times for adoption (or first purchase) vary following 
a shifted Gompertz distribution function (Bemmaor, 1994, p. 207).  

The Gamma /Shifted Gompertz (G/SG) aggregate cumulative distribution function 
has the closed-form expression: 
 

( ) 1 / 1bt btF t e e


      
     

In Eq.2, the parameters b and   can also be expressed in terms of the Bass model 
parameters, using the two following relationships: b=p+q and =q/p. For fixed values 
of b and ,  is the shape parameter of Eq.2 that measures the adopters’ population 

heterogeneity. This parameter solves the models’ misrepresentation issue in the cases 

of "extra-Bass" skew (Bemmaor & Lee, 2002). 
If 0, then the shape of Eq.2 is close to an exponential curve, similar to the one 

would obtain in the Bass model without imitators, when q=0. As  tends to ∞ the G/SG 
curve resembles a logistic curve, similar to the one would obtain in the Bass model 
without innovators, when for p=0. If 1 Bemmaor model is equivalent to Bass model.  

The presence of a required critical mass for adoption is captured through the lens of 
the Bass model, via the analysis of the q/p ratio. Therefore, two parametric sets indicate 
“Extra-Bass” features. On the one hand, q/p ratio and on the other hand, Bemmaor α 
parameter. This makes multiple interpretations possible. “[…] it is impossible to unam-
biguously interpret the model parameters of any single diffusion curve as reflecting 

(2) 
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social contagion or heterogeneity in the propensity to adopt”(Van den Bulte & 
Stremersch, 2004, p. 530). 

In banking innovation, some studies have been carried out using a diffusion-type 
interpretation. A  qualitative study of German banks has also shown that relative to non-
interactive innovations, the diffusion of interactive innovations (i.e. Electronic Funds 
Transfers and home banking for private customers) was slow to reach critical mass 
(Mahler & Rogers, 1999). In this case, an S-Shape for non-interactive innovations 
should be less pronounced, less left skewed, having therefore a smaller q/p ratio than 
one for interactive innovators. Bass model was used to study 14 alternative investments 
for disposable income available to US citizen in the early ‘80s (Srivastava, Mahajan, 
Ramaswami, & Cherian, 1985).  Moreover, a recent study found 41 relevant researches 
published on “internet banking” and “e-banking” and focused on a cross-country anal-
ysis explaining e-banking adoption (Takieddine & Sun, 2015). 

In conclusion, the Bemmaor diffusion model completes Bass model by adding het-
erogeneity of adoption for individuals, however, without identification of the source of 
heterogeneity. The skewness parameter  of Bemmaor model Eq.2 provides crucial 
information about heterogeneity and on the “Extra-Bass” shaped diffusion. Therefore, 

if >1, the Bemmaor model has a left-skewed shape, there is a further indication of the 
existence of critical mass effects  (Meade & Islam, 2008). This paper focuses on the 
estimation of both the q/p ratios and the shape parameters  in assessing the presence 
and potential role of critical mass in the adoption processes of four FinTech sectors.  
 

3 Data and methodological aspects 

The data belongs to Pitchbook Data Inc. and it consists of quarterly series of the 
number of deals (deal count) made by investors in four sectors of FinTech. Insurance: 
the data consists of 16 consolidated observations and one provisional observation from 
the first quarter of 2013 to the first quarter of 2017 (Pitchbook Data Inc., 2017). Bitcoin 
and Blockchain: the data consists of 14 consolidated observations and one provisional 
observation from the first quarter of 2013 to the third quarter of 2016 (Pitchbook Data 
Inc., 2016b). Asset management: the data consists of 15 consolidated observations and 
one provisional observation from the first quarter of 2013 to the fourth quarter of 2016 
(Pitchbook Data Inc., 2016c). Online lending: the data consists of 26 consolidated ob-
servations from the first quarter of 2010 to the second quarter of 2016 (Pitchbook Data 
Inc., 2016a).   

To estimate a Bass, we have customized a routine developed by Michel Leonard of 
SAS Institute Inc. in 2010. This routine uses the probability density function as shown 
in Eq.1 (Bass, 1969; Mahajan et al., 1990; Srinivasan & Mason, 1986)  
For Bemmaor or G/SG, the estimation uses the closed formula of Eq.2 and for the esti-
mation of T* we refer to Bemmaor and Lee (2002, Appendice). The estimations were 
done using the SAS routine Proc Model (SAS Institute Inc., 2011). 

The values of Adj-R2 are often extremely high (in this case, the lowest estimated 
value was 0.985 and the highest 0.97) and therefore not very informative. The lack of 
information of Adj-R2 especially for Bass models have been observed by Van den 
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Bulte and Joshi (2007).  Instead, mean absolute percentage (Root MSE) is reported in 
table 1. All models suffer from a collinearity effect as in other research such as 
Scaglione, Giovannetti, and Hamoudia (2015). We acknowledge this limitation.  

4 Results 

The projected results reported in Table 1 clearly show that the estimates for the 
shape parameter β=q/p differ under the hypotheses of the Bass model for Online lend-
ing (q/p=89.9). Online lending is mainly driven by innovation given that p, namely 
the innovation parameter is not significantly different from 0, this is also true for 
Bemmaor. The skewness parameter α, indicating the heterogeneity of adoption, is the 
lowest of the four sectors (α=0.36). Moreover, the corresponding graphs in figure 1 
shows a left-skewed shape providing evidence about the existence of critical mass. As 
it was pointed out in the literature review, it is difficult to isolate which factor is re-
sponsible for this “Extra-Bass” shape i.e. the lack of innovation or the heterogeneity 
in the propensity of adoption.  

From the point of view of β (q/p=22.0) Blockchain & Bitcoin (B&B) follows 
online lending. Nevertheless, the innovation parameter is significantly different from 
0. The value of α (1.61), the inspection of the corresponding graphs in figure 1 and 
the close values of root MSE for the two models show that this diffusion appears to be 
a Bass diffusion. Another issue is that the value1 for  belongs to the 95% Wald con-
fidence iinterval [0.66,2.57]. In this case, if this hypothesis is accepted it implies that 
the diffusion of B&B seems to be homogeneous and mainly with the propensity of 
adoption in the beginning of the diffusion. The peak value is the same for the two 
models (2014 Q4) reinforcing the coincidence of them.  

The Asset management sector has a β value of 11.62 and an α value of 0.66. No re-
ported results show that the confidence interval at 95% of the estimated α is 
[0.52,0.93] indicating somehow, the lack of coincidence of the two models. There-
fore, the propensity of adoption in Asset management is more heterogeneous than the 
case of B&B.  

Finally, insurance is the sector with the lowest β (q/p=8.6) and the highest p 
(0.023). The α value is 0.42 in line with the conclusion by the observation of the cor-
responding graphs in figure 1 i.e. the Bass model and Bemmaor model are different. 
From the point of view of the Bass-Roger categories, each of the sectors have already 
surpassed the peak T*, showing that they are in the late majority stage nowadays. 
Nevertheless, the time to reach this peak date is similar for B&B, Asset management 
and Insurance (between 8–10 quarters). On the contrary, Online lending needs more 
than double the time (26 quarters following Bass and 23 following Bemmaor).  
Figure 2 shows the cumulative distribution and forecasts for both models. 
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5 Implications, limitations and further research 

We have seen that critical mass was most present in Online lending than in the three 
other cases. The B2C and C2C lending activity is a typical case of an interactive inno-
vation. Although we have no data available of the adoption at that level, empirical evi-
dence referenced in the literature review suggests the existence of critical mass at the 
C2C level (Mahler & Rogers, 1999) . The fact that investment shows the same pattern 
could be merely the result of the level of risk connected to the evaluation of the adop-
tion.  

Contrary to the former case, the Insurance sector shows the highest p value and 
may hence be due to the competitive nature and the relevance of high performance 
price risk evaluation technology for the traditional insurance sector as seen in the lit-
erature. As such, investors are also those traditional insurance companies constantly 
looking to gain the necessary advantage in the field.  

Bitcoin -related companies have seen heightened levels of investor interest since 
the price of bitcoin exceeded $200 in 2013 Q4, an increase in the level of investor in-
terest was seen and could explain the heterogeneity and propensity of early adoption 
seen in the corresponding graphs in figure 1. However, a decrease in deals over time 
is expected as the VCs prefer to have more interest in easy-to-define business models 
(Pitchbook Data Inc., 2016b). This is also line with the corresponding graphs in figure 
1 where the peak is shown in 2014 Q4. Nevertheless, this explains only a part of the 
history, given that that the data also count the deals focussed on Blockchain technol-
ogy. In the literature review there are some applications in other fields other than 
banking, such as the electricity market, Internet of things, etc. Therefore, a hyper-cy-
cle could launch in a near future as some new comers will boost the interest in this 
technology. 

Asset management shows that the propensity to adopt is varied among investors 
which may be linked to the shift of the robo-advisory technology which was focused 
on created attractive business models for young, tech savvy millennials, to reach other 
target segments with adapted business models. These varied business models may at-
tract varied investment activity (Pitchbook Data Inc., 2016c) as the corresponding 
graphs in figure 1 has shown.  
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Fig. 1. : Actual,Bass and Bemmaor estimation and forecasting of absolute numbers of deals 

 
Fig. 2. Actual Bass and Bemmaor estimation and forecasting of absolute numbers of deals. The 
vertical axis indicates the date T* in the case of Online lending and Insurance, Bemmaor’s T* 

in dotted lines, Bass’ in solid lines. 
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Table 1.

Estimates and root SME for each sector. In bold, estimates significant of 1%, in bold italic at 
1% 
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Abstract: Electricity demand prediction based on time series forecasting is 
an essential task for distribution network operators in charge of electricity distri-
bution and planning. They use information about the observed demand to predict 
future estimations, both in the short and long term. Forecasting and predictive 
techniques always have to deal with several irregularities in the time series. The 
most significant one is the calendar effect because national or local holidays se-
riously affect the series and, thus, the forecasting process. Many previous studies 
address this subject by modifying the series and applying dummy variable regres-
sors. We present a new proposal where the calendar effect is included as part of 
the model rather than as an external modifier. These irregularities are included as 
new seasonalities using discrete intervals in multiple seasonal Holt-Winters mod-
els. This methodology is applied to electricity demand forecasting in Spain, es-
pecially to deal with the Easter holidays. Results are shown and discussed. 

Keywords: Time series, forecasting, multiple seasonal Holt-Winters models 

1 Introduction 

Production planning and distribution of electricity in western countries are respon-
sibility of electricity distribution companies, better known as transmission system op-
erators (TSO). They are in charge of the coordination of the real-time production with 
demand, which affect directly to customer service and prices. This task highly depends 
on the forecasted demand by the operator since any mismatch between production and 
demand causes big losses in energy and money. The prediction techniques used by these 
companies are based on time series forecasting, modelling their own complicated mod-
els. The information of the observed demand is thus used to feed those models and 
lately for making predictions of newer demands and future estimations. However, the 
behaviour of observed data shows many irregularities the models must deal with: 
Weather conditions - like summer or winter -and the most important, calendar effect. 
Literature about weather modelling can be found in [1–4]. 
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Regarding the calendar effect, we distinguish between normal days - work days 
whose pattern always exhibits similar behaviour-, and anomalous days (or special days) 
– days on witch special conditions modify the regular behaviour, such as holidays, 
strikes, special events, etc. -. Figure 1 illustrates this irregularity in an Easter week. The 
treatment of the anomalous days is considered in several works. Most of them include 
the irregularities as the implementation of a new model or as a part of the model, but 
modifying it using dummy variables[5,6] or as intervention functions. New recent ap-
proaches reveal interesting information, as in the study by Arora et al. [7], where they 
model with triple seasonal holt-winters, but with rule-based methodologies to deal with 
special days. Bermudez et al. [8,9] use multivariate time series in which special days 
are considered as a covariate directly related to the demand. Although all of these meth-
ods are efficient and provide good results, we propose a new methodology based on 
Holt-Winters modelling, which usually provides the most accurate forecasts in terms 
of demand[10]. A new point of view is proposed where special days are part of the 
model itself, included as a new seasonal pattern that occurs in discrete time ranges, 
which allows the model to avoid the use of exogenous variables. 

This article is structured as follows. Section 2 presents the new modelling. Section 
3 performs the analysis of this method applied to Spanish electricity demand, and, fi-
nally, section 4 summarises the conclusions reached.  

 

 
Figure 1. Irregular behaviour of the series due to calendar effect. Dash line represents the be-
haviour for a regular series. The seasonal pattern is fully accomplished by the series. But the 

reality – filled line – shows some different behaviour to expected, due to Easter holidays in this 
case. It may affect several days. 

2 Discrete Interval Multiple Seasonal modelling 

Multiple seasonal Holt-Winters (nHWT) models were formerly presented by Tay-
lor[1,11]. García-Díaz et al. [12] proposed a generalisation of the method which is 
shown in (1-4) in the additive trend and multiplicative seasonality form.  

Lead Time(hours)

Regular Real
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The new proposal discriminates between two kinds of seasonalities. The first one is 

regular and occurs during the entire time series; once this seasonality starts, it always 
repeats with a fixed length, leaving no gaps. The second type of seasonality occurs in a 
discrete interval that may occur one or several times within the other regular seasonal-
ities, and can vary in position over time, but not in length. We refer to this as Discrete-
Interval Mobile Seasonalities (DIMS). Additional requirements for DIMS must be ful-
filled. A smoothing equation has to model the behaviour of the new seasonality and be 
updated with each new occurrence in the observed values; thus, it can be integrated 
within the nHWT model (8). Each repetition in observed values is used to feed the 
smoothing equation. It also affects the regular seasonality as shown in (7) as well as 
level (5). This seasonality must only be present in newer expected occurrences as part 
of the forecast equation (9). The former model is thus expressed as in (5-9). 
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Where !", 0", and 4"
5  are the smoothing equations for level, trend and seasonal in-

dices for each K seasonal pattern of length L5. G"H∗
I  are smoothing equations for each 

DIMS h, of length LI  and defined only in MI∗. <"(=) is the k-step ahead forecasting 
equation where <" are the observed values. $, 1, 6 5  and 6D

I  are the smoothing pa-
rameters in each equation. @AB is the parameter for the first autoregressive error adjust-
ment, and C" is the first order error. MI∗ must be defined has to be defined so that it only 
includes the period in which the DIMS occurs. Another aspect that differs DIMS to 
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regular seasonalities regards the recurrence of the equations. DIMS use information of 
previous LI∗  observed values, regardless of how many times it occurs. 

The way to work with DIMS is illustrated in Figure 2. Initially, the initial values of 
level, trend and regular seasonalities must be obtained. In a second step, the DIMS 
initial values obtained and finally, the smoothing parameters must be optimised. After 
this process, newer forecasts can be stated. 

 

 
Figure 2. Working procedure to fit model using DIMS and make forecasts. 

2.1 DIMS Initialisation procedure 

DIMS smoothing equations are recurrent and need to be initialised. The methods 
used are based on regular seasonal indices techniques, but have to be adapted in order 
not to disturb main seasonal patterns.   

 
The seeding values can be obtained using the following procedure for each DIMS: 

─  1st, a STL decomposition[13] is carried out with all regular seasonal components 
(10); the series is then recomposed without remainder (11). 

 XO = TO + SO(RS) + UO (10) 

─  Where 0" is the trend, and !"
(5) are the seasonal components for period length L5. U" 

stands for the remainder. The recomposition involves only the first parameters, thus  

 RO = TO + SO(RS) (11) 
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Seeding Values
(Regular process)

DIMMS
Seeding Values

Parameters
Op�misa�on

Forecasts

DIMMS Seeding

Mult.Seasonal
STL

Decomposi�on

Series
Recomposi�on

DIMMS indices

Parameters
Op�misa�on

Method

Regular model
parameters
Op�misa�on

All-in-one
parameters
op�misa�on

DIMMS
parameters
op�misa�on

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 94



─  2nd, the data is prepared according the DIMS positions and length, with k appear-
ances within the series time range. Each value is divided by the recomposed series 
values in the same position. 

 

 1 2 3 … k 

1 
<WX
YWX

 
<WZ
YWZ

  
<W[
YW[

 … 
<W\
YW\

 

2 
<WX]X
YWX]X

 
<WZ]X
YWZ>/

  
<W[]X
YW[>/

  
<W\]X
YW\>/

 

… … …  …  … 

L^∗  
<WX>;F∗ ./
YWX>;F(X

∗
 

<WZ>;F∗ ./
YWZ>;F(X

∗
  

<W[>;F∗ ./
YW[>;F(X

∗
  

<W\>;F∗ ./
YW\>;F(X

∗
 

 
In this table, _5 is the position of each DIMS in the time series, and Y5 is the recom-

posed series value at the i position. 

─   3rd, indices are computed as average of all previous values. 
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2.2 Parameters optimisation 

Smoothing parameters are crucial in the model forecasting process, and they must 
be optimised. This action requires the minimisation of an error measurement indicator 
in a non-linear problem. The indicator used in this paper for fitting is the root mean 
squared error (RMSE) as defined in (12). 

 RMSE = /
d
	 <" − <"

a (12) 

As shown in Figure 2, there are two possible ways of obtaining them. The first in-
volves the obtaining all parameters simultaneously, as suggested in Chatfield and Tay-
lor[11,14]; this is the most common way for regular Holt-Winters methodology. But 
DIMS are defined only in some discrete time ranges, therefore the proposal of using a 
two-step process makes sense, in which the regular parameters are obtained first, and 
then the DIMS smoothing parameter. 
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3 Spanish electricity data and calendar modelling 

In Spain, the TSO is called Red Eléctrica de España (REE). It provides information 
about the aggregated Spanish hourly electricity demand on its own web page, where 
the data used in this paper was obtained. The data refer to the period from 1 July 2007 
at 02:00 a.m. to 5 April 2015. In this period, some special events took place that can be 
modelled using DIMS. Although this methodology can be applied to all special events, 
we concentrated on modelling strikes and Easter in this paper. 

The accuracy indicator used to compare the forecasts is the mean average percentage 
error (MAPE) as defined in (13).  

 MAPE % = /
d
	 %&.%&

%&
×100 (13) 

The models used in this work had two seasonal patterns of length L/ = 24 and La =
168 hours. Although it was possible the use of a third seasonal pattern, it was discarded, 
as mentioned in García-Díaz & Trull[12].  

An analysis using Easter modelling was carried out. The aim was to model a yearly 
event that occurs on different weeks each year with a fixed period longer than one day. 
Easter took place on the dates listed in Table 1. All the regions in Spain have holidays 
on Holy Thursday and Maundy Friday. The rest of the week has a special behaviour 
depending on the region and year. Although there is no official holiday, the industrial 
production level decreases, which has an impact on the demand. The following week 
includes Easter Monday, and some regions do have holidays on that day. The centre of 
the graph shows the Easter holidays, when the consumption clearly falls. The surround-
ing weeks do not show any special behaviour, although our initial suspicions.  

Positions and lengths of DIMS are listed in Table 2. The two methods were tested to 
obtain the parameters: all the parameters together, and the two-steps process. Addition-
ally, several models were tested according to the trend and seasonal methods.  

The procedure carried out for the analysis consisted of making 24-hours-ahead fore-
casts for the Easter periods in 2014 and 2015, and comparing them to the real data 
measured with MAPE.  

Table 1. General Easter period in Spain. It starts with the Palm Sunday and ends with the Re-
surrection Sunday. This table shows when occur these special days. Not all regions in Spain 

apply the same Easter period for holidays, but all of them include, at least, the Saint Thursday 
and Friday. 

Year Palm Sunday Resurrection Sunday 
2008 16 March 23 March 
2009 5 April 12 April 
2010 28 March 4 April 
2011 17 April 24 April 
2012 1 April 8 April 
2013 24 March 31 March 
2014 13 April 20 April 
2015 29 March 5 April 
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Table 2. Analysis framework. Two parameters optimisation methods used, several periods and 
models. 

Analysis Summary 

Parameters 
Optimisation 

All-in-one Two-Steps 

Period Starting at Length 

1 Monday after Palm Sunday 
192 h 

2 Thursday Saint 120 h 
3 Wednesday 96 h 
4 Wednesday 120 h 

Models AMC AAC 
 
 

Many models and cases were tested, as described in [12], but only the most interest-
ing ones are summarised in Table 3. The model AMC24,168  refers to an additive-trend 
and multiplicative-seasonality model with two seasonalities ( 24 hours and 168 hours). 
The model AAC24,168  refers to an additive trend and seasonality model with the same 
seasonal patterns. Case 0 in both models represent the nHWT results on Easter dates. 
The model cannot deal with these kinds of irregularities, and MAPE rises to 10%, com-
pared to regular conditions, which show results of about 2% [12]. The rest show lower 
MAPE - under 5% -, because the inclusion of DIMS improves the results. The compar-
ison of cases 1 and 2 showed that there were no significant differences in terms of DIMS 
length and position. Therefore, case 2 with the shortest DIMS length, was further de-
veloped. In terms of the method used to obtain the parameters, it is not clear that one 
prevails over the rest; thus, the second method is much faster and will be developed.  

 
Accuracy of forecasts ranges from 1.5% to 3% MAPE, similar to nHWT on regular 

days. To figure out the effect provided by this new DIMS, Figure 3 shows the compar-
ison between the 24-hours-ahead forecasts made with both methods and the real values. 
Every day, a 24h forecast was provided by each method, and compared to the real val-
ues.  

The forecasts are clearly improved by the use of the Easter DIMS. Sundays do not 
improve much because, although Easter is on Sunday, no special event in terms of de-
mand occurs in this period.  
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Table 3.24-hours-ahead MAPE on forecasts during Easter. In header columns, you find the day for which the forecast was prepared. Two models are 
shown here: AMC24,168 and AAC24,168. Each model has four variants: 0: No DIMS were used; CASE 1: corresponds to period 1 in Table 2. The method 

used to obtain the parameters show no differences; CASE 2: corresponds to period 2, where M1 used all-in-one parameters estimation, whereas M2 
used the two steps procedure. 

MODEL AMC24,168 AAC24,168 

VARIANT 0 CASE 1 CASE 2, M2 CASE 2, M1 0 CASE 1 CASE 2, M2 CASE 2, M1 

Thursday 17/04/2014 13.12 3.05 2.73 2.79 12.25 6.42 5.90 9.18 
Friday 18/04/2014 11.38 1.74 2.41 3.06 14.22 1.79 2.39 2.14 

Saturday 19/04/2014 10.97 1.68 1.44 1.58 11.34 1.40 1.28 1.09 
Sunday 20/04/2014 3.25 1.65 1.88 4.04 5.85 4.33 4.67 4.79 

Monday 21/04/2014 4.94 6.25 3.57 7.02 5.80 4.87 5.06 5.87 

Thursday 02/04/2015 11.35 2.90 2.79 3.07 12.02 5.47 4.81 8.80 

Friday 03/04/2015 10.66 3.44 1.55 2.62 12.82 0.97 1.13 2.44 
Saturday 04/04/2015 10.51 1.10 2.58 2.04 10.32 2.64 2.45 2.28 

Sunday 05/04/2015 3.60 2.56 1.53 2.47 4.86 3.11 3.44 2.88 
Monday 06/04/2015 5.91 1.51 3.93 4.69 7.40 2.84 3.04 2.96 
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Figure 3. 24 hours ahead forecasts comparison among the regular method, DIMS method and 
real values. The abscissa represents lead time in hours, from start of forecast (SoF) to 24 hours 

ahead. The black line represents the real (observed values) to compare with. Blue line is the 
regular method forecasts, whereas red line uses the new DIMS method. 

 
After checking the very-short-term forecasting with 24-hours-ahead forecasts, the 

medium term is also analysed. New tests were performed using forecasts of 168h (a 
week) ahead. In this case, only the AMC24,168 model was compared. Results are shown 
in Table 4. It is clear that, overall, in the Easter period, DIMS improve the forecasts 
even in the medium term. However, outside this period, the results worsen compared 
to regular modelling.  

SoF 24 SoF 24

Real
AMC24,168

AMC24,168,DIMS

SoF 24 SoF 24

SoF 24

24 h Forecast comparison for
Thursday, 2 April 2015

24 h Forecast comparison for
Friday, 3 April 2015

24 h Forecast comparison for
Saturday, 4 April 2015

24 h Forecast comparison for
Sunday, 5 April 2015

24 h Forecast comparison for
Monday, 6 April 2015
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Table 4. MAPE comparison of 168 hours-ahead forecasting between regular HWTn models and 
the new proposal using DIMS. The header column lists the day the forecasting was made for. 

 REGULAR DIMS 
17/4/14 7.67 5.68 
18/4/14 9.06 4.60 
19/4/14 20.00 5.96 
20/4/14 8.04 9.21 
21/4/14 6.47 12.29 
2/4/15 7.44 5.63 
3/4/15 10.48 5.42 
4/4/15 21.92 7.30 
5/4/15 9.69 10.69 
6/4/15 7.57 13.05 

 

4 Conclusions 

This paper presents a new way to deal with anomalous patterns in time series. It 
introduces discrete-intervals mobile seasonalities (DIMS) as part of the multiple sea-
sonal Holt-Winters model. They are fixed-length seasonalities that only occur in some 
discrete intervals. DIMS are represented by a new smoothing equation that is included 
as a part of the Holt-Winters model, so that the information from this equation is up-
dated each occurrence. The forecasting equation is also updated by including DIMS 
indices only in the time interval when a newer occurrence may appear. DIMS initiali-
sation is also presented, along with the procedure to obtain their initial conditions.  

DIMS are tested modelling calendar effects as Easters. It is checked the accuracy 
with events that happen every year, but in a different time position. In this case, several 
DIMS lengths and position are also tested. Finally, DIMS with length of 192 hours at 
00:00 of Holy Thursday are taken. Results highlight a stabilised 24-hours-ahead fore-
casting MAPE of around 3%, much less than the results obtained with regular method 
nHWT.  

The work with DIMS is not finished. Further developments are needed in order to 
model all calendar effects and provide better accuracy and stability. 
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Abstract. 

2100 Chaos Neural Networks (CNNs) with modified 32 bits fix-point arith-

metic (i-FPA) have generated the ultra-long period pseudo-random number 

(PRN) series; the period has reached 1010494.  The rate of PRN generation using 

the computer mounted the latest GPU (Tesla P100) has been 1.829 Tbps.   CNN 

with small perturbation as varying external inputs ID (v-CNN) has changed 

CNN drastically.  901 v-CNNs have generated the ultra-long period PRN series 

1011052 at ID = 0.001275623 with double-precision floating arithmetic.  The rate 

of PRN generation has been 4.383 Tbps.  i-FPA and v-CNN are expected to 

implement a cipher application to protect personal information in a smartphone 

and other IoT devices. 

keywords:chaos time series·GPGPU·pseudo-random number 

1 Introduction 

Chaotic time series from the chaos neural network (CNN, Fig.1) are useful for a 

pseudo-random number generator (PRNG) for stream cipher.  CNN consists of con-

ventional artificial neurons and generates chaotic outputs [1, 2, 3].  We have studied 

computer generated chaotic time series from an empirical viewpoint.  Theoretical 

chaotic time series has no period, yet computer generated chaotic time series is even-

tually periodic by the calculation with the finite precision within our knowledge.   

 

 

 

 

 

 

Fig. 1. CNN having cyclic structure (C-4nn). 
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The period of chaotic time series from CNN with double-precision floating-point 

arithmetic is normally 10
15

-10
17

.  Outputs of a number of CNNs which have different 

external inputs compose high dimensional vector, for example 901 CNNs have af-

forded the far longer period 10
9774

 (≈ 2
32469

) that is estimated with experimental data 

[4].  The value has been slightly changed by higher-precision approximation com-

pared with the reported value in reference 4.  The high dimensional vector has been 

converted into pseudo-random number series by RNR.  The overhead time of RNR is 

not important more than 100 CNNs [4].  The modified CNN has been featured by far 

both longer period and higher rate of PRN generation.   

In this work we report improved methods for CNN with fix-point arithmetic and 

double-precision floating-point arithmetic to implement ultra-long-period pseudo-

random number (PRN) series.  In particular the PRNG has been extremely accelerated 

by the latest GPU and the modified method.  The rate of PRNG has reached the Tbps 

(10
12 

bit/s) order of magnitude.   

2 Time Series of Chaos Neural Network 

CNN that composed of 4 neurons in discrete-time system has been used for a chaos 

generator (Fig. 1).  Ij is an external input of jth neuron, and I1=I4, I2=I3=0 in this work.  

A total value of inputs in jth neuron at time t is defined as equation 1. 

𝑢𝑗(𝑡) = ∑ 𝑤𝑖𝑗𝑥𝑖(𝑡)

𝑛

𝑖=1

+ 𝐼𝑗                                                                       (1) 

𝑥𝑗(𝑡 + 1) =   𝑓(𝑢𝑗(𝑡))                                                                           (2) 

wij is a synaptic weight, xi is an input from ith neuron.  An output from jth neuron at 

time t+1 is defined as equation 2 with the asymmetric piecewise-linear-function 

(APLF) f (Fig. 2).  APLF is useful for avoiding the periodic window corresponds to a 

non-chaotic periodic orbit, and 7 independent parameters of APLF can be used as 

secret keys in a cipher system [4,5,7,8].   

  A period of chaotic time series from CNN changes with a different external input 

value I.  Even if the values of neurons in a CNN coincide with another CNN acci-

dentally, the outputs of the neurons become different owing to a different I.  Actually 

no same period has been observed in our experiments. 

The time series generated from CNN can separate into 2 independent subseries;  

series and  series (equation 3, 4).  The 2 subseries do not mix to each other.  The 

averaged period of the subseries is ca. 10
8
, normally 10

7
-10

9
.   

 

  𝛼(𝑡) = [
{(𝑥1(𝑡), 𝑥3(𝑡)) | 𝑡 =  2𝑘, 𝑘 =  0,1,2, … }

    {(𝑥2(𝑡), 𝑥4(𝑡)) | 𝑡 =  2𝑘 + 1, 𝑘 =  0,1,2, … }
                    (3) 

 

 

  𝛽(𝑡) = [
{(𝑥2(𝑡), 𝑥4(𝑡)) | 𝑡 =  2𝑘, 𝑘 =  0,1,2, … }

    {(𝑥1(𝑡), 𝑥3(𝑡)) | 𝑡 =  2𝑘 + 1, 𝑘 =  0,1,2, … }
                    (4) 
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The whole period of CNN (P) is equivalent to the period of the vector ((t), (t)) 

which is estimated with L.C.M. (Least Common Multiple) of the periods of  series 

(p) and that of  series (p).  If the periods of two subseries are different, the whole 

period of CNN (P) is ca.10
15

-10
17

.  It is convenient if the periods of two subseries can 

be controlled as different.  In the previous work, different APLFs have been used for 

the purpose of splitting the period of subseries into two different periods.  [4,5]   

In the 3rd section we have proposed a very simple and convenient method for gen-

erating different periods of subseries. 

APLF is shown in Fig.2 with coordinate values of 5 connection points (A, B, C, D, 

E). f1 is a representative APLF for both fix-point arithmetic and double-precision 

floating-point arithmetic.  f and f are used for improved fix-point arithmetic (i-FPA) 

in this work (vide infra).  In cipher system, the coordinates of APLF aren’t fixed, 

because they can be used as secret keys. 

 

 

Fig. 2. Asymmetric Piecewise-Linear-Function (APLF).  

 

Table 1. Parameters of APLFs. 

 

APLF Axis A B C D E 

f1 
u -51.00010 -1.980101 0.000000 1.980101 64.00010 

f (u)    0.000000   0.098990 0.499012 0.889100   1.00000 

f 
u -21.00010 -4.980101 0.000000 4.980101 21.00020 

f (u) -21.00000 -12.98990 0.499012 12.68910 21.00000 

f 
u -21.00010 -4.981101 0.000100 4.981101 21.00020 

f (u) -21.00100 -12.29999 0.500012 12.69010 21.39999 

1 

 f (u) 

u 0 

A 

B 

C 

D 

E 
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2.1 Improved method for CNN with fix-point arithmetic (i-FPA) 

The 7-bit-rotate-left instruction was used for generation of pseudo-random num-

bers with fix-point arithmetic (FPA) in reference 5.  In this work, the instruction is 

simplified; 32 bits fix-point arithmetic without a carry using f and f as APLF has 

given nearly the same chaotic time series instead of the 7-bit-rotate-left instruction.   

The chaotic time series as 4200-dimensional vector (consists of the outputs of 2100 

CNNs with different Is and their subseries) with the improved method (i-FPA) have 

reached the longer period.  The improved period is 10
10494

, which is estimated by 

experimental data.  PRN series are extracted by the method mentioned in reference 4 

and 5.  The randomness of the PRN series is confirmed by NIST SP800-22 tests [6-8]. 

GPGPU (General-Purpose computing on Graphics Processing Units) is the utiliza-

tion of GPU to perform computation in applications conventionally handled by CPU 

[9].  CNN has been implemented with CUDA 8.0 on PC mounted with a GPU 

(NVIDIA Tesla P100 or K40) in this work.  The result is shown in Fig. 3 and Table 2 

together with the result of the former study for comparison.  Interestingly, PRNG is 

extremely accelerated by the latest GPU (Tesla P100).  The rate is beyond 1 Tbps 

(10
12

 bit/s); 1792 Gbps by FPA and 1829 Gbps by simplified method i-FPA.  The rate 

of PRN generation is saturated around 10
6
 threads (Fig.3).  The number of threads is 

optimized to be the maximum rate: the number of blocks is 65536, the number of 

threads/blocks is 1024, that is, 6.7108864×10
7
 CNNs with different external input Is 

work in parallel on P100.   

 

 

Fig. 3. Rate of PRN generation by modified fix-point arithmetic with P100.  
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Table 2. Rate of PRNG with fix-point arithmetic (FPA) and the improved method (i-FPA). 

a) FP32 (with FMAD, Floating-point Multiple Add).  b) Published result in reference 5.  

c) Result with a single GPU, although K10 has dual GK104 GPUs. 

 

 

Large increase in the number of threads (CNNs) on P100 is probably owing to a 

large number of CUDA core and huge register files (14 MB). The performance of 

Kepler isn’t so bad on FPA and i-FPA, probably because Kepler designed primarily 

for single precision compute tasks.  i-FPA is expected to implement a cipher applica-

tion on embedded systems to protect personal information in a smartphone with a 

regular GPU which is designed for fast graphics.  

In the next, we propose methods to implement a longer period of PRN series and a 

higher rate of PRN generation by using double-precision floating-point arithmetic.   

3 Chaos Neural Network with Varying External Input (v-CNN) 

3.1 A method for the purpose of splitting the periodic orbit of subseries 

In this section we have proposed a simple method for the purpose of splitting a pe-

riodic orbit into two orbits which have a different period with only one f1 as APLF.  

An improved chaos neural network (v-CNN) has an external input I on Neuron 1(N1) 

and Neuron 4 (N4) at even discrete time t = 0, 2, 4..., and has I+ID at odd discrete time 

t = 1, 3, 5..., where ID is a small additional value (perturbation) and I2=I3=0.   

The perturbation ID splits the periodic orbit of  and  subseries (p = p) into two 

different periodic orbits (p ≠ p).   

Moreover, the perturbation ID brings unexpectedly much better effect on the rate of 

PRN generation and the period of PRN series.  Next the periods of v-CNN are studied 

varying 100 external inputs (Is) to investigate the general distribution of the period of 

time series from v-CNN; 100 Is are selected from the range [2.6, 2.7) at 0.001 inter-

vals.  Distribution of the periods of the time series from CNN (ID = 0 and the 100 Is) 

is shown in Fig.4.  The abscissa is the number of digits of the period (i.e. common 

logarithm of P, log P).  63% of the time series has the same-period subseries (6 ≤ log 

P ≤ 9) and 37% has the different-period subseries (11 ≤  log P ≤ 18). 

GPU 
Tesla Accelerator P100 K40 K10

c)
 C2070 

GPU Architecture Pascal Kepler Kepler Fermi 

CUDA 
CUDA Version 8.0 8.0 5.0 5.0 

CUDA Core 
a)

 3584 2880 1536 448 

Random Number 

Generation (Gbps) 

FPA 1792 818   226
b)

   190
b)

 

i-FPA 1829 860   274   200 
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Fig. 4. Distribution of the period on CNN (ID = 0). 

Distribution of the periods of the time series from v-CNN (ID = 0.127562 and the 

100 Is) is shown in Fig.5.  100% of the time series has the different-period subseries 

(14 ≤ log P ≤ 18).  The perturbation ID drastically changes the period of the time se-

ries. The averaged period of 2300 v-CNNs (23 IDs and 100 Is) is <log P> = 16.45 

although the averaged period of 100 CNNs (ID = 0 and 100 Is) is only <log P> = 8.32.   

 

 

Fig. 5. Distribution of the period of v-CNN (ID = 0.127562). 
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The transient time for reaching the periodic orbit (q) is also observed.  The aver-

aged transient time of 2300 v-CNNs is <log q> = 8.63.  The averaged period of subse-

ries of 2300 v-CNN is <log p> = 8.49.  <log q> and <log p> are generally very close. 

3.2 The perturbation ID for shifting the bifurcation pattern 

 

 

 

Fig. 6. Bifurcation diagram of v-CNN which consists of 2 subseries. 

Interestingly, when 0 < ID < 0.2 the perturbation ID has shifted the bifurcation pat-

tern to the left side for  series (indicated as black dots) and to the right side for  

series (indicated as gray dots).  When -0.2 < ID < 0 the perturbation ID has shifted the 

bifurcation pattern to the opposite side for  and  series, respectively.   

Let basic points be the left-edge of the bifurcation pattern (2.45) and be the right-

edge of the pattern (3.15) at ID = 0, the shift amount can be predicted by the empiri-

Chaotic Region of  series 

Chaotic Region of  series 
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cally obtained equations (the correlation coefficients between IR (or IL) and ID are R = 

0.9974-0.9999) as follows:  

As for  series, I value of the right-edge of the pattern (IR) is calculated with the 

equation 5, 

 IR = -1.20×ID + 3.15, (5) 

and similarly that of the left-edge of the pattern (IL) is calculated with the equation 6, 

 IL = -1.19×ID + 2.45. (6) 

As for  series, that of the right-edge of the pattern (IR) is calculated with the equa-

tion 7, 

 IR = 0.197×ID + 3.15, (7) 

and similarly that of the left-edge of the pattern (IL) is calculated with the equation 8, 

 IL = 0.192×ID + 2.45. (8) 

The effective range of equation 5-8 is not decided, yet.  -0.2 < ID < 0.2 is a mini-

mum range within our research. 

 

 

Fig. 7. Attractor of  subseries with ID = 0.1275623. 
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All time series are analyzed by the chaos time series analysis [10], and randomness 

of extracted PRN series are confirmed by NIST SP800-22 tests [6,7] and the method 

in reference 8.  An attractor of chaotic outputs of  series when ID = 0.1275623 is 

shown in Figure 7 as a typical example of the strange attractor which has fractal struc-

ture by repeated enlargement and folding.   The result of the chaos time series analy-

sis is consistent with the feature of chaos (Table 3).   

Table 3. Result of Chaos Time Series Analysis.  

ID Subseries Correlation Dimension Lyapunov Spectrum 

0.0000000 ,  1.2 (+0.40, -2.24) 

0.1275623  1.1 (+0.39, -2.21) 

0.1275623  1.2 (+0.36, -1.89) 

 

3.3 Acceleration of PRNG with the latest GPU 

Result of the comparative study of the normal CNN and the improved CNN (v-

CNN) is shown in Table 4 with data in the previous work [4]. 

 

Table 4. Rate of PRNG with double-precision arithmetic (CNN) and the improved method (v-

CNN). 

GPU 
Tesla Accelerator P100 K40 K10 C2070 

GPU Architecture Pascal Kepler Kepler Fermi 

CUDA 

CUDA Version 8.0 8.0 5.0 5.0 

CUDA Core 
a)

 3584 2880 1536 448 

FP64 FMAD 1792 960 64 224 

Random Number 

Generation (Gbps) 

CNN 3827 
c)
 1687   191

b)
   320

b)
 

v-CNN 4383 
d)

 1757 - - 

a) FP32 (FMAD).  b) Published result in reference 4.  c) Number of CNNs is 8.39×10
6
. 

d) Number of CNNs is 1.34×108. 

 

 

Also in this case PRNG is extremely accelerated by the latest GPU (Tesla P100), 

the rate has been 3827 Gbps with CNN and have reached 4383 Gbps (4.383 Tbps) 

with v-CNN.  The number of threads is optimized to be the maximum rate.  The rate 

of PRN generation by v-CNN with the latest GPU (Tesla P100) is shown in Fig.8 as a 

typical result.  v-CNN has been implemented with  1.34217728×10
8
 CNNs (or 

threads), the drastic increase in threads probably owing to simplification of the calcu-

lation in v-CNN.  Only the small perturbation ID drastically has changed the perfor-

mance of CNN.  As GPGPU implements low-price and high-performance computing, 
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the improved method is expected to implement a cipher system for ultrahigh speed 

network devices to protect personal data superior in excellent cost performance. 

 

 

Fig. 8. Rate of PRN generation by v-CNN with P100. 

 

3.4 Further optimization of the period with v-CNN 

  The averaged period and the averaged transient time are shown in Figure 9.  The 

main ordinate is the averaged whole period of v-CNNs (<log P>) and the secondary 

ordinate is the averaged period of subseries of v-CNNs (<log p>).  The abscissa is ID. 

<log P> has a local maximum in ID = 0.119725 and <log p> and <log q> also have 

larger values.  The whole period of PRN with 901 v-CNNs at ID = 0.119725 has been 

estimated from experimental data under the same condition with 901 CNNs in refer-

ence 4.  The whole period of 901 CNNs (10
9774

) has been improved to 10
10053

.  The 

improved method has increased the period in 10
279

 folds.
 

The further optimization on external input I and ID  have reached the period 10
11052

 

as the whole period of 901 v-CNNs at ID = 0.001275623.  The detailed method on the 

further optimization will be discussed in a future work.  
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Fig. 9. The averaged period and the averaged transient time of v-CNN. 

4 Conclusion and Future Work 

2100 CNNs by modified 32 bits fix-point arithmetic (i-FPA) have generated the ul-

tra-long period PRN series, 10
10494

.  The rate of random number generation using the 

computer mounted the latest GPU (NVIDIA Tesla P100) has reached Tbps (10
12 

bit/s) 

order of magnitude, that is, 1.829 Tbps.  In this case, 6.7108864×10
7
 CNNs with dif-

ferent external input Is work in parallel on P100, the period of the CNNs is now under 

investigation, because it may be far too long.   

Chaos neural networks with varying external inputs (v-CNN), actually the small 

perturbation ID has changed CNN drastically.   

 

(i) 100% of the time series has the different-period subseries.  The averaged period 

of v-CNNs is <log P> = 16.45 although the averaged period of 100 CNNs is on-

ly <log P> = 8.32.   

 

(ii) When 0 < ID < 0.2 the perturbation ID has shifted the bifurcation pattern to the 

left side for  series and to the right side for  series.  When -0.2 < ID < 0 the 

perturbation ID has shifted the bifurcation pattern to the opposite side for  and  

series, respectively.   
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(iii) 901 v-CNNs have generated the ultra-long period PRN series 10
10053 

at ID = 

0.119725 and 10
11052

 at ID = 0.001275623. 

 

(iv) The rate of PRNG using Tesla P100 has reached 4.383 Tbps.   

 

v-CNN is expected to implement a cipher for ultrahigh speed network devices (e.g.  

as a backbone router) to protect information security superior in excellent cost per-

formance. 

As future work, we will apply i-FPA to a cipher application on embedded systems; 

for example the system having Cortex (ARM architecture) with GPU to protect per-

sonal information in a smartphone and other IoT devices without GPU. 

Acknowledgement 

Part of the experimental results in this research was obtained using supercomputing 

resources at Cyberscience Center, Tohoku University.  This work was supported by 

KAKENHI Grant Numbers JP16K00180.  Special thanks to the stuff members of 

Iwate University Super-Computing and Information Sciences Center.   

References 

1. Yoshida, H., Yoneki, K., Tsunekawa, Y., Miura, M.: Chaos Neural Network. Proceedings 

of Papers, ISPACS’96, vol. l of 3, pp.16.1.1-5 (1996) 

2. Yoshida, H., Nihei, Y., Nakanishi, T.: Comparative Study on Structurally Different Chaos 

Neural Networks. Proceedings of Papers, ISITA2004, pp.1046-1050 (2004) 

3. Nihei, Y., Nakanishi, T., Yoshida, H.: Time Series Analysis for Chaos Neural Network. 

Technical Reports of IEICE, vol. 104, pp.7-10, (2004) 

4. Yoshida, H., Murakami, T., Liu, Z.: High-Speed and Highly Secure Pseudo-Random 

Number Generator based on Chaos Neural Network. Proceedings of Papers, ICSSE 2015, 

pp.224-237 (2015) 

5. Yoshida, H., Murakami, T., Inao, T., Kawamura, S.: Origin of Randomness on Chaos Neu-

ral Network, Trends in Applied Knowledge-Based Systems and Data Science.  vol.9799, 

pp.587-598, (2016) 

6. Soto, J., Bassham, L.: Randomness Testing of the Advanced Encryption Standard Finalist 

Candidates.  National Institute of Standards and Technology (NIST) (2000) 

7. Rukhin, A., Soto, J., Nechvatal, J., Smid, M., Barker, E., Leigh, S., Levenson, M., Vangel, 

M., Banks, D., Heckert, A., Dray, J., Vo, S.: A Statistical Test Suite for Random and Pseu-

dorandom Number Generators for Cryptographic Applications, NIST SP800-22 rev.1a, 

Revised: July 2015 (sts-2.1.1). Lawrence E. Bassham III  (2015) 

8. Yoshida, H., Murakami, T., Kawamura, S.: Study on Testing for Randomness of Pseudo-

Random Number Sequence with NIST SP800-22 rev. la. Technical Reports of IEICE, 

110 , pp.13-18 (2012) 

9. NVIDIA CUDA ZONE.  https://developer.nvidia.com/cuda-zone 

10. Aihara, K. ed.: Basics and Application of Chaos Time Series Analysis, Sangyo Tosho, To-

kyo (2000) 

 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 113



adfa, p. 1, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

JOINT MULTIFRACTAL DESCRIPTION OF THE 
INFLUENCE OF CLIMATIC VARIABLES ON 
REFERENCE EVAPOTRANSPIRATION TIME 

SERIES. 

Ariza-Villaverde, A.B.1* (orcid.org/0000-0002-8549-2774), Pavón-Domíguez, P.2 (or-
cid.org/0000-0002-2913-6492), Gómez-López, J.M.1, Gutiérrez de Rávé, E.1 (or-

cid.org/0000-0002-2091-6708), Jiménez-Hornero, F.J.1 (orcid.org/0000-0003-4498-
8797).  

1 University of Córdoba, Córdoba, Spain. 
2University of Cádiz, Cádiz, Spain. 

*g82arvia@uco.es 

Abstract. Evapotranspiration (ET) is one of the most important components of 
the hydrological cycle and its estimation is essential for scheduling irrigation sys-
tem, preparing input data for hydrological water-balance models, computing ac-
tual ET for a watershed, regional water resources planning and analyzing climate 
change effect. ET is a combination of two separate processes whereby water is 
lost on the one hand from the soil surface by evaporation and on the other hand 
from the crop by transpiration and evaporation. Commonly, ET is modelled by 
separating the effects of meteorological conditions from the nature of crop sur-
face and the soil water availability. For this reason, reference evapotranspiration 
(ET0) is introduced to quantify evaporative demand of the atmosphere. ET is af-
fected by some factors including weather parameters, crop characteristics, man-
agement and environmental aspects. However, ET0 measures the evaporative de-
mand of the atmosphere independently of crop type, crop development and man-
agement practices. As water is abundantly available at the reference evapotran-
spiring surface, soil factors do not affect. Thereby, the only factors affecting ET0 
are climatic parameters. Consequently, ET0 is a climatic parameter and can be 
computed from weather data. Hence, ET0 expresses the evaporating power of the 
atmosphere at a specific location and time of the year and does not consider the 
crop characteristics and soil factors.  
The most accurate way to quantify ET0 is by using weighing lysimeters or micro-
meteorological methods, but these procedures are no practical, as they are time 
consuming and expensive. To this end, numerous approaches have been proposed 
to estimate reference evapotranspiration, being grouped in the following catego-
ries: i) water budget, ii) combined energy-mass balance methods, iii) temperature 
based-method, iv) radiation-based methods, v) mass transfer-based-methods and 
vi) pan evaporation-based models. The use of one method over another is based 
on the number of atmospheric variables required as input, such as air temperature, 
wind speed, air relative humidity and solar or net radiation. On the other hand, 
these approaches have been evaluated under different climate conditions and the 
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results suggest that the ET0 estimation vary with climatic conditions, except Pen-
man–Monteith (PM) equation, showing its superiority for estimating ET0 over a 
wide range of climates. Consequently, the PM equation is recommended as the 
standard equation for estimating ET0 by United Nations Food and Agriculture 
Organization (FAO) and by the American Society of Civil Engineers (ASCE).  
Numerous authors have been studied reference evapotranspiration to improve the 
understanding of its relationship with climatic variables by performing sensitivity 
analyses. In all the cases, the sensitivity analysis has been examined under a one-
at-time perturbation, i.e., one variable was changed while others were kept con-
stant. It is well established in sensitivity studies that significant effects can be 
produced by a pair of variables acting in concert. Thus, such combined effects 
can be larger than the sum of the individual effects of the two variables. Never-
theless, the application of the sensitivity analysis in evapotranspiration studies is 
limited always in the one-at-time case. In the real life, the perturbation of more 
than one variable is likely to happen at the same time. Thereby, it has been proved 
that the joint multifractal analysis is able to study the relationship between vari-
ables which all of them coexist in the same geometric support. The only condition 
is that the study variables should have multifractal nature. Several studies have 
confirmed that ET0 have self-similarity property, showing multifractal nature. 
The multifractal formalism known as box-counting has been used as a technique 
to reveal certain levels of complexities that are overlooked by traditional statisti-
cal tools. This formalism proposes that self-similar measures can be represented 
as a combination of intertwined fractal sets, each of which is characterized by its 
strength singularity and fractal dimension. This set is called multifractal spectrum 
and the method of variability characterization, based on the multifractal spec-
trum, is referred to as a multifractal analysis. The main advantage of this formal-
ism is that its parameters are independent over a range of scales and that no as-
sumption is required about the data following any specific distribution. An ex-
tension of this procedure is the joint multifractal theory. This approach analyses 
the correlations of several multifractal variables which coexist on the same spatial 
region and, hence for quantifying the relationships between the measures studied. 
To date, the joint multifractal analysis has been previously applied with success 
to find out the relationship between two variables (i.e. pollutants time series) alt-
hough it can be extended to describe the joint behavior of a greater number of 
variables. Thus, this work explores how the ET0, calculated by means of PM 
equation, is affected by the simultaneous action of two of the more relevant cli-
matic variables, such as relative humidity (RH) and air temperature (T), at Cór-
doba city (southern of Spain, Andalusia).  
According to the yielded results, for high T and ET0 and low RH values it was 
detected a strong relationship. The strength of this variables association dismisses   
for high T, RH and ET0 and high RH and low ET0 and T. For the rest of sceneries 
or variables combinations the connection between them was weaker. However, 
the sceneries that show a strong link between T, RH and ET0 values are not fre-
quent at Cordoba city. Thus, for high T and ET0 and low RH values it is found 
that the singularities distribution exhibits a lower variability having a frequency 
of occurrence included into a narrow range, between 0.40 and 0.64 (75% of frac-
tal dimensions). Comparing the fractal dimensions for all sceneries, it was ob-
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served that the combination of high RH and ET0 and low T has the highest fre-
quency of occurrence at Córdoba city, with 75% of fractal dimensions between 
0.74 and 0.99.  
Results from the joint multifractal analysis suggest that it is a suitable tool for 
describing the dynamics of a variable (ET0) linked to others ones (T and RH), all 
of them sharing the same geometric support (time series). Considering the singu-
larities distribution has revealed some advantages over statistical parameter such 
as the mean a variance of a variable.   

Keywords: Joint multifractal algorithm· Reference evapotranspiration· Tem-
perature· Relative humidity· Fractals dimensions· Singularities distribution.  
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Abstract. We provide a review of methods for studying economic data
and building economic indices based on the generalized nonparametric
method for computing Konus-Divisia indices, with the focus on the case
when the observed behavior is not consistent with the classical Pareto’s
model of a single rational representative consumer, but may be consistent
with the generalized model with two or more rational representative con-
sumers. Computing economic indices allows one to aggregate economic
prices and consumption data from the level of individual goods to the
level of some general categories of goods.

Keywords: aggregation, demand theory, economic indices, revealed pref-
erence

1 Introduction

The standard generalized nonparametric method emerged from the revealed pref-
erence theory, which was created in order to address the problem of empirical
testing the observed economic data on prices and consumption, which is called
trade statistics, for consistency with Pareto’s demand model. That model as-
sumes that the aggregate demand may be represented as the outcome of a de-
cision process of a single rational representative consumer who maximizes his
or her utility function given his or her budget. The reveled preference theory
provides two tests for consistency. One of them checks if the data satisfy Gen-
eralized Axiom of Revealed Preference (GARP). If it does, then it is consistent
with Pareto’s model with nonnegative, nonsatiated, continuous, concave, and
monotonic utility function. We call the utility function having all those proper-
ties as the general utility function.

The second test checks if the data satisfy Homothetic Axiom of Revealed
Preference (HARP). If the data satisfy HARP, then it is consistent with Pareto’s
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model with general utility function with the additional property of being positive-
homogeneous. The nonparametric method and its generalization are based on
HARP. The nonparametric method allows one to compute Konus-Divisia eco-
nomic indices for a group of goods satisfying HARP. The generalized nonpara-
metric method allows one to compute generalized Konus-Divisia indices and is
applied when the trade statistics do not satisfy HARP.

2 Arguments in favor of requiring positive-homogeneity
of the utility function

We start with the arguments in favor of requiring the positive homogeneity of the
representative consumer’s utility function. We may consider arbitrary groups of
goods for testing for consistency with Pareto’s model. We always have aggregate
data on consumption, which represents the total consumption of many different
economic agents. The number of the agents changes with time. The positive-
homogeneity of the utility function implies stability of this group with respect
to change of its size. By stability we mean that while the size of the group
changes the shares of consumption for individual goods remains the same.

Another argument is that the consistency with Pareto’s model implies the
existence of a direct relation between prices and consumption for the goods in
the group. If we compose the groups of random goods, most probably, the group
will not be complete in terms of substitutes and complements and there should
be no direct relation between prices and consumption. Therefore, the probability
of having a randomly composed group being consistent with the Pareto’s model
should be low. However, as we show in our numerical experiments in Klemashev
and Shananin (2016), a random group of goods has high probability of satisfying
GARP. One of the reasons for that is that the total expenditures are growing
with time and this makes GARP less restrictive condition. On the contrary, the
probability of random group to satisfy HARP is very low at least for relatively
small size of the group. The growing total expenditures do not make HARP a less
restrictive condition. These features make HARP a more appropriate condition
if our goal is to reveal meaningful complete groups of goods.

3 Testing the trade statistics for consistency with
Pareto’s model with several representative consumers

In this section we turn to the case when we have a single group of goods, which
is assumed complete and meaningful, but does not satisfy HARP. One reason
is the errors in measurements of price and consumption data. In that case, one
should apply the standard generalized nonparametric method, which allows one
to compute generalized Konus-Divisia indices and to determine the degree of
inconsistency of the trade statistics with HARP.

There may be another reason, however. The observed demand may be the
aggregate demand of several social classes with different preferences. In that
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case, we say that one cannot aggregate all prices and consumption time series
to a single pair of time series of price and consumption indices. Rather, we need
to aggregate data to several pairs of consumption and price indices, one for each
social class. When we do not know the number of social classes in advance,
we proceed from the idea of describing the observed behavior in terms of as
few as possible variables and we look for the smallest number of social classes
necessary for the data to be consistent with the model with several representative
consumers. This minimum number of social classes is given by the class of the
differential form of inverse demand functions as shown in Shananin (1989).

This approach faces computational problems. As shown in Nobibon et al. (2013),
the problem of testing a single trade statistics for consistency with Pareto’s model
with two rational representative consumers with general utility functions is NP-
complete. There is a partial case of this model, namely the model of temporary
dictator. In this model, we have several rational representative consumers and
each time period the observed aggregate demand is consistent with the prefer-
ences of one of them. R. Deb has shown in Deb (2010) that the problem of testing
trade statistics for consistency with this model with general utility functions is
also NP-complete. Recently we have proved in Klemashev and Shananin (2015)
that if we add the requirement of positively-homogeneous utility functions the
problem is still NP-complete.

4 Analysis of budget statistics

The findings in the previous section lead to the conclusion that if one is going
to try to reveal the behavior of several social classes with different preferences
efficiently, one needs to consider some alternative setups. One such setup is to
consider a different type of input data. One example is budget statistics consid-
ered in Petrov and Shananin (1997). This is the aggregate data on prices and
data on consumption of several individual households. Using this data, we may
aggregate consumption data to the level of several small social classes, for exam-
ples classes by level of income. We then may try to combine these small social
classes into small number of larger classes such that trade statistics for each of
these larger classes satisfy HARP. We apply this idea to the data of Family Ex-
penditure Survey in UK from 1975вЂ”1999 in Klemashev and Shananin (2014).
We managed to split the households into two social classes – a small number of
households with highest income made the first class and a large number of all
the rest households made the second class. The trade statistics for both classes
satisfy HARP. It is worth noting that the size of the classes is not fixed – the
number of households in the first class is increasing with time. Moreover, this
class of the richest households appears only stating from 1988. These findings
demonstrate the emergence of a new social class of the households with differ-
ent preferences in the UK during the last quarter of the XX century. This is
the result of the changes in the world economy and in social in policies in US
and UK.
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5 Analysis of stock market crises

Another way to accommodate two social classes with different preferences is to
assume that one of the classes is not well represented and its behavior is usually
dominated by the other class. However, that class dominates the other class
during several periods and only in several goods. This activity leads to major
inconsistency of aggregate data with Pareto’s model. This approach corresponds
to the case when we analyze the statistics of stock market. In that case, the
prices are the stock prices and consumption is the trading volumes.

We applied this approach to study Chinese stock market crash in Summer
2015. We consider the aggregate stock market data as the result of actions from
the two different classes of investors. The first class consists of major investors.
These are agents seeking for stable long-term savings and using long-term, low-
risk strategies. The second class is the class of speculators. These are agents,
who seek for short-term profit and they use short-term high-risk strategies.

When a stock is transferred from one of the major investors to another, it
passes through many intermediate agents, who are speculators. The number of
these intermediaries varies. If the number of intermediaries is constant, this does
not violate HARP. However, this number varies and the largest changes in this
number correspond to the periods of changing preferences of major investors
and to higher degree of inconsistency with HARP. There is some base level of
this inconsistency, which is assumed normal for the stock market. Periods when
the degree of inconsistency rises above this base level correspond to increased
activity of speculators and may indicate sudden changes in the preferences of
minor investors. With that idea in mind, we developed an algorithm of revealing
stocks that are most responsible for the increased inconsistency of aggregate
data with Pareto’s model. We applied this algorithm to Chinese stock market
data and managed to select a single stock out of one hundred stocks in Chinese
stock market, which may be said to be responsible for the increased degree of
inconsistency with Pareto’s model.

6 Conslusions

In conclusion, we point out that although there is no computationally efficient
algorithms for testing aggregate economic data for consistency with Pareto’s
model with two or more rational representative consumers, we still can use some
partial cases of this model in order to analyze the economic data when it is not
consistent with the classical Pareto’s model of a single rational representative
consumer.
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Abstract. 10-year GNSS daily solutions for EUPOS-Riga and LATPOS 

continuously operating GNSS (Global Navigation Satellite Systems) RTK (Real 

Time Kinematic) reference network stations have been obtained at the 

University of Latvia, Institute of Geodesy and Geoinformatics using Bernese 

GNSS software. It is a huge amount of data which enables for deeper 

investigations of various phenomena affecting the GNSS observation results. 

The research initiative has been undertaken in order to explain some 

discrepancies in GNSS observation results. Currently the attention is paid to the 

Earth magnetic field, geomagnetic storms and earthquakes, also GNSS network 

5 minute kinematic solutions were performed for several time periods with high 

geomagnetic activity. 

Keywords: GNSS time series, ionosphere, geomagnetic storms, earthquakes 

1   Introduction 

The ionosphere plays an important role in GNSS applications because it influences 

radio wave propagation. The ionosphere delay can be directly measured and mitigated 

using dual frequency GNSS receivers. However GNSS signal fading due to electron 

density gradients and irregularities in the ionosphere must be considered. 

Total Electron Content (TEC) is the total number of electrons integrated between 

two points, along a tube of one meter squared cross section. For different wavelengths 

along the same path, different signal delay can be observed. The TEC depend on 

magnetic field intensity tied to local time, latitude, longitude, season, geomagnetic 

conditions, solar cycle, and troposphere conditions. One more parameter which 

characterizes small-scale and rapid variations of TEC, and is strongly related to 

scintillation, is the ROTI (Rate of TEC index) [6]. If electron density irregularities 

cover a big area above receiver, there is a high probability that a receiver can lose 

several satellite signals simultaneously. 

However, the most significant geomagnetic disturbances are in higher latitudes. 

Here one of the possible causes of GPS disturbances are polar cap patches, which are 

convecting clouds of enhanced plasma density [5]. The plasma density of polar cap 

patches is more than twice that of the background. They are either transported across 

the polar cap from the dense ionospheric plasma at the sunlit side of the Earth or 
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created by particle precipitation in the cusp. To disturb GPS signals, patches must 

contain small-scale plasma structures, with scale sizes of decameters to kilometres 

[4]. 

A common practice for eliminating ionospheric effect is using ionosphere free 

linear combination during post-processing. It is a linear combination of observables 

on two frequencies such as GPS L1 and L2 and it eliminates about 99% of the total 

ionospheric effect, also called the first order ionospheric effect [2]. The higher – 

second and third, order ionospheric effects can degrade the accuracy of GNSS 

solutions and they depend mainly on the level of the solar activity and geomagnetic 

and ionospheric conditions [3]. 

2   Daily GNSS network time series 

10-year GNSS daily network solutions for EUPOS-Riga and LATPOS (Fig. 4. and 5.) 

reference network stations in Latvia have been obtained using Bernese GNSS 

software. EUREF stations BOR1 (Poland), GLSV (Ukraine), JOEN (Finland), LAMA 

(Poland), MAR6 (Sweden), ONSA (Sweden), PULK (Russian Federation), RIGA 

(Latvia) and VLNS (Lithuania) have been used as reference stations. The resulting 

time series were combined with the information of 50 strongest geomagnetic storms 

and earthquakes with magnitude => 6.0 worldwide [8] and all local earthquakes [7] 

for each year. As an example, Figure 1 represents station PREI height component 

time series, geomagnetic storms and earthquakes for year 2015.  

 

 

Fig. 1. LATPOS GNSS reference station PREI height component, geomagnetic storms and 

earthquakes in 2015. 

Coordinate time series outliers have been detected using program Find Outliers 

and Discontinuities in Time Series (FODITS), which is embedded in Bernese GNSS 

Software v5.2. It automatically analyses and cleans coordinate time series. FODITS 
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verifies the significance of list of equipment changes and a list of worldwide 

registered earthquakes, identifies discontinuities and outliers in the time series, and 

creates the metadata to obtain high accuracy multi–year solutions and cleaned 

coordinate time series [1].  

Event list file was created for 50 strongest geomagnetic storms for each year to 

detect geomagnetic storm influence on daily GNSS network time series. As it can be 

seen on Figure 2, there were not detected any correlation between geomagnetic storm 

occurrence and coordinate time series outliers of GNSS daily network solutions. 

 

 

Fig. 2. Correlation between geomagnetic storm Ap indexes and GNSS station IRBE height 

component outliers, years 2012-2016. 

 

Fig. 3. EUPOS-RIGA GNSS reference station KREI height component jump after days 210. 

and 211. in year 2015. 
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Because of coordinate changes at the end of July 2015, a special interest caused 

earthquakes in Sweden July 29, 2015, magnitude M=3.4, and July 30, 2015, M=4.1, 

depth 15km.  

In order to verify coordinate change, station velocities trends were computed for 

time periods January 1 – July 28, August 1 – December 31 and January 1 – December 

31 in year 2015. The discrepancies were computed by extrapolating the linear trend to 

August 1 from first of two periods and to August 1 from the linear trend of the second 

period, correspondingly (Fig. 4., Fig. 5.). The result doesn’t mean that this size jumps 

in coordinates occurred in July 29/30. But it means that velocity trends were broken 

sharply after the earthquake event in Sweden.  

 

 

Fig. 4. EUPOS-RIGA (right) and LATPOS (left) GNSS reference station height coordinate 

discrepancies between trend January 1 – July 28 and August 1 – December 31, 2015, 

correspondingly. 

 

Fig. 5. EUPOS-RIGA (right) and LATPOS (left) GNSS reference station plane coordinate 

discrepancies between trend January 1 – July 28 and August 1 – December 31, 2015, 

correspondingly. 

Most affected appear coordinate height component for stations IRBE, KREI (Fig. 

3.), LUNI, MAZS, SALP, SLD1, VAIV, VANG (Fig. 4.); and coordinate plane 

components for stations KUL1, LIPJ, MAZS, PLSM, PREI, REZ1, SALP, SIGU, 
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TKMS, VAIV (Fig. 5.). Also reference station MAR6 in Sweden (Fig. 6) has been 

affected similarly after days 210. and 211. of year 2015.  

The movements in plane are quite a similar in both vector directions and modules 

(Fig. 5). It is to remind once more that they are not a real movements, but 

discrepancies obtained by interpolating the coordinate values from one time period 

forward and from another one backward. 

 

 

 

Fig. 6. EUREF GNSS reference station MAR6 height component, geomagnetic storms and 

earthquakes in 2015. 

3   Five-minute kinematic GNSS network time series 

Also five-minute kinematic GNSS network solutions were performed for several time 

periods with high geomagnetic activity. The cases of disturbed coordinates were 

searched among computed results in six selected periods: the week of St.Patrick’s 

Day storm in March 2015, June and September 2015, January, October and December 

2016. Here a significant influence of geomagnetic storms was observed (Fig. 7.). 

Different stations showed varied behaviour during geomagnetic storms. For example, 

strong geomagnetic storm on 17 March 2015 created disturbances up to one meter 

during several hours for LATPOS stations IRBE, JEK1, LIPJ, PREI, REZ1 and 

VAL1. 
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Fig. 7. Coordinate disturbances for GNSS station LIMB kinematic solution during St.Patrick’s 

Day geomagnetic storm on March 17, 2015. 

4   Conclusion 

There is no correlation between geomagnetic storm occurrence and coordinate time 

series outliers of GNSS daily network solutions. 

A large number of earthquakes every year occur worldwide, most of them do not 

affect GNSS daily network coordinate time series in Latvia; however a special 

interest caused earthquakes in Sweden July 29 and July 30, 2015. It was assumed that 

these earthquakes affected coordinate height component for stations IRBE, KREI, 

LUNI, MAZS, OJAR, REZ1, SALP, SIGU and VANG; and coordinate plane 

components for stations KUL1, LIPJ, MAZS, PLSM, PREI, REZ1, SALP, SIGU, 

TKMS and VAIV. 

To obtain conclusions about geomagnetic storm and earthquake influence on daily 

GNSS time series it is proposed to use time series modelling and intervention 

analysis. It can be assumed that geomagnetic storms might have a temporary (one 

day) impact and earthquakes have a permanent impact on daily GNSS time series. 

Time series modelling gives a possibility to predict time series value for definite days 

with high geomagnetic activity. Intervention analysis determines how the mean level 

of a series changes due to an intervention, assuming that the same time series 

structure for the series holds both before and after the intervention. 

It was concluded that the five-minute resolution GNSS observation coordinate 

results computed in kinematic mode for the ground based continuously operating 

GNSS reference stations are representing a reasonable contribution for recognition of 

space weather anomalies. 
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Abstract. Accurate power output forecasting is a critical credibility factor for 
both conventional and renewable modern power systems. Renewable power 
systems, like photovoltaic (PV) systems, could be severely affected by alternat-
ing weather conditions, and this is an important issue relative to accurate fore-
casts. In this paper a comparative analysis between modern linear and non-
linear methods for energy forecasting is provided. In particular, the Autoregres-
sive Integrated Moving Average (ARIMA) model is used as a linear method 
and an Artificial Neural Network (ANN) as a non-linear one. Moreover, en-
hanced models that incorporate, apart from the energy, meteorological variables 
as explanatory variables in both linear and non-linear models is presented. Pre-
liminary results, through experimentation on real data from a photovoltaic park 
in Crete, Greece indicate increased forecasting accuracy of the enhanced meth-
ods compared to the base models. 

Keywords: Autoregressive Integrated Moving Average · Artificial Neural 
Network · Time Series Forecasting · Photovoltaic Power Output Forecasting · 
Comparative Analysis 

1 Introduction 

Nowadays, as the number of global population is increasing, the energy consumption 
is growing as well. For the purpose of fulfilling the increased need for power demand, 
renewable power systems are globally deployed, reducing the negative environmental 
footprint of the conventional power systems. In several places of the planet where the 
solar energy resources are abundant, the installation of photovoltaic parks is a very 
common choice. Although solar energy has the greatest energy potential among all 
renewable energy sources, the solar radiation is severely affected by weather condi-
tions, therefore forecasting the power output of photovoltaic systems becomes a non-
trivial task. Several methods have been proposed in the literature regarding the task of 
forecasting energy PV systems, not taking, however, into account the effect of the 
alternating weather conditions. 
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In this paper, we present a comparative analysis between linear and non-linear 
models for energy forecasting in PV systems. In particular, the Autoregressive Inte-
grated Moving Average (ARIMA) family of models from time series analysis are 
used as linear evaluated models, and Artificial Neural Networks (ANN) with different 
topologies (i.e. number of neurons at the hidden layer, different activation functions, 
etc.) as non-linear ones. Both types of models use the produced energy as independent 
(input) variable. Additionally, a set of both linear and non-linear models that use as 
independent variables, in addition to energy also various meteorological variables 
(e.g. irradiance, panel temperature, etc.) are implemented and evaluated. 

The rest of the paper is organized as follows. Section II reviews the current state-
of-the-art methods associated with the presented work, whereas Section III describes 
the data used for implementing and evaluating the forecasting models, as well as the 
preprocessing steps taken to transform the data into a suitable form. Section IV gives 
a detailed description of the implemented models and the various processing steps 
followed throughout the analysis. Section V presents the evaluation framework 
through which the various implemented models were tested, as well as the experi-
mental results. Finally, Section VI concludes the paper reviewing the main contribu-
tions and suggesting future directions. 

2 Literature Review 

Many researchers working on the task of time series forecasting agree that no single 
method is the best in every situation, due to the current problem complexity. Over the 
years, several approaches to time series forecasting have been proposed. These ap-
proached can be roughly classified into three major categories: linear, non-linear and 
hybrid methods. Linear methods, such as Autoregressive Moving Average (ARMA) 
models, ARIMA models, simple linear regression and multiple linear regression anal-
ysis are widely used due to their statistical properties. When we refer to non-linear 
methods, we allude to models originated from the field of Artificial Intelligence, such 
as ANNs, Support Vector Machines (SVM) and k-Nearest Neighbours (kNN). Also, 
noticeable research activity has focused on the development of hybrid methods, aim-
ing at consolidating the favourable attributes of both linear and non-linear methods. 

Accurate power output forecasting could increase the reliability and performance 
of the PV systems, and also prevent unnecessary operating costs. Therefore, the im-
plementation of accurate, either linear models or non-linear models, is of paramount 
importance. This important task is implemented with linear models by several re-
searchers such as Hamid Oudjana et al. [3]. Jiahao et al. [5] used linear regression in 
their research to study power outputs characteristics. Accurate prediction with multi-
ple linear regression is the aim of Oussama et al. [1] too. 

Many researchers working on energy forecasting utilize models based on neural 
networks because of the non-linearity of the meteorological data (Oussama and Farah 
[1], Hamid et al. [4] and Mellit et al. [7]). Jiahao et al. [5] investigated ANNs with 
different topologies in order to make more accurate forecasts, while Anil Rai et al. [8] 
analyzed ANNs accuracy by comparing different test datasets. Leva et al. [6] ana-
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lyzed the sensitivity of the ANNs in power forecasting and Teo et al. [10] apart from 
the accuracy and the sensitivity of the ANNs, analyzed also the efficiency of different 
activation functions. Other studies provide comparative results of different models 
such as ANNs, ARIMA, SVM etc. [1, 4, 9].  Hybrid models are also proposed by 
several authors indicating increased robustness. [3, 11]. 

 
3 Data 
In this section we present the dataset used for implementing and evaluating our fore-
casting models. We also provide details regarding the several preprocessing steps 
taken, in order to transform the data into a suitable form. 

 
3.1 Data description 

 
In order to implement the various forecasting models and evaluate their forecasting 
accuracy, we used a dataset containing energy values from several panels of a photo-
voltaic plant in Crete, Greece during a total period of 7 days (from July 1, 2013, to 
July 7, 2013). The data granularity is 15 minutes, meaning that for each quarter of 
each day and photovoltaic panel, an energy value is available. Τhe dataset also con-
tains values of the meteorological variables. In particular, contains values for the solar 
irradiance (W/m2), the ambient temperature (°C) and the panel’s temperature (°C). 

The granularity of these variables is the same as the one of the energy. This dataset is 
very useful because, as it will be presented later, the meteorological variables are 
strongly correlated with the energy. Figure 1 shows the daily power production in 15-
minute interval. 

 
Fig. 1. Daily power output from a panel in the examined photovoltaic park. 

3.2 Data Preprocessing 

3.2.1 Filling Missing Data 

For the purpose of our analysis, it was necessary to process the data by filling the 
missing data points. As already mentioned, the dataset contains values for several 
variables for each quarter of an overall period of seven days. For several quarters, the 
data values were missing and therefore we had to fill them using an interpolation 
method. Cubic spline interpolation method was used, instead of the more widely used 
linear interpolation method due to better results.  
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3.2.2 Outlier Detection 

Αnother important step before starting analyzing the data, was the outlier detection. 
Identification of outliers is a very important task in the field of time series analysis. 
An outlier can be defined as a data point in a time series that is significantly different 
from the rest. In this study, the two-sided median method for cleaning data [2] was 
used. In this, a neighborhood of points is defined and the median of this neighborhood 
is calculated. If the absolute value of the difference between the point and the median 
is greater than a threshold, then the point is considered an outlier and is replaced by 
the median.  

3.2.3 Time series Formulation 

After filling the missing data points and removing the outliers, the next step was to 
construct time series from the original data. As already mentioned, the dataset con-
tained energy data from 6 panels with similar characteristics located in the same pho-
tovoltaic park. We constructed one time series of energy values for each panel and 
day. Each time series has 96 values as the data granularity was 15 minutes. In this 
way we constructed 42 time series in total for all the panels and examined days. Addi-
tionally, we constructed one time series of size 96 for each meteorological variable 
and examined day. Therefore, we had 21 time series in total for all meteorological 
variables and examined days. 

4 Linear, Non-Linear and Enhanced Forecasting Models 

In this section, we thoroughly describe the several implemented methods for power 
output forecasting in PV systems. 

4.1 Linear Forecasting Models 

Time series forecasting can be conducted by several approaches. The more traditional, 
the linear ones, such as moving average models, autoregressive models and simple 
linear regression models, characterized by simplicity and forecasting accuracy. 
 
4.1.1 Stationarity 

 
A stationary time series is one whose statistical properties, such as mean, variance, 
autocorrelation, etc., are constant over time. The time series forecasting models can 
be implemented only on stationary time series, and so the non-stationary should be 
transformed into stationary before implementing the forecasting models. Several 
methods exist for checking the stationarity of a time series, such as visual inspection, 
calculation of summary statistics (mean, variance) and statistical tests. There are sev-
eral statistical tests for checking stationarity such as the Augmented Dicker-Fuller 

(ADF) test, the Phillips-Perron test, the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) 
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test, etc. In this work, we used visual inspection, summary statistics calculation and 
the Augmented Dicker-Fuller statistical test. Through visual inspection, we detected 
obvious trend in the inputs values of energy, while meteorological variables showed 
that the mean and the variance remain constant over time from one period to the next. 

Moreover, we split the time series into partitions and then we calculated the mean 
and the variance of each partition. The comparison of the summary statistics verified 
that the time series are non-stationary. Finally, we used the Augmented Dicker-Fuller 
test for checking the null hypothesis that our time series (either energy or meteorolog-
ical) are stationary. As seen in table 1, the statistical test indicates that the time series 
is non-stationary, for the critical values are smaller than the ADF value and hence the 
null hypothesis was rejected. 
 

Table 1. Results of Augmented Dicker-Fuller statistical test 

 
 In order to stationarize our time series, we used first and second order differenc-

ing. After the differencing we ran the ADF test again, and this time the results indi-
cated that we should accept the null hypothesis. 

4.1.2 Model identification 

In order to identify which linear model is suitable for forecasting in our time series, 
we use the Autocorrelation Function (ACF) and the Partial Autocorrelation Function 
(PACF) plots. In general, if ACF has an exponentially decreasing appearance and 
PACF becomes zero at specific lag p, then an Autoregressive model (AR (p)) is suita-
ble for forecasting. On the other hand, if ACF becomes zero in lag p and PACF de-
creases exponentially, a Moving Average (MA (p)) should be used. The ACF and 
PACF plots for energy time series that correspond for a specific photovoltaic panel at 
July 1, 2013 are shown in Fig. 2. For their form we understand that an AR model with 
order p = 1 (AR(1)) is suitable for representing the data and therefore for forecasting. 
The same result applies to all time series of our dataset. 

 
Fig. 2. ACF and PACF plots for model identification. 

 Irradiance Temperature Energy 
ADF statistics value -0.878 -3.406 -2.133 
Critical Value: 5% -2.918 -2.917 -2.923 
Critical Value: 10% -2.597 -2.596 -2.599 
Critical Value: 1% -3.560 -3.558 -3.571 
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4.1.3 Autoregressive Integrated Moving Average (ARIMA)  

A time series is a sequence of measurements of the same variable(s) made over time. 
Usually the measurements are made at evenly spaced intervals. In this work, the size 
of interval is 15 minutes.  ARIMA family is the most general class of linear models 
for forecasting a time series. An ARIMA (p, d, q) model consists of three parts. The 
autoregressive part (AR) with order p, the moving average part (MA) with order q and 
the integrated part (I) which describes the number of differencing steps (d) that should 
be taken in order to stationarize the time series. The model is defined by the following 
formula.  

 
1 1

p q

t t i t i i t i

i i

X c X    

 

      (1) 

where εt are the error terms that follow normal distribution with 0 mean and c arbi-
trary constant.  
    As already mentioned, one differencing step is taken to stationarize our time series, 
i.e. d = 1. Also, as indicated by the ACF and PACF plots, the ARIMA model that fits 
more in our time series has strong autoregressive part with order p = 1, and no mov-
ing average part, i.e. q = 0. Consequently, the specific linear model used for power 
output forecasting in PV systems was ARIMA (1,1,0). We also considered the 
ARIMA (2,1,0) and ARIMA (3,1,0) models for a more meticulous research and also 
for detecting if the choice of the order of the autoregressive part through the ACF and 
PACF was correct. For ARIMA (1,1,0) model equation (1) becomes: 
 1 1 1 2( )t t t tX c X X X       (2) 
   The training process of an ARIMA model consists of the estimation of the φ and θ 
parameters. Using the available data, a set of equations like (2) are formulated with 
unknowns the φ and θ parameters. The number of equations is far greater than the 
number of the parameters. Therefore, this overdetermined system is not solved analyt-
ically but in the least-squares way. In this work, we had to estimate 1 parameter for 
the ARIMA (1,1,0) model and 2 and 3 parameters for the ARIMA (2,1,0) and 
ARIMA (3,1,0) models. We used the Singular Value Decomposition (SVD) method to 
solve the formulated overdetermined systems and estimate the corresponding parame-
ters.  
4.2 Non – linear forecasting methods 

 
Apart from linear methods, extensively studies have been conducted about using non-
linear models for time series forecasting. One of the most widely used non-linear 
models for time series forecasting are the ANNs. In this section we present our im-
plementation of an ANN for power output forecasting in PV systems. 

4.2.1 Artificial Neural Networks 

ANNs are computational models inspired by the natural neural networks. An artificial 

neuron is essentially a computational node which takes several inputs, combines them 
using a specific way, and produces an output. Each input is the neuron is multiplied 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 134



by a parameter called weight, and the partial products are summed and feed as input 
to a function called activation function. This function is, at most times, non-linear 
towards the inputs (e.g. logistic function, rectifier function, etc.). An ANN consists of 
a set of artificial neurons interconnected and organized in layers. An ANN usually has 
one input layer, which receives the inputs, several hidden layers which implement the 
various data transformations, and one output layer through which the output is de-
rived. An ANN which has only one information flow (from the input to output layer) 
is called feed-forward. A general topology of an ANN is shown in Fig. 3. As men-
tioned before, the various ANNs utilize various activation functions. One of them is 
the sigmoid function which is a mathematical function having an "S" shaped curve. 
Often, sigmoid function refers to the special case of the logistic function defined by 
the formula: 

 
1

( )
1 x

f x
e





 (3) 

Another example is the identity function which always returns the same value that was 
used as its argument. The function is given by the following formula: 

 ( )f x x  (4) 

Finally, there is the rectifier function defined as: 

 ( ) max(0, )f x x  (5) 

   Usually, the ANNs utilize a supervised learning technique called backpropagation 
for training, i.e. estimating the values of the weights. Backpropagation is a common 
method of training ANNs and is used in conjunction with optimization methods such 
as gradient descent. The algorithm repeats a two phase cycle, propagation and weight 
update.  

 
Fig. 3. General topology of an ANN 

In this work, we implemented feed-forward ANNs with, one input, one hidden and 
one output layer for forecasting power output in PV systems. The number of neurons 
in the input layer was selected equal to the order of the evaluated ARIMA models (i.e. 
1, 2 and 3), while in the output layer we had only one neuron. Furthermore, a Wilcox-
on test (table 2) showed that we can reject the null hypothesis as the p-values are not 
greater than 0.05. Hence, in the choice of the number of the neurons in the input layer 
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there is a significant difference. In order to select the number of neurons in the hidden 
layer and the appropriate activation function, we ran simulations with different num-
bers of nodes (from 1 to 100) and different activation functions. The activation func-
tions tested were the logistic sigmoid, the hyperbolic tangent and the rectified linear 
unit function. At each simulation cycle, we trained a different ANN and used it to 
make forecasts on a specific test time series. The ANN that yielded the best results in 
terms of forecasting accuracy was the one with 3 neurons in the hidden layer and the 
logistic sigmoid function as activation function for all the neurons, apart from the 
neuron in the output layer for which the identity function was used. Three different 
variations of this ANN (with 1, 2 and 3 neurons in the input layer) were implemented 
and compared with the corresponding ARIMA models. 

 
Fig. 4. Topology of an implemented ANN with 1 input, 3 hidden and 1 output neurons. 

Table 2. Wilcoxon Statistical Test results 

 ANN – 1 neuron ANN – 2 neuron ANN – 3 neuron 
Wilcoxon p-value 1.02e-05 5.50e-06 5.36e-06 

 
One very common problem that arises when training ANNs, and especially ANNs 

with large number of layers and neurons, is overfitting. Overfitting is the case where 
the ANN performs very well on the training data, but poorly on the previous unseen 
test data, in other words fails to generalize well on new data. There are several ways 
to overcome overfitting, e.g. increasing the number of training instances or reducing 
the number of layers and neurons and thus the number of unknown parameters. These 
methods are not usually adopted reluctantly by the researchers because on one hand 
the acquisition of more training samples is a costly process, and on the other the re-
duction of the number of layers and neurons may lead to less powerful networks. 
Fortunately, there is another way for overcoming overfitting which is called regulari-
zation. In this, an extra term, which takes into account the magnitude of the weights 
of the network, is added to the cost function of the training algorithm. Usually, this 
term is the sum of the squares of all the weights of the network (excluding the biases) 
multiplied by a constant called regularization parameter. After training the network 
using the updated cost function, we can see that the effect of the overfitting is re-
duced. As will be seen at the evaluation framework, in this work we considered only 
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the test error of our implemented ANN models and not the training error, and there-
fore we did not examine in depth the possibility of arising the problem of overfitting.  
We plan to include as future work, an analysis of the generalization capability of our 
ANN models by comparing the training and test errors and using regularization tech-
niques to improve the generalization capability in the case of overfitting. 

4.3  Enhanced models 

Renewable energy sources such as solar energy, are weather dependent and it is evi-
dent that there is a sort of relationship regarding the forecast. In order to measure the 
correlation between the meteorological data and the energy production data we calcu-
lated Pearson’s correlation coefficient and Spearman’s correlation coefficient. Pear-
son’s correlation coefficient is a statistic measuring the linear interdependence be-

tween two variables or two sets of data. The value of the coefficient ranges from -1 to 
1, with 1 indicating a perfect positive linear relationship, -1 indicating a perfect nega-
tive relationship and 0 showing none existing relationship. The formula for calculat-
ing the coefficient for two variables X and Y is the following: 

 
cov( , )

x y

X Y


 
  (6) 

where cov(X,Y) the covariance and σx, σy the standard deviations of X and Y respec-
tively. 

Spearman’s correlation coefficient is a statistical measure of the strength of a mon-
otonic relationship between paired data. The value of the coefficient ranges from -1 to 
1, with 1 or -1 indicating that each of the variables is a perfect monotone function of 
the other. The Spearman correlation coefficient is defined as the Pearson correlation 
coefficient between the corresponding ranked variables. 

 
Fig. 5. Pearson’s (a) and Spearman’s (b) correlation coefficient values between energy (E-
Total), solar irradiance (IntSolIrr), ambient temperature (TmpAmb C) and panel’s temperature 

(TmpMdul C).  

The Pearson’s and Spearman’s coefficient values between the energy and the me-

teorological variables are shown in Fig.1. As shown in the last row of both matrices, 
the coefficients values between energy and the solar irradiance and panel’s tempera-
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ture are very close to 1 (0.98 and 0.96 respectively for Pearson’s coefficient and 0.98 

and 0.97 for Spearman’s) and between energy and ambient temperature is approxi-

mately 0.7 (0.71 for Pearson’s coefficient and 0.7 for Spearman’s). These results indi-

cate strong linear correlation between energy and the meteorological variable. Based 
on this conclusion, we enhanced the implemented forecasting models (both ARIMA 
and ANN) by adding the environmental variables as explanatory variables of the 
models. Specifically, we implemented one ARIMA model with explanatory variables 
the energy and the solar irradiance, one with the energy and the panel’s temperature 

and one with the energy and the ambient temperature. Likewise for the case of the 
ANN model. Subsequently, we have 6 enhanced models in addition to the initial base 
models. 

5 Evaluation 

In this section, we present the evaluation framework through which the various im-
plemented models were tested, as well as the preliminary experimental results. 

5.1 Evaluation Framework 

In order to implement and evaluate our models, we split the set of our time series into 
training and test subsets (80% in the training and 20% in test). We used the training 
time series to build our models and the test to make forecasts. The forecasts were 
made for 1 to 4 steps (15-minute intervals) ahead in time. We repeated this process in 
all possible ways for the purpose of cross-validating the results. We ran all training 
and test datasets for each implemented model (both base and enhanced) and we com-
pared the results in terms of forecasting accuracy using the Symmetric Mean Absolute 

Percentage Error (SMAPE) metric, which is defined by the following formula: 

 
1

100% n
t t

t t t

F A
SMAPE

n A F





  (7) 

where Ft is the forecasted value and At the actual value. We selected SMAPE over 
other error metrics because it provides a result between 0% and 100% which is more 
interpretable. The results of the experiments are presented in the following section. 

5.2 Experimental Results 

Table 3 presents the average forecasting results for all steps ahead of the implemented 
ARIMA models that use only the energy as explanatory variable. As shown, the 
ARIMA (1,1,0) model, indicated by the ACF and PACF plots, outperforms its com-
petitors. Similarly, as shown in Table 4, the ANN model with one neuron in the input 
layer outperforms, in terms of forecasting accuracy, those with 2 and 3 neurons in the 
input layer, respectively. 
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Table 3. SMAPE results of different ARIMA models 

 ARIMA (1,1,0) ARIMA (2,1,0) ARIMA (3,1,0) 
SMAPE (%) 11.5 16.87 21.11  

Table 4. SMAPE results of different ANN models 

 ANN - 1 neuron ANN - 2 neurons ANN – 3 neurons 
SMAPE (%) 6.38 13.37 18.11  

 
    In Fig. 6, the fitting of the all the implemented models (ARIMA and ANNs, base 

and enhanced) on a test time series is presented. We can see that the forecasting re-
sults of all the implemented models fit very well on the real values. Finally, Table 5 
presents clearly the forecasting results of all the implemented models. As shown, 
ANN models have, in general, better forecasting accuracy compared to ARIMA. Al-
so, we can see that the introduction of the meteorological data in the models as ex-
planatory variables (i.e. enhanced models) decrease the forecasting accuracy in the 
case of the linear models (ARIMA), while it increases the forecasting accuracy in the 
case of non-linear models. 

 
Fig. 6. The ARIMA (b) and ANN (a), base and enhanced, models fitting a test time series. 
 

Table 5. Forecasting results of all implemented models 
SMAPE (%) Energy En. + Irr. En. + Amb. 

Temp. 
En. + Panel’s 

Temp. 
Average 

ARIMA 11.51 14.22 13.31 13.67 13.18 
ANN 6.38 6.74 5.91 6.66 6.42 

6 Conclusions 

In this paper, a set of different models for forecasting power output in PV systems 
were implemented and evaluated. All steps of time series modelling process were 
implemented and presented in detail, along with the corresponding steps for building 
non-linear models. Moreover, the models were enhanced with meteorological data 
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explanatory variables. Preliminary results, for experiments conducted on real data 
from a photovoltaic park in Crete, Greece, indicated that the ANN non-linear models 
outperform the linear ARIMA models in terms of forecasting accuracy. Additionally, 
the fusion of meteorological data increases the forecasting accuracy of the ANN mod-
els. This comprises the major contribution of the applied approach that results in a 
SMAPE value of 6.38%, which is highly acceptable from the power engineering per-
spective, as it has a significant practical implication on the reduction of maintenance 
costs for PV systems, based solely on publicly available meteorological data. The 
proposed ANN topology that exhibits the best performance is an ANN with one neu-
ron in the input layer, three in the hidden and one in the output layer. Future direc-
tions of this work include, the experimentation with more data from different PV 
systems, the fusion of new data variables in the implemented models and the imple-
mentation of a hybrid model that will exploit the best characteristics of the ARIMA 
and ANN models. 
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Abstract. Extreme space weather events are a natural hazard which can affect 

different technology. In particular, geomagnetic activity during extreme space 

weather events could cause damage of power grids transformers and lead to 

power system collapse as happened in Québec in 1989.  The aim of this re-

search is to evaluate extreme levels of geomagnetic activity of different loca-

tions across Canada. Hourly ranges of geomagnetic field variations have been 

used as measures of geomagnetic activity. These geomagnetic indices have 

been processed to fit one of the extreme value distributions.  The likelihood ra-

tio test was applied to the maximum values to determine if the data fit to Gum-

bel or Fréchet extreme value distribution.  The defined distribution was used to 

evaluate extreme geomagnetic disturbances which could happen once per 50 

and once per 100 years with 99% confidence interval. Knowledge of extreme 

values of geomagnetic disturbances will provide criteria for safe operation of 

power grids. 

Keywords: Extreme value analysis  Space weather  Geomagnetic activity 

1 Introduction 

Space weather disturbances have a range of impacts on different technologies, in-

cluding the infrastructure and services that are regarded as critical in modern society 

i.e. energy supply (power grids and pipelines), communication and navigation. To 

mitigate these risks it is important to determine the parameters of extreme space 

weather effects in terms of geomagnetic activity and its consequent effects in critical 

infrastructure. In this research extreme value statistics has been applied to more than 

40 years of magnetic data from the Canadian geomagnetic observatory network. The 

data were fitted to the generalized extreme valued distribution and the extreme dis-

turbances which could happen once per 50 and once per 100 years were evaluated. 

These extreme values provide criteria which could be used by power companies and 

other impacted technologies for design or mitigation purposes. 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 141

mailto:Lidia.Nikitina@canada.ca


2 Data availability 

Natural Resources Canada (NRCan) operates the Canadian geomagnetic observato-

ry network and has archived digital recording of one minute data starting as early as 

1972-1975. Data from the most of Canadian observatories cover from 29 to 42 years 

(Table 1). To describe geomagnetic activity, NRCan historically uses the index of 

geomagnetic activity which is the difference between the maximum and minimum of 

the geomagnetic field in each hour [1, 2].  

 

Table 1. Canadian geomagnetic observatories. Data availability. 

 

Geomagnetic observatory Abbreviation Number of years of data 

availability 

Victoria VIC 41 years 

Ottawa OTT 41 years 

St. John’s STJ 42 years 

Brandon/ 

Glenlea 

BRD/GLN 31 years 

Meanook MEA 42 years 

Poste de-la-Baleine/ 

Sanikiluaq 

PBQ/SNK 30 years 

Fort Churchill FCC 41 years 

Yellowknife YKC 39 years 

Baker Lake BLC 40 years 

Cambridge Bay CBB 42 years 

Resolute RES 40 years 

Alert ALE 29 years 

3 Methodology 

Analysis of extreme geomagnetic activity was made using the generalized extreme 

value (GEV) distribution with the cumulative probability 

 

𝑝(𝑥) = exp{−[1 + 𝛾(𝑥 − 𝜇)/𝜎]} (1) 

 

where parameters  and  are positive values. In the case when >0 this distribution is 

known as a Fréchet distribution, for <0 it is a negative Weibull distribution, and in 

the limiting case with 0 it refers to a Gumbel distribution [3,4]. The extreme value 

statistics were applied to five-day maxima of the geomagnetic data for each observa-

tory. The five day period was selected to satisfy the condition of data independence in 

extreme value analysis and based on a physical consideration that the duration of a 
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geomagnetic storm is approximately one or two days. The detailed description of the 

data processing is provided in [5]. 

 

The likelihood ratio test TLR was applied to the processed data to determine if a Gum-

bel distribution (hypothesis H0: 0) or Fréchet/Weibull distribution (hypothesis Ha: 

  0) is better fitted to the data,  

 𝑇𝐿𝑅 = 2 ∗ 𝑙𝑛
∏ 𝑔̅,̅,̅(𝑋𝑖)𝑖≤𝑛

∏ 𝑔0,̅,̅𝑖≤𝑛 (𝑋𝑖)
 (2) 

where 𝑔̅,̅,̅(𝑋𝑖) and 𝑔0,̅,̅(𝑋𝑖) are probability distribution functions fitted to the con-

sidered data supposing 0 or =0 [6].  

 

Fig. 1. Fitting of the processed geomagnetic data (circles) to extreme value distribution with the 

predicted values (squares) which could occur once per 50 years and once per 100 years with 

99% confidence intervals. Meanook (red) fits to GEV distribution with =0.25 (Fréchet distri-

bution), Yellowknife data (green) fit to GEV distribution with 0 (Gumbel distribution) 

The above mentioned approach has been applied to the geomagnetic hourly range 

values for each of the observatories under investigation. The result of the fitting pro-

cedure is illustrated by Figure 1 where processed hourly range data from two observa-

tories, Meanook and Yellowknife, and the estimated extreme values are plotted vs the 

return period T 
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𝑇 =
1

1−𝑝(𝑥)
 .                                                        (3) 

The estimated values are denoted by squares and correspond to the return periods of 

50 and 100 years. As is shown in Figure 1, Meanook and Yellowknife have different 

tails of distributions, Meanook data are fitted by a Fréchet distribution while Yellow-

knife data have a Gumbel distribution.  

 

4 Results and conclusion  

 

Fig. 2. Measured maximal values (green squares) together with the estimated extreme values 

geomagnetic variations once per 50 years (solid red circles) and once per 100 years (open red 

circles) 

 

Extreme value statistical analysis has been employed for estimation of extreme 

values of the geomagnetic activity to evaluate two extreme scenarios, once in 50 years 

values and once in 100 years values for geomagnetic activity variations.  

The results presented in Figure 2 demonstrate a tendency of increasing of extreme 

geomagnetic activity for latitudes between 540 and 61.20 decreasing between 61.20 

and 720 and another increasing to the north of 720.  

The extreme value analysis demonstrates that for estimation of extreme geomag-

netic activity both Gumbel and Fréchet distributions could be used. All observatories 
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in the geomagnetic latititude range [640, 700] are well approximated by a Gumbel 

distribution, while all the observatories to the north of 700 are better approximated by 

a Fréchet distribution. 
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Abstract. The active Baza and Galera faults are situated in the Northeast area 
of Granada province and follow the dynamic of the Betic Cordillera. The goal 
of our research is to constrain the activity of both faults from high quality geo-
detic measurements obtaining precise deformation rates. To achieve that in 
2008 we installed a network which has been observed since 2009. Here we 
show the first results computed from four GPS campaigns in the period 2009-
2012 and using statistical analysis for signal filtering and outlier detection. 
These results agree with the general movement of the area due to the tectonic 
(mean velocities of 18.59 mm/yr East and 15.75 mm/yr North components). 
Moreover, we have identified differences between the geodynamic of both 
faults, observing a residual velocity field with values varying from 1-2 mm. The 
integration of future geologic and seismic information with the deformation 
measurements will allow a better understanding of the kinematics of these in-
teresting geologic structures. 

Keywords: PPP time series, Crustal deformation, Statistical analysis, Baza and 
Galera faults 

1 Geological setting and GPS network 

The Galera and Baza fault are two geologic structures located in the central region 
of the Betic Cordillera. This area has a general extension movement of the main tec-
tonic features highlighted by several geodetic, geologic and geomorphic markers [5], 
[1], [4], [10]. To observe the dynamic of these faults, a network of seven sites (named 
5100-5700) was built in 2008 [5]. The sites were positioned in well-defined areas on 
both geologic blocks of the faults. They were perfectly fixed over the surface with 
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concrete on exposed rocks using self-centring mounting. The measurements of the 
faults cover a total of 4 GPS field campaigns, with 5-day time span, in September 
2009, 2010, 2011 and 2012. The main reason of measure in the same month of the 
year is to avoid seasonality effects in our data that could impact the time series and 
further analysis. 

 

 

Fig. 1. Top. Spatial distribution of the GPS sites with the trace of the Baza and Galera faults. 
Bottom. Sismitas site (5700) with the GPS antenna installed during an observation campaign. 
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Focus on the measurements, the GPS receivers used in 2009 and 2010 campaigns 
were Leica Geosystem GX1230 receivers with LEIAX1202 antennas whereas newer 
campaigns in 2011 and 2012 were observed with LEICA Geosystem AR10 receivers 
and LEIAR10 antennas. Figure 1 shows the spatial distribution of the sites and a pic-
ture of Sismitas site (5700) with the GPS antenna installed. 

 
To give the best analysis of the geodynamic, a good estimation of the coordinates 

of each site is essential. To achieve that, we have used the Precise Point positioning 
(PPP) methodology using the software developed by the JPL GIPSY-OASIS version 
6.4 (https://gipsy-oasis.jpl.nasa.gov/). The main characteristic of this program is the 
capacity of determinate the position using each site isolated with its own observations. 
This methodology is a good approach for an accurate crustal deformation analysis and 
has been applied in many geodetic studies. 

 
The processing strategy followed uses zero-ambiguity resolution strategy [3]. A 

similar standard procedure for all 4 campaigns was also handle [7]. We have applied 
JPL final ephemeris and pole products, FES2004 ocean tide loading model [8], hydro-
static and wet components of tropospheric delay and a 10º cut-off angle with calibrat-
ed data of antenna phase center. Moreover, to define the processed coordinates, a 
stable IGS08 reference frame was considered [2]. That is, all the JPL products have 
been computed in the same IGS08 reference frame, ensuring an unchanged geodetic 
frame for all the observation campaigns.  
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Fig. 2. Position time series in East and North components for all sites of the network 
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2 GPS time series and statistical analysis 

Once the coordinates were processed, we represent all the campaigns using the best 
trend line fit for each site. Here we also consider the change of antenna between 2011 
and 2012 campaigns, which produce a slip in the time series due to the differences in 
the antenna phase center. For the uncertainties analysis, we have also included the 
associated formal error from the best-fit trend line derived from the software. This 
value has been associated to the velocity estimation. 

 
The statistical analysis was focused on several filtering tools which eliminates the 

outliers due to problems in the GPS processing. Unfortunately, this research has only 
coordinates during the observation campaigns, so the time series seasonality decom-
position has not been possible. Anyway, the trend analysis is enough to give us an 
estimation of the velocity. We did not consider any change in the position during the 
campaigns thus the uncertainties observed are attributed to the white noise in acquired 
observations. Figure 2 shows the position time series in horizontal components (North 
and East) for all the sites of the network. 

 
The linear trend was computed using MLE algorithms included on CATS Time Se-

ries Analysis Software [11]. Basis on the best fit linear regression, the estimation of 
the likelihood L with noise components and parameters in a set of observations, x, 
(assuming a Gaussian distribution) is: 

 

 
 

where  is the root square of the determinant of the covariance matrix with the 
assumed noise in the data, N is the number of epochs (points) in our time series and v 
represents the post-fit residuals to the linear regression with weighted least squares. 
To a better management, this likelihood could be considered with logarithms. The 
maximization of  let a greater numerical stability due to this maximum is 
unaffected by monotonic transformation. To solve the maximum likelihood problem, 
CATS software used a variant of the Nelder-Mead uphill simplex choice [9]. 

 
Although our study is centered only on the estimation of the linear trend in each 

GPS point, the CATS Time Series Analysis Software is able to estimate more com-
plex theoretical adjustment models including annual and semiannual periodicities 
among others. Our uncertainties are computed using partial differential equations 
based on the linear regression adjustment. 
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3 First results and analysis 

To highlight the local velocities between the sites of the network, once we have fil-
tered the time series, we eliminate the tectonic component using the ITRF08 plate 
motion model [2]. These accurate measures give us an invaluable information of the 
geodynamics, standing out the differences between these geologic structures. 

 
The first results indicate a measurable movement between the blocks; for instance, 

the Galera Fault (mainly 5700 and 5600 sites), showing a sinistral strike slip motion 
near 1 mm/yr difference. On the other hand, the sites near the Baza Fault present re-
markable differences. If we consider the North area (5500 and 5400) the displace-
ments are related probably with the dynamic of the North segment of the Fault, 
whereas in the South region (5100 and 5200) the residual velocities are fairly similar. 
Not all of the sites in the network could be considered. During the observation cam-
paigns 5300 site was eliminated of the calculus due to its own motion, which is not 
explained by the tectonic (this site is located near a rail track slope). Figure 3 shows 
the absolute velocity field (IGS08 reference frame). Figure 4 includes the velocity 
field with respect to the Eurasian plate. Table 1 presents the absolute and residual 
velocities for all the sites and the standard deviations.  

 

 

Fig. 3. Absolute velocity field in IGS08 reference frame.  
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Fig. 4. Residual velocity field (Eurasian plate fixed) 

Absolute Residual Sigma Absolute Residual Sigma 
East  

(mm/yr) 

East  

(mm/yr) 

East  

(mm/yr) 

North 

(mm/yr) 

North 

(mm/yr) 

North 

(mm/yr) 

5100 18.29 -1.48 0.43 15.66 -1.02 0.49 

5200 18.21 -1.56 0.44 15.54 -1.15 0.46 

5400 18.76 -0.97 0.44 16.13 -0.55 0.50 

5500 18.73 -0.99 0.39 15.82 -0.87 0.39 

5600 19.13 -0.60 0.38 15.89 -0.78 0.39 

5700 18.42 -1.29 0.40 15.48 -1.20 0.40 

Table. 1. Absolute and residual velocities with standard deviations for all the GPS sites.  

4 Conclusions 

Our research reveals that this statistical methodology and GPS processing tech-
nique are able to measure the movements of these two geologic structures from posi-
tion time series at millimeter level. We obtain absolute velocities in agreement with 
the general movement of the area due to the tectonic (mean of 18.59 mm/yr East and 
15.75 mm/yr North). The differences with the theoretical tectonic plate model allow 
us to detect a residual velocity field with values varying from 1mm (5600) to close 
2mm (5200) showing the deformation pattern of the area. The introduction of longer 
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time series, with more GPS campaigns and statistical filters, will improve the estima-
tions of velocity and will allow us to confirm these results. 
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This paper presents advanced symbolic time series analysis (ASTSA) for large
data sets emanating from cyber physical systems (CPS). The definition of CPS
most pertinent to this paper is: A CPS is a system with a coupling of the cyber
aspects of computing and communications with the physical aspects of dynamics
and engineering that must abide by the laws of physics. This includes sensor net-
works, real-time and hybrid systems [1]. To ensure that the computation results
conform to the laws of physics a linear differential operator (LDO) is embedded
in the processing channel for each sensor. In this manner the dynamics of the
system can be incorporated prior to performing symbolic analysis. A non-linear
quantization is used for the intervals corresponding to the symbols. The intervals
are based on observed modes of the system, which can be determined either du-
ring an exploratory phase or on–line during operation of the system. A complete
processing channel (see Fig. 2) is called a single channel lexical analyser; one is
made available for each sensor on the machine being observed.

The implementation of LDO in the system is particularly important since it
enables the establishment of a causal link between the observations of the dyn-
amic system and their cause. Without causality there can be no semantics and
without semantics no knowledge acquisition based on the physical background
of the system being observed. Correlation alone is not a guarantee for causality1

This work was originally motivated from the observation of large bulk mate-
rial handling systems, see Fig. 1 for three examples of such systems. Typically,
there are n = 150 . . . 250 sensors per machine, and data is collected in a multi
rate manner; whereby general sensors are sampled with fs = 1Hz and vibration
data being sampled in the kilo-hertz range.

1 Local Linear Differential Operators (LDO)

Although processing the entire ’large’ time series is a common practice in ex-
ploratory data analysis, reliable local computations (implemented as streaming

1 Consider an exothermic system with a high activation energy. We must include
the exothermic model if we are to establish causality, correlation alone will lead to
erroneous interpretation.
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Fig. 1. Examples of machines to which the analysis is applied. Image courtesy: Sandvik

algorithms) are preferred in on–line data processing. Since in this work we deal
with time series emanating from cyber physical systems new techniques for lo-
cal computations including the physics of the system (described by differential
equations) have to be developed.

An ordinary differential equation (ODE) of the form

ad (t) y(d) (t) + ad−1 (t) y(d−1) (t) + . . . + a0 (t) y(0) (t) = g (t) (1)

can be described using a linear differential operator (LDO) D [2] such that
D(i)y (t) = y(i) (t) where y is a function of t, y(i) is the n-th derivative with
respect to t and g (t) is the exciting function, in our case the noisy sensor data.
This yields to the notation [3]

ad (t) D(d)y(d) (t)+ad−1 (t) D(d−1)y(d−1) (t)+ . . .+a0 (t) D(0)y(0) (t) = g (t) . (2)

Factoring y (t) leads to the compact formulation of the model

Ly (t) = g (t) , (3)

with
L , ad (t) D(d) + ad−1 (t) D(d−1) + . . . + a0 (t) D(0). (4)

In the discrete case (3) can be formulated as matrix equation. Solving this
equation for y is an inverse problem which can be solved numerically in a discrete
sense by

y = L+g + NLα, (5)

where y is the solution to the inverse problem, L+ is the pseudo-inverse of L,
NL is an orthonormal basis function set of the null space of L , α is a coefficient
vector for the null space (computed by initial- and/or the boundary-values) and
g is the noisy time series data vector. Algebraic implementations for the solution
of such problems can be found in [4–7].

The LDO, and their inverses, can be implemented as local operators and effi-
ciently computed using a convolutional approach. This is basically a streaming-
algorithm and thus suitable for big-data processing.

Furthermore, the covariance of the solution (5) is simply propagated as

Λy = L+Λg

(
L+

)T
. (6)
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Using Λy as an estimate for the covariance in conjunction with the student-t
and/or F-distribution permits the estimation of a confidence interval over the
complete solution and allows the computation of a prediction interval for future
values.

That is, the approach presented here to implementing linear differential ope-
rators not only permits the solution of embedded system dynamics but also
yields a confidence interval for the predicted values of the dynamics.

2 Symbolic Time Series Analysis

The availability of the sensor signals, their regularized derivative and/or the
application of a LDO permits the implementation of an advanced symbolic time
series analysis (ASTSA) which includes the modelling of the system dynamics.
As a result the time series (TS) can be discretized and compressed using unique
symbols for different intervals (the so called alphabet). This step is named lexical
analysis. A number of methods for the selection of the symbol intervals based
on, e.g. , equal probability, variance or entropy can be found in literature [8–12].
Here, in a new approach, we define the intervals to correspond to the modes
of the dynamic system in operation, i.e. each symbol corresponds to a mode or
portion of a mode which should be identified. Commonly controllers are designed
to operate optimally in a number of specific but distinct modes of the dynamic
system.

In a next step, connected sequences with the same symbol can be compres-
sed to a single symbol predicated with its length. The combination of applying a
LDO, lexical analysis of the derived signal and compression is called single chan-
nel lexical analyser (SCLA), see Fig. 2. Combining the output of multiple SCLA

LDO
Lexical analysis + 

compression

L Alphabet

g (t)

fy(t)g

sym[y (t)]

fsym[g (t)]g

Fig. 2. A single channel lexical analyser (SCLA)
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is called multi channel lexical analyser (MCLA). Two examples of symbolic time
series analysis using MCLA are demonstrated in Fig. 3 and Fig. 4). For signal 1
and signal 2 the alphabet consists of the three symbols [u, s, d] assigned to the
direction of the signal (up, stationary, down). The figures show two operation
modes from the same machine. It can be clearly seen, that the operation modes
of the machine have a different symbolic representation (visualized as different
shaded colours in the plots) and allow a fast intuitive inspection and characte-
rization of the signal. The signal range from the first dashed-blue line to the

Fig. 3. Operation mode 1; the coloured areas illustrate the output of the MCLA;
different colours represent different combinations of symbols from the SCLA of each
channel (in this case two channels); the alphabet used for signal 1 and 2 consists of
the three symbols [u, s, d]. Top: machine working in operation mode 1 with longer
interrupts in-between (light blue area - both signals are stationary); Bottom: snippet
of the signal showing the typical repeating pattern of operation mode 1.

dashed-red line (marked in both plots) have the same symbolic representation
in both modes, whereas the portion of the signal after the dashed-red line shows
a different colour-code for each mode.
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Fig. 4. Operation mode 2; the coloured areas illustrate the output of the MCLA;
different colours represent different combinations of symbols from the SCLA of each
channel (in this case two channels); the alphabet used for signal 1 and 2 consists of
the three symbols [u, s, d]. Top: machine working in operation mode 2 with interrupts
in-between (light blue area - both signals are stationary); Bottom: snippet of the signal
showing the typical repeating pattern of operation mode 2.

The generated symbolic representation is used for further analyses. Building
up histograms for occurring symbol combinations offers an insight in the overall
behaviour of the system, see Fig. 5). This allows inter-machine comparison and
comparison of different signal portions/ranges as well as classification of the
operation mode. On top of Fig. 5 the histograms of the entire signal ranges
shown in Fig 3 (top) and Fig 4 (top) are presented. The histograms for the
typical repeating snippets, shown in Fig 3 (bottom) and Fig 4 (bottom), are
visualized on the bottom. Since the machine is interrupted several times in both
operating modes, the bins for the stationary state (ss) are more visible for the
entire signal sequences (top). Excluding these bins, the statistics (histograms) of
the shown snippets can act as representatives (motifs) for the operating modes.
It can be seen that the histograms differ whether the machine is operating in
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mode 1 (left) or mode 2 (right). Especially the occurrences of dd and ud reveal
the differences. In future investigations the definition of a similarity measure for
such histograms is planned to compare them qualitatively and may use this for
automatic operation recognition and finding motifs. Note: sorting the histograms
in decreasing order of occurrences will yield a classical frequency dictionary.

(a) Operation mode 1 (b) Operation mode 2

(c) Operation mode 1 - snippet (d) Operation mode 2 - snippet

Fig. 5. Histograms of occurring symbol combinations of a machine in two different
operation modes. Top: Histograms for the entire time range shown in Fig 3 (top) and
Fig 4 (top); Bottom: Histograms for the signal snippets presented in Fig 3 (bottom)
and Fig 4 (bottom).

A big advantage of the presented symbolic time series analysis is, that he
sequence of symbols - either single or multi channel - can now be addressed with
techniques more common to computational linguistics (e.g. regex ) [13], which is
a growing field of research.

3 Conclusion

Successful data analytics in large physical systems must embed the modelling of
the individual component and complete system dynamics. This has been addres-
sed by providing for a linear differential operator or its inverse in each and every
signal- or derived-data-channel. A multi-variate symbolic time series analysis has
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been introduced. It permits a symbolic view of the system and its dynamics. The
concept of frequency dictionaries has been applied to automatic operation recog-
nition; this functions for operation types which are characterised by a specific
distribution of symbols. A major advantage of the proposed method is its intrin-
sic multi-scale property. This enables the identification of very short events in
very large data sets. Currently, we are performing research on the relationships
between the sequences of symbols and the metaphor of language. Initial results
indicate that this opens the door to take advantage of new methods emerging in
computational linguistics.
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Abstract. In this study we evaluate the changes in hydrological drought
characteristics for 133 catchments in the Czech Republic over the period
1901-2015. The drought is characterized by deficit volumes, i.e. the vol-
ume of runoff continuously bellow a threshold (20th quantile of monthly
runoff distribution). It is assumed that the series of annual maximum
deficit volumes follow the Generalized extreme value (GEV) distribu-
tion. It is further assumed that the distribution of the deficit volumes
over a homogeneous region is identical after scaling with a site-specific
factor. The model allows for smooth trend in the parameters of the GEV
distribution (which are constant over the region). For the smooth varia-
tion, the linear trend is fitted in a moving window of neighboring years.
Three homogeneous regions representing areas with low, medium and
high risk of drought were identified in the Czech Republic. The models
with trend in the GEV location parameter performed better than models
allowing also for the trend in the GEV scale parameter or the stationary
model.

Keywords: drought; deficit volumes; extremes; index-flood model; local
likelihood smoothing

1 Introduction

Despite relatively frequent flooding in the Czech Republic in recent decades,
drought assessment is receiving more and more public attention. This is partly
due to several very dry years (e.g. 2000, 2003 and 2015) with large financial losses
(the estimate for 2000 is more than 400 million EUR). This is also reflected in
published studies on possible changes in drought characteristics in the area [10,
2] or over Europe [11, 4].

Estimation of the drought characteristics and regionalization of its occurrence
is subjected to considerable uncertainty. This uncertainty, in contrast to the
extreme rainfall analysis, is strengthened by the fact that drought does not
occur every year and more significant droughts occur only in a small fraction of
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years. In this study, two strategies are therefore used to reduce the uncertainty
of drought estimates.

The first is the use of long time series of precipitation and temperature (1901-
2015), which are available in a monthly time step and a spatial resolution of 0.5.
These series are corrected for systematic errors and serve as inputs to the BI-
LAN hydrological model [3]. The second strategy is based on the use of regional
frequency analysis - the index-flood method [9]. This method assumes that the
distribution of scaled extremes (e.g. maximum annual deficit volumes) is the
same for all catchments in homogeneous regions. By combining data from dif-
ferent catchments, some uncertainties can be reduced.

Hanel et al. (2009)[5] applied a parametric model to allow for temporal vari-
ation in parameters of the regional distribution. The parametric model can,
however, be too restrictive (or the proper form of the trend unknown). Ramesh
and Davison (2002) [12] describe an extreme value model allowing smooth vari-
ation in the parameters of distribution. Their model is nevertheless applied to a
single site. The aim of this study is to analyze changes in deficit volumes with
an index-flood model allowing for smooth variation in the parameters of regional
distribution.

2 Methods and Materials

2.1 Data & Study Area

For the purposes of this study simulated runoff for the period 1901-2015 for
133 catchments in the Czech Republic was used. Sets of parameters for these
catchments were derived using conceptual hydrological model BILAN [15] which
is widely used in the Czech Republic for regular evaluation of water balance and
also for assessment of climate change impacts.

The input data of the model (time series of basin precipitation, tempera-
ture and potential evapotranspiration) are based on a combination of HadCRU-
TS3.21 [6], and gridded observed precipitation and temperature data [14]. Grid-
ded data were fitted to a catchment area using a weighted average (according
to the size of the intersection between the river basin and the respective grid
boxes). The model was calibrated with focus on the reproduction of drought
characteristics.

The deficit volumes were derived with the threshold level method (Hisdal et
al., 2004): the drought starts when the discharge drops under predefined thresh-
old and continues until the threshold is exceeded again. In present study the
threshold was set to the 80% quantile from the flow exceedance curve.

Observed and simulated deficit volumes were validated by comparing event
severity, intensity and length in the period of overlap between observed and
simulated data for 53 corresponding catchments. Validation showed that the
simulated deficit volumes correspond well to those based on observed data as
shown in Fig. 1.

The first step in regional frequency analysis is the identification of regions
that can be considered homogeneous. The K-means algorithm [7] was used to find
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Fig. 1. Comparison of drought characteristics of observed and simulated runoff. On
the x axis is the distribution function of the individual characteristics, the y axis shows
values of drought characteristics, the polygons correspond to ranges between 1st and
3rd quartile.
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clusters of homogeneous regions in the dataset. The K-means algorithm ran with
mean runoff and mean potential evapotranspiration for each catchment as inputs,
the outputs were three clusters of catchments. The resulting regionalization is
shown in Fig. 2. Cluster 1 represents the catchments at high elevations and lot of
precipitation. Low land dry catchments with limited precipitation form Cluster
3. The Cluster 2 is a transition between the low drought risk Cluster 1 and high
drought risk Cluster 3.

Cluster number &
Number of catchments

Cluster 1 − 36

Cluster 2 − 53

Cluster 3 − 44

Fig. 2. Resulting regionalization of 133 catchments within Czech Republic.

2.2 Statistical Model

To summarize the changes and differences in the characteristics of the deficit
volumes, a statistical model for the annual maximum deficit volume was applied.
Note that after extracting the annual maximum deficit volume (note that usually
not all the years experienced drought), values were log-transformed in order to
be consistent with the GEV distribution.

Following Stedinger et al. (1993) [13] we consider the model with a probability
mass concentrated in zero

F ∗(x) =

{
p0 if x = 0
p0 + (1− p0)F (x) if x > 0 .

(1)
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where p0 is the probability of year without drought. We estimate p0 as the
proportion of zero drought years [1]. Further we describe the model for the
distribution of non-zero deficit volumes, F (x).

The at-site annual or seasonal maxima of hydrometeorological variables are
often described by the GEV distribution. The three parameters of this distribu-
tion, the location (ξ), scale (α) and shape (κ) parameters, control the location,
variability and behavior of the tail of the distribution. The parameters can be as-
sumed stationary or can vary in time, e.g. due to climate variability/change. To
increase the confidence of the estimates of parameters and quantiles of the GEV
distribution, it is often assumed that the maxima over a homogeneous area are
identically distributed after scaling with a site-specific factor (both the scaling
factor and the method are usually referred to as the index-flood). Hanel et al.
(2009) [5] showed that it is convenient to scale the at-site maxima with a GEV
location parameter. The quantile function Q(s, t) for each site s and year t is
then obtained by upscaling the common regional quantile function (the growth
curve) q(t) by the at-site location parameter ξ(s, t), i.e. Q(s, t) = ξ(s, t)q(t).

The parameters can be estimated by maximizing the composite log likelihood

L =
∑
st

l[θ(s, t);X(s, t)] . (2)

with l[θ(s, t);X(s, t)] the log likelihood for seasonal maxima X(s, t) in year
t at site s considering the parameters θ(s, t) = [ξ(s, t), γ, κ]. Hanel et al. (2009)
[5] proposed a parametric model relating the GEV parameters to an index of
the enhanced greenhouse effect (e.g. temperature, radiative forcing etc.). An
alternative that can be used when less prior knowledge on the temporal variation
of the GEV parameters is available or in the case when it is difficult to find an
appropriate parametric model, is local likelihood smoothing, i.e. assuming that
(some of) the GEV parameters vary smoothly in time.

In our study, we assume that the dispersion coefficient and the shape param-
eter of the GEV model are constant over the area, while the location parameter
varies over the area and in time. The location parameter at site s in year t can
be described as

ξ(s, t) = ξ0(s)ξ1(t) . (3)

with ξ1(t) estimated as an intercept of a local regression

ξ1(tj) = β0 + (tj − t)β1 . (4)

on a neighborhood of t with tj ∈ (t−dh, t+dh); d corresponding to the range
of years (i.e. d = max(tj) −min(tj)) and h ∈ (0, 1) the bandwidth controlling
the amount of smoothing [12]. Please note, that higher-degree polynomials or a
constant could be used as a local model for ξ1.

To estimate the parameters of the GEV model an iterative procedure con-
sisting of three steps was used:

1. the at-site scaling factors ξ0(s) are estimated for each site s (holding the
other parameters fixed on their estimates) by maximizing the log likelihood∑

st l[ξ0(s), ξ̂1(t), γ̂, κ̂;X(s, t)]
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2. the parameters of the regional growth curve (γ, κ) are estimated similarly

by maximizing
∑

st l[ξ̂0(s), ξ̂1(t), γ, κ;X(s, t)]

3. the parameters β0 and β1 needed for ξ1(t) are estimated for each year t by

maximizing the local log likelihood
∑

js wj(t)l[ξ̂0(s), β0+(tj−t)β1, γ̂, κ̂;X(s, t)]
with wj(t)l(s, t) the local log likelihood for station s and neighborhood
of t and wt(j) the kernel function. In our study the Epanechnikov kernel
w(u) = max(1− u2, 0) is used, and wj(t) = w[(tj − t)/(dh)].

The procedure is repeated until the change in composite log likelihood is
small. In our case usually only 2-3 iterations were necessary. The parameters are
initialized on their L-moments estimates with ξ1(t) = 1. To our experience, the
order of the steps does not matter. The bandwidth was chosen subjectively for
the purpose of this study.

2.3 Uncertainty and Model Assessment

Using the estimated parameters θ̂(s, t) the seasonal maxima X(s, t) transformed
according to

X̃(s.t) =
1

κ̂
log

{
1 +

κ̂

γ̂

[
X(s, t)

ξ̂(s, t)
− 1

]}
. (5)

should have standard Gumbel distribution if the model is correct. This can be
directly checked by the quantile-quantile plots. Further model checking including
goodness-of-fit testing considering the Anderson-Darling statistics is possible [5],
however, tools for sampling from the null distribution are required to evaluate the
critical values of the test. The sampling is not trivial in the case of dependence
and presence of zero-drought years. Therefore we limit ourselves to the quantile-
quantile plots in the present paper.
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Fig. 3. Estimated trends in the location parameter for all clusters of catchments with
three different bandwidths (0.1, 0.5, 0.9).
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3 Results and Discussion

Non-stationary models were constructed for each cluster considering bandwidths
ranging from 0.1 to 0.9. The estimated trend in the location parameter ξ is shown
in Fig. 3. For Cluster 1 (highly elevated catchments) the drought regime is rather
stable. Only when small bandwidths are considered the extreme drought event
in 2015 is indicated. For other clusters the variability in the location parameter
is more pronounced suggesting higher drought risk. The location parameter is
in general larger in the second half of the series, for Cluster 3 with bandwidth
0.1 there is an indication of drought period in the beginning of 1970’s.

Estimates of the at-site location parameters ξ0(s) (varying over space) for
different bandwidths can be seen in Fig. 4, estimated values of the parameters
γ and κ which are constant both in time and space for different bandwidths
can be seen in Table 1. Except Cluster 3 the values of ξ0(s) do not depend
considerably on bandwidth. In Cluster 3 the ξ0(s) is about 30% larger when 0.5
bandwidth is applied than for small or large bandwidths. The large value of ξ0(s)
is compensated by small value of γ for bandwidth 0.5 (γ = 3.1) when compared
to 0.1 and 0.9 bandwidths (γ ∼ 3.8), see Table 1.
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Fig. 4. Estimated at-site ξ0(s) parameters for all models.

Table 1. Estimated regional parameters for all models.

γ parameter
Bandwidth 0.1 0.5 0.9

Cluster 1: 0.80 0.80 0.80
Cluster 2: 1.15 1.09 1.16
Cluster 3: 3.76 3.10 3.83

κ parameter
Bandwidth 0.1 0.5 0.9

Cluster 1: -0.41 -0.43 -0.42
Cluster 2: -0.39 -0.39 -0.38
Cluster 3: -0.30 -0.29 -0.29

The goodness-of-fit was assessed visually with Gumbel plots showing the
regional quantile function together with scaled at-site quantile functions (Fig.
5). In general the model seems to be appropriate for the distribution of the deficit
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catchments i.e. Gumbel plots for all models. The x axis shows transformed probabilities,
the y axis values of deficit volumes.
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volumes in the considered catchments. Some deficiencies, however, are present
when too small or too large bandwidths are considered. The shape of the regional
curve suggest the reverse Weibull distribution with upper limit. This seems to
be reasonable since the maximum annual volume below the 20th percentile of
monthly runoff is limited.

Fig. 6 shows the quantile-quantile plots for the Gumbel residuals (eq. 5).
Again, overall the fit is plausible, but some indication of bias is present for some
clusters and bandwidths.
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Fig. 6. Quantile-quantile plots for all models, where sample values are quantiles of
Gumbel residuals and theoretical values are quantiles of the standard GEV distribution.
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4 Conclusions

A regional index-flood model allowing for smooth variation in the parameters
of the GEV model was developed and applied to the annual maximum deficit
volumes calculated for 133 catchments in the Czech Republic for the period of
1901-2015. It was assumed, that the dispersion coefficient and the shape param-
eter are constant in time and also over the area, while the location parameter
was allowed to vary in time (and over the area).

It was shown that the model provides insight to the temporal evolution and
spatial variability of drought characteristics. The main topics for future research
include:

– modification of the standard methods used for assessing homogeneity of the
regions to the context of our statistical model

– modification of the standard bootstrap procedures to preserve spatial de-
pendence and to allow for zero-drought years

– application of the goodness-of-fit testing methods and when needed revising
the regional distribution

– development of objective methods such as cross validation or Akaike infor-
mation criterion for bandwidth selection
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Abstract. In this paper we analyze problems of predicting the stock of raw ma-

terials for dairy products manufacturing. The specific of the industrial process is 

that plant has low stock of raw and pack materials because of their usually short 

life time. From one hand, we should avoid the stock excess of raw materials and 

from the other hand it should be sufficient to prevent the stoppage of the pro-

duction process. We analyzed the risk factors of the out of stock cases and in-

cluded them in the forecasting model. A key role in this model belongs to the 

accuracy of the sales forecast of finished products and we use a set of time se-

ries models to ensure the required accuracy. We show that the best choice is the 

composite model which for each time period takes into account the forecast ob-

tained by each of the available models with a certain weight depending on the 

accuracy of their forecast at the previous step. Identification of this model is 

based on time-series data on real sales. 

Keywords: Sales Forecasting, Prediction Accuracy, Composite Model. 

1 Introduction 

Among the problems that have influence on the size of R&P stock, special attention is 

paid to the accuracy of sales forecast. The accuracy of the sales forecast is very im-

portant for stock management and many researchers pay attention to the methods and 

models that help to improve the forecast accuracy. Concerning new products forecast-

ing we can use the results of the comprehensive review [1]. Special attention is paid 

to the models used to provide high quality information about future sales. There are 

many other papers on the forecast quality improvement like [2] where the author uses 

exponentially weighted quantile regression for forecasting daily sales and [3] where 

authors concentrate their attention on evaluation of computational intelligence tech-

niques to solve the similar problem. But future sales in the process of industrial pro-

duction are highly important but not the only aspect of planning. The particular indus-

try feature also does matter. 

Specific of the food industry is taken into account in [4] where the dynamics and 

simulation of a particular food supply chain are considered. Closer to the topic of the 

research are the papers with the emphasis on the problems of dairy products [5] where 
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short shelf-life food products are forecasting based on artificial neural networks, and 

[6] where a multistage stochastic programming model for the New Zealand dairy 

industry is proposed. 

Focus of the research is the improvement of the product planning. All the models 

present the objective approach to forecasting while the alternative is an expert evalua-

tion. So the results of using the proposed model, from one hand, should be compared 

with the results that are given by its competitors and, from the other hand, with the 

results given by experts. 

2 The dynamics and peculiarities of dairy production 

Improving the accuracy of predictive models of sales of finished dairy products re-

quires an integrated analysis of statistical regularities and the factors affecting the 

dynamics of the time series. 

Trend-seasonal, adaptive and ARIMA models are widely used for sales forecasting 

[7]. However, forecasting of dairy products sales using basic statistical prediction 

models can provide low prediction accuracy. Mean relative error for different Danone 

Russia products is between 18% and 34%, and the forecast bias is about 8%. This is 

because a basic trend-seasonal model does not take into account the impact of all 

factors on the time series. For production enterprises operating on the dairy market, 

where products have a low shelf life, the inaccuracy of the forecast causes the loss of 

sales or shortage in the market, loss of profit, fines and loss of customer loyalty [8].  

To improve forecast accuracy, the following factors should be considered and their 

influence on time series should be included in the forecasting model [9, 11, 12, 15]: 

• the baseline reflects the level of sales to 1% of weighted distribution when fixing 

the influence of all other factors; 

• trend characterizes the long-term tendency of dairy products popularity (as part of 

a healthy lifestyle) when forecasting sales for aggregated categories (e.g., curd des-

serts). With respect to predicting a specific dairy product the trend characterizes the 

product life cycle, which usually is about 2-4 years for dairy product; 

• seasonal effect takes into account retrospective data of the sales dynamic under 

the influence of regularly recurring events. For dairy products the most pronounced is 

the growth of sales of drinking yoghurt and kefir during the summer period, function-

al drinks with vitamins (Actimel) in winter, and increased consumption of classical 

categories (butter, cheese, sour cream) in a pancake week; 

• planned promotions and marketing activities have a significant impact on sales 

dynamics. This group includes TV and Internet advertising, presents for purchasing 

(e.g. promo codes) and other marketing innovations to support sales and build brand 

awareness;  

• trade marketing activities in the sales channels associated with the planned stock 

in retailers, like price reductions or red price tags; 

• Prices change. Every year for dairy products prices change, which has a signifi-

cant influence on the level of sales. The period of influence of this factor is restricted 

to a short period, knowing about upcoming changes, the retailers cannot make a large 
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supply of products with low shelf life. But it causes an increase in sales in the week 

before the price increase and decline in the week after; 

• the facts of customers service level reducing in the past (for example, due to 

problems in the production, failures in the distribution system of the product or during 

transportation); 

• other factors; 

• the uncertainty of the market, including activities of the competitors. 

Visual analysis of the dynamics of the sales of cheese desserts Danissimo (see Fig. 

1) shows that there is a fairly steady upward trend of sales, but there is a period of 

rapid growth (2013 – 2015) and emerging with 2016 the effect of market saturation 

and a slowdown in sales growth of the category “curd desserts”. 

 

 

 
 

Fig. 1. Sales dynamics of desserts cheese "Danissimo" in 2013 – 2017 (tons of products). 

At the first stage of the study a retrospective level of cheese desserts Danissimo sales 

was adjusted for the customers service level (CSL). Every company has a target (av-

erage) CSL which the company can provide with the current operational efficiency – 

delays in transportation, finished products blockage, etc [20]. For Danone Russia, this 

value is 95%, so, if in any of the time periods the values of the CSL was below target, 

that indicates problems in supply chain (failure on the production line, rejection of 

products, service quality, lack of ingredients or packaging or transport problems, etc.). 

These issues are not included in the forecast model, as they cannot be foreseen in 

advance [19], so the absolute value of the shipments was adjusted upward by the 

amount of sales drop during periods of CSL decrease (see Fig. 2). 
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Fig. 2. Correction of the sales level of cheese "Danissimo" in periods of low CSL. 

One of the main factors influencing the amount of sales is the weighted percentage of 

distribution [13, 14]. Its changes can lead to volatility of the aggregate amount of 

products sales level. Predictive model in the research was built iteratively. At the first 

stage weighted distribution (WD) was estimated for curd dessert Danissimo. It re-

flects the volume-weighted sales percentage of retailers where the analyzed product is 

sold: 

m

j

j

n

i

i

Sales

Sales

WD

1

1 ,  

where n is the number of retailers where the analyzed product is on shelve; 

m is the total number of retailers, which sell products of the analyzed category 

(dairy food). 

Then, for each time period in the past, retrospective data was obtained for the actu-

al values of weighted distribution (WD). The absolute level of sales was recalculated 

from absolute volume to sales on 1% of WD. So, the retrospective sales data was 

eliminated by the impact of fluctuations in weighed distribution. 

On the next stage, we built a baseline that reflects the level of sales of the product 

on 1% WD, which would be in the market when excluding the influence of other 

factors. Analysis of the data shows that sales on 1% of the weighted distribution has 

not changed during the studied period from 2012 to 2016. Visual analysis of the dy-

namics shows that during the first two years of the analyzed period sales growth of 

curd dessert was mainly due to the growth of weighted distribution. 
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3 Time series models for dairy products 

On the next step of the research the retrospective sales data was decomposed into 

factors: the effect of marketing, television and commercial support. The initial time 

series of sales of cheese desserts were cleaned from the influence of the factors con-

sidered, and the trend-seasonal and adaptive models were built, such as: trend-

seasonal model with multiplicative seasonality, harmonic analysis, additive Theil-

Wage model, the model with dummy variables. Autocorrelation and autoregressive 

dependence study in residuals was done for each model. Despite significant im-

provements in mean relative errors, the calculated forecasted values have still low 

accuracy, which is very important for stock management of products with low shelf 

life. For production company, models of safety stock for materials is extremely sensi-

tive to the sales of finished product. If there is a deviation for a long time of actual 

sales from expected, it can lead to exhaustion of reserves and deficit. Thus, it is im-

portant that the forecasting model is able to respond quickly to the trends changes. 

For further sales forecast accuracy improvement a combined model was created [7, 

17]. In this model sales forecasting estimations obtained by different models are in-

cluded with a certain weight for each time period depending on the accuracy of their 

forecast at step t-1. Table 1 gives a summary for comparison of models in terms of 

accuracy. 

Table 1. Characteristics of the adequacy of the sales forecast models of cheese dessert. 

Model Characteristics Forecast of sales of dairy products,  

Forecast model 

for trend and 

seasonality 

Mean 

relative 

error 

Mean 

absolute 

error 

Average 

relative 

displacement 

2017 

Quarter 

No 

Absolute 

increase, 

tons 

Growth 

rate, % 

Trend seasonal 

model with mul-

tiplicative sea-

sonality 

8,64 141,19 -3,64 1 940  10 

2 471  5 

3 127  1 

4 227  2 

Harmonic analy-

sis with AP(1) in 

residuals 

8,77 157,78 2,07 1 1041  11 

2 473  5 

3 139  1 

4 226  2 

Additive Theil-

Wage model 

7,57 136,94 2,70 1 1075  12 

2 478  5 

3 126  1 

4 267  3 

Model with 

dummy variables 

with AP(1) in 

residuals 

6,59 131,94 -3,59 1 478  5 

2 505  5 

3 216  2 

4 100  1 

Combined model 

with AP(1) in 

residuals 

5,32 126,7 1,83 1 1016  11 

2 461  5 

3 132  1 
4 243  2 
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The final sales forecast for curd dessert "Danissimo" was combined by the combined 

model with AR(1) in the residuals (shown in Fig. 3). 

As shown in Table 1, all models predict sales growth of curd dessert in 2017, the 

most optimistic forecast obtained by the additive Theil-Wage model (+5,1%), the most 

pessimistic model with dummy variables (+3,5%). The highest growth rate of all 

models is expected for the first quarter (10-12%), with attenuation in the second quar-

ter (5-6%). The rate of growth in the third and fourth quarters is expected to be 1-3%. 

A significant increase in the first and second quarters are expected mostly due to the 

influence of marketing and TV supports (according to the forecast, these two supports 

stimulate increase of sales by 6.8%). In III and IV quarters the commercial support 

leads to 1% increase with almost constant weighted percentage of distribution. Thus, 

if during the year, the product will not be supported, growth rate, depending on the 

model will be 98-103%. 

The final sales forecast for curd dessert "Danissimo" was combined by the com-

bined model with AR(1) in the residuals (shown in Fig. 3). 

 

 

Fig. 3. Actual and forecasted sales volumes of cheese desserts obtained by a combined model 

for 2017. 

After creating the combined model with AR(1) in the residues the correlation at all 

lags is not statistically significant, the proposal that the residuals follow normal distri-

bution has not been rejected. Thus, the analysis of the characteristics of the combined 

model suggests that all of the statistically significant dependencies have been taken 

into account and the model can be used to estimate the sales forecast volumes of dairy 

finished products. It will improve the stock management and help to create  the proper 

R&P stock policy.  
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4 Conclusion 

Forecast that takes into account the influence of all factors on the dynamics of the 

market allows production companies to obtain a strong competitive advantage. In the 

long term horizon accurate products sales forecast allows to leverage investments in 

production capacity and to etimate an effective system of distribution of finished 

products. In Mid- and Short-term horizon, an accurate prediction can satisfy the entire 

market demand with the minimum casts and best customers service level. The com-

bined model based on wide set of various initial models seems to be most promising 

in planning of dairy production. 
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Abstract. In this paper, we present a complete, powerful and ergonomic combi-
nation for an advanced online search solution in the Big Data environment that 
will be used by a learner in a context of remote learning or information search, 
and which will take as sample the students of the UAE (University of Abdelmalek 
Essaadi). With the aims to evaluate the reliability and the value of the returned 
information to identify opportunities to improve and organize the results of online 
search in order to successfully complete the learning process and allow easy con-
sumption of information by the learner. The main challenges of such a solution 
are the storage and processing of massive and heterogeneous data generated by 
the Big Data phenomenon. Then, it is necessary to organize these data in order to 
make them easily exploitable and accessible by the user through the online search 
interface. It is in this context that we propose to implement a solution based on 
the combination of two platforms: The Spark system for storage and processing 
massive data and the Solr Framework for exploring and data searching. 

Keywords: big data, online search, spark, solr. 

1 Introduction 

Nowadays, the potential growth of the amounts of data on the Internet has made it dif-
ficult to obtain relevant information by the user and especially for the learner in a con-
text of remote learning or information search. Existing data search algorithms are no 
longer able to function efficiently because of the huge size of the data to be processed 
[6]. Although current search engines have been able to develop highly qualified skills 
and capabilities, the results of data generated are often based on automated algorithms 
whose suggested queries are often out of context and based on popular search rather 
than the specific needs for researchers [11]. Thus, the Web pages generated currently 
by search engines are based on terms requiring sophisticated algorithms and capable of 
managing a large number of queries in order to generate more relevant results [7].  

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 181



2 

This paper follows on from our previous work on the study of a complete solution 
for the processing of massive and heterogeneous data returned by online search engines 
[7]. It is proposed to develop a methodology based on a tool called “Big-Learn” to 
integrate multiple type of massive data in one data layer to facilitate access and more 
optimal relevance search with adequate and consistent results according to the expec-
tations of the learner that uses the online search [13]. Thus, we present the formula of 
the chosen solution, which consists in using the Spark technology to store and process 
massive data generated from the Big Data layer. Then, these data are indexed using the 
Lucene engine. At the end, these indexed data can be easily accessed though a flexible 
search interface using the Solr Framework [12].  

The following paragraph presents the state of the art of using the Spark and Solr 
systems in the online research process employed by the UAE student (Abdelmalek Es-
saadi University) in the Big Data environment. Thus, we describe the technique used 
by Apache Spark to process massive and unstructured data. Next, we expose the mech-
anism offered by Solr Framework for exploring and data searching; Section 3 presents 
the technical and application architecture of the solution adopted and its integration 
with our Big-Learn system [13]. This solution is based on Spark technology and the use 
of the Solr Framework for the exploration and information search in the Big Data en-
vironment. The last paragraph presents a general conclusion outlining a series of per-
spectives. 

2 State of the art 

2.1 The Use of Apache Spark to processes massive and unstructured data 

Apache Spark is actually the most popular and widely used system for mass data pro-
cessing [2]. With its Resilient Distributed Dataset (RDD) system, Spark can capture a 
wide range of processing loads, that previously required separate engines, including 
SQL, streaming, Machine Learning and graphics processing. The RDDs serve as high-
level programming interfaces and also allow transparent management of fault tolerance 
[2]. 

Spark's story begins in 2009, when the AMP Lab group at California's Berkeley Uni-
versity began the Spark project to create a unified engine for distributed data pro-
cessing. Subsequently, this project became open source under the guidance of Apache 
in 2010 [3]. Spark has been developed for speed of processing and ease of use, it is 
designed to allow sophisticated analyzes with faster speed, it exceeds Hadoop in the 
fast processing of massive data, and also in the analysis in real time. It is based on a 
programming model similar to Hadoop MapReduce but extends to a data sharing ab-
straction called RDD [4]. The RDDs or resilient distributed data sets are used in Spark 
to perform various complex operations. These can be stored in memory without using 
replication. RDDs can support a large number of algorithms and data query operations 
[5]. Apache Spark has emerged as the next-generation data processing engine, exceed-
ing Hadoop MapReduce which has helped trigger the great data revolution. Spark main-
tains MapReduce's linear scalability and fault tolerance, but extends it in a few im-
portant ways: it's much faster (100 times faster for some applications), much easier to 
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program because of its rich APIs: Python, Java, Scala, SQL and R, and its basic data 
analysis, distributed data frame. In addition, this extends well beyond batch applications 
to support a variety of intensive computational tasks, including interactive queries, 
flows, machine learning, and graphics processing [1]. These components are designed 
to work near the kernel and can be used as libraries for application development [8]. 
Figure 1 shows the Apache Spark ecosystem. 

 
Fig. 1. The Apache Spark Ecosystem. 

As shown in this figure, the Apache Spark system allows the development of applica-
tions in Java, Scala or Python because it uses a unified API. In addition, it can be used 
interactively to query data from a Shell. Finally, in addition to the main API, Table 1 
shows the Apache Spark components and their description. 

Table 1. The components of the Spark ecosystem. 

Component Description 

Core 
This is the general execution engine of the Spark platform and all the 
other features are integrated. 

SQL 
It is a module for the processing of structured data. It can be considered 
as a distributed SQL query engine. 

Streaming Enables real-time processing of stream data. 

MLlib 
It is a scalable learning machine library that contains all the classical 
learning algorithms and utilities 

GraphX 
It is a graphical calculation engine that allows manipulation and parallel 
processing of graphics. 

 
Apache Spark can be seen as a more efficient execution engine than MapReduce, but it 
still uses Hadoop HDFS as a storage system for large datasets. In addition, using 
memory storage and real-time processing, performance can be faster than other Big 
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Data technologies. Spark retains intermediate results in memory rather than disk, al-
lowing for faster execution time. Spark tries to store as much memory as possible before 
moving to disk. Indeed, it allows to work with part of the data in memory, another one 
on the disk [3]. In addition, Spark uses a batch program to process flows. This technique 
divides the incoming data and processes small parts one at a time. Unlike MapReduce, 
Spark supports data reuse and iterations. Spark stores data in memory via iterations 
with explicit caching. Moreover, Spark performs its operations as acyclic graph planes, 
which implies that it must plan and execute the same set of instructions in each iteration 
[9]. The following figure 2 shows the technique used by Apache Spark and its imple-
mentation for processing massive data. 

 

 
Fig. 2. Processing massive data by Apache Spark. 

As described in the figure, Spark performs the operations in memory by copying the 
data from the distributed storage to the RAM, which is much faster at run time. As a 
result, the read / write operation time is reduced. 

To carry out the data indexing step, we used the Lucene engine which is a tool inte-
grated into the Solr Framework. Finally, these indexed data can be easily accessed 
thought a flexible search interface offered by the Solr Framework, a search platform 
that supports information retrieval relying on different features. For example, it tags 
and stores data into a structured collection in a format suitable that can be easily queried 
to perform the information retrieval step [14]. 

2.2 The Use of Solr Framework for Data Search and Exploration in the Big 
Data Environment 

 
Apache Solr is an open source search platform for searches of data stored in HDFS. 
Solr includes full-text search, hit highlighting, faceted search, real-time indexing, dy-
namic clustering, database integration, NoSQL features and rich document handling 
[16]. Based on the Apache Lucene project, Solr uses Lucene as an indexing engine and 
full-text search. It enables distributed indexing, replication and load balanced data 
search, automatic failover and recovery, centralized configuration, and more [7]. The 
Solr system is coded in Java and can be executed as a standalone full-text search server 
within a servlet container [17]. Solr uses Lucene library at its core for full-text indexing 
and search, and has REST-like HTTP/XML and JSON APIs that make it easy to use 
with many programming languages. The powerful external configuration od Solr 
Framework allows it to be tailored to any type of application without Java coding, and 
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it has an extensive plugin architecture when more advanced customization is required 
[18]. 

Apache Solr provides a query API (REST API) to create user queries with the Solr 
language. It also includes a deployment methodology to set up a cluster of Solr servers 
that combines fault tolerance and high availability. This is referred to as SolrCloud, 
which offers the ability to run multiple nodes in a cluster and thus provides a highly 
scalable and highly available cloud environment [10]. Figure 3 shows the technical ar-
chitecture used by Apache Solr to querying massive data stored in HDFS from the user 
data request through a web application. 

 

 
Fig. 3. The technical architecture used by Apache Solr System. 

As described in this figure, data coming from Big Data are manifested on different types 
of files (Web/HTML, Logs, XML Documents, etc.), and are intercepted by Hadoop 
layer that implements both a distributed file system (HDFS) and an execution layer that 
supports the MapReduce programming model. Thus, data is loaded and transformed 
during the map phase, and then combined and saved during the reduce phase to write 
out Lucene indexes. The Lucene layer reads stored data from HDFS, and stores them 
using a Lucene Scheme, which in turn saves records as Lucene documents in an index. 
Once all of the files are indexed at Lucene layer, we can now perform queries against 
them. At Solr layer, we need to create a schema that matches the index that we are 
generating from Lucene layer. 

The data in Solr are called document. Data indexed by Solr provides a fast response 
based on query type through Request method on HTTP. In addition, that query results 
can be instantly listed on the screen, one can also print out in XML, JSON, CSV, etc. 
formats. Solr uses Lucene library for indexing, analyzing, and searching processes, 
which involves filtering on existing structures, faceting, caching, and distributed archi-
tecture support. While Solr can be used as an API server similar to REST, it can also 
operate on protocols that are supported by HTTP/XML or JSON coding languages. 
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Additionally, it supports libraries that work independently in Java and enables specifi-
cations [16]. 

Apache Solr provides a web-based interface to Lucene for both input and output of 
data. Apache SOLR and Tomcat are Java-based, enabling execution in the vast majority 
of hardware and software environments. The front-end may be written in any language 
with support for HTTP- and JSON-based communication [15].  

The indexer, Apache Lucene, is also a Java-based application. The indexer opens a 
port (8983 to be specific) as a query interface. The indexer can then be queried using a 
standard web browser, specifying query parameters using the GET protocol. Results 
are returned as XML or JSON type documents [15]. We can access the Solr administra-
tion console directly by entering this URL at the browser if your Solr server is installed 
on your local host: http://localhost:8983/solr/admin. 

Since Solr accepts HTTP requests, we can use your web browser to communicate 
with Solr. And from there, we can run queries against as shown in Figure 4. 

Fig. 4. Executing queries from the Solr admin console. 

As shown in this figure, the response returned from Solr console is in JSON format by 
default, but it allows also the XML format as a result. 

3 Towards an efficient and ergonomic combination for online 
search in the Big Data environment 

3.1 The use of the Spark technique with the Solr Framework 
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As more organizations seek to leverage Spark for big data processing and the real-time 
analytics, the need for seamless integration between Spark and Solr emerges. The com-
bination of Spark and Solr allows to easily explore a lot of data, and then provide the 
results quickly via a flexible search interface. Solr supports multiple style queries, we 
can say that it replaces the NoSQL system for traditional databases, especially when 
the data size exceeds what is reasonable with a typical RDBMS [7]. Figure 5 presents 
the integration of the Spark and the Solr systems for processing and searching data in 
the Big Data environment. 

 

 
Fig. 5. Using Spark and Solr framework for processing and searching data in the Big Data envi-
ronment. 

As presented in the figure, the data coming from Big Data layer are intercepted by the 
Apache Spark system and stored at its distributed file system (HDFS). Then, using the 
MapReduce technique, these data are processed, reduced and indexed to make them 
easily usable for search.  

When a user runs a search query in Solr, this query is processed by the Request 
Handler (RH), that is a Solr plug-in which defines the logic that should be used when 
processing a Solr request. So, to process a search query at the Solr, the application 
manager calls a Query Analyzer (QA), which interprets the terms and parameters of the 
Solr query. Different query parsers support a different syntax. The default query parser 
in Solr is known as Query Parser (QP), or more properly the Lucene Query Parser 
(LQP).  The Response Writer component (RW) in Solr is used to return the response 
and handle the final presentation of the results of the query. Solr includes a variety of 
Response Writer components including the responses in XML and JSON formats. 

3.2 The integration of Spark and Solr in the Big-Learn system 

 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 187



8 

The Big-Learn system was born from the proposal to find a solution to the problem of 
massiveness and variety of data and especially in an online research or distance training 
for a learning or documentation purpose. The learner who uses the classical online 
search platform returns with a mixture of data that do not necessarily respond its ex-
pectations and sometimes even prove useless in relation to the needs expressed. It was 
in this context that it was proposed to develop the Big-learn tool, for processing of the 
structured and unstructured data set into one, and thus facilitate access and retrieval of 
information with adequate and consistent results according to the expectations of the 
learner [13]. Figure 6 shows the Big-Learn processing model of the using online search 
by the UAE's student in the Big Data environment. 

 

 
 

Fig. 6. The application architecture of the Big-Learn System. 

As exposed in this figure, the UAE’s student accesses the Big-Learn interface in order 
to launch his search request about his information or documentation needs. Thus, the 
system searches for data from the Internet. These data come from different sources 
(social networks, websites, business data, etc.) and come in many forms (structured, 
semi-structured or unstructured). Then, the system performs indexing of the data to 
present the results on the user interface. These data results are displayed as pages with 
links that redirect to the result found. 

According to the integration study of the previous technologies, we can deduce the 
integral architecture of the Big-Learn solution to be adopted in order to meet our needs 
of improvement of the online search in the Big Data environment. Thus, the best solu-
tion is to combine Apache Spark technology for the storage and processing of massive 
and heterogeneous data, with the Solr framework for search and data exploration, based 
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itself on the Lucene indexing engine. Figure 7 sets the overall architecture of this solu-
tion integrating the various layers of each technique and its role in the integral Big-
Learn system. 

 

 
 

Fig. 7. The technical architecture of the Big-Learn system integrating Spark and Solr Frame-
works. 

As shown in this figure, data from the Big Data layer is intercepted by the Spark system, 
which will store this data on the Hadoop distributed file system (HDFS) and then pro-
cess it using the MapReduce technique. Thus, the data is loaded and processed during 
the Map() phase, and then combined and stored for the Reduce() phase to create the 
index with Lucene. The Lucene indexing engine reads the stored HDFS data and stores 
it using Lucene's schema, which in turn records the records as documents in Lucene 
index. Once all files are indexed on the Lucene layer, it is now possible to query on 
their database via the Solr search interface which will be responsible for presenting 
these results data to the user interface. 

4 Conclusion and future work 

Few Big Data technologies provide tools for processing massive data in different for-
mats (structured and unstructured). Moreover, search engines available on the Internet 
do not provide an efficient and comprehensive solution for searching for relevant in-
formation in a massive and heterogeneous environment. This article describes the Big-
Learn system, a powerful and ergonomic model for an online search solution in the Big 
Data environment. The formula chosen in this system is based on the combination of 
two powerful platforms: Spark for massive and heterogeneous data processing, and Solr 
for indexing, searching and retrieving data. The Big-Learn system will facilitate access 
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to information and enable a more optimal search results providing adequate and con-
sistent information that meets the user expectations and enables an easy consumption 
of information especially for the UAE’s students. 

As perspective of this work, we will study the possibility of integrating our solution 
to improve teaching and scientific research for learners in the e-learning massive envi-
ronment. To do this, we will conduct a survey that will consist of using the Big-Learn 
system for learning or documentation needs, and which will take as a sample the stu-
dents of the University of Abdelmalek Essaadi. This survey will help us to frame and 
refine the functional and technical requirements of the Big-Learn solution to finally 
design a powerful and ergonomic model for massive data processing and exploration. 
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Abstract. An earthquake can trigger the next earthquake that can be
more than 1000km away[1]. In fact, after the big earthquake MW 9.0 in
Japan six years ago, the seismic wave traveled the whole surface of the
earth at least 7 times. This seismic wave actually triggered many subse-
quent earthquakes in Japan, China, Canada, Mexico and U.S.A.[2]. This
fact suggests there exists long-time and long-range correlation between
earthquakes even if their distances are very large.
Recently, we have proposed the network representation[3]-[5] of seismic-
ity[6]. The seismic data are mapped to growing random networks[6].
Vertices and edges of such networks correspond to coarse-grained events
and event-event correlations, respectively. Yet unknown microscopic dy-
namics governing event-event correlations and fault-fault interactions is
replaced by these edges. Global physical properties of seismicity can then
be explored by examining its geometric (e.g., topological etc.), statistical
and dynamical properties.
We have shown that it is of the scale-free, and small-world type[6]-[8],
hierarchically organized[9], and possesses the assortative mixing prop-
erty[9]. Combined with other physical properties[10]-[23], these results
imply that yet unknown mechanism governing seismicity may be so-
called glassy dynamics[24][25], on a growing complex network[3][4][5].
These observations have obvious importance for constructing and im-
proving physical models of seismicity such as the ones exhibiting self-
organized criticality.
In this talk, we discuss the dynamical evolution of the structure of earth-
quake network[26][27]. In particular, we focus our attention on the evo-
lution of the community structure[5], that is, how the whole network is
partitioned into sub-networks, in which member vertices are densely in-
terconnected with each other. Since main shocks play the role of hubs,
they give an impact on the global structure of the network. In turn, it
is expected that the community structure may characterize main shocks
in a peculiar manner. We monitor the maximum value of the modularity
measure, Qmax, of the earthquake networks constructed from the seis-
mic data taken from California and Japan. We report the discovery of a
universal behavior in the evolution of Qmax around main shocks. Qmax

stays at a large value before a main shock, suddenly drops to a small
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value at the main shock, and then slowly increases to a large value again
relatively slowly[27]. This result implies that a main shock absorbs and
merges communities to create a larger community. Thus, main shocks
are characterized within the network approach in a peculiar manner. We
also make a comment on this result in connection with the clustering
structure[26] of the earthquake networks.

Keywords: Time series, Earthquake, Complex network, Community
structure, Self-organized criticality

References

1. Steeples, D.W., Steeples D.D.: Far-field aftershocks of the 1906 earthquake. Bull.
Seismol. Soc. Am. 86 (1996) 921-924

2. Peng, Z., et al., Tectonic tremor beneath Cuba triggered by the MW 8.8 Maule and
MW 9.0 Tohoku-Oki earthquakes. Bull. Seismol. Soc. Am. 103 (2013) 595-600

3. Watts, D. J., Strogatz, S. H.: Collective dynamics of ’small-world’ networks. Nature
393 (1998) 440-442

4. Barabasi, A-L., Albert, R.: Emergence of scaling in random networks. Science 286
(1999) 509-512

5. Newman, M.E.J.,: Networks: An Introduction (Oxford) (2010)
6. Abe, S., Suzuki, N.: Scale-free network of earthquake. Europhys. Lett. 65 (2004)

581-586
7. Abe, S., Suzuki, N.: Small-world structure of earthquake network. Physica A 337

(2004) 357-362
8. Abe, S., Suzuki, N.: Complex-network description of seismicity. Nonlin. Processes

Geophys. 13 (2006) 145-150
9. Abe, S., Suzuki, N.: Complex earthquake networks: Hierarchical organization and

assortative mixing. Phys. Rev. E 74 (2006) 026113 p1-p5
10. Abe, S., Suzuki, N.: Law for the distance between successive earthquakes. J. Geo-

phys. Res. 108 B2 (2003) 2113-2117.
11. Abe, S., Suzuki, N.: Scale-free statistics of time interval between successive earth-

quakes. Physica A 350 (2005) 588-596
12. Abe, S., Suzuki, N.: Scale-invariant statistics of period in directed earthquake net-

work. Eur. Phys. J. B 44 (2005) 115-117
13. Abe, S., Suzuki, N.: Universal and nonuniversal distant regional correlations in

seismicity: Random matrix approach. ePrint (2009), arXiv:0909.3830
14. Abe, S., Suzuki, N.: Determination of the scale of coarse graining in earthquake

networks. EPL 87 (2009) 48008 p1-p5
15. Abe, S., Suzuki, N.: Violation of the scaling relation and non-markovian nature of

earthquake aftershocks. Physica A 388 (2009) 1917-1920
16. Abe, S., Suzuki, N.: Scaling relation for earthquake networks. Physica A 388 (2009)

2511-2514
17. Abe, S., Suzuki, N.: Earthquake networks, complex. In: Encyclopedia of Complex-

ity and Systems Science, Springer, New York (2009) 2530-2538 (arXiv:0708.2203)
18. Abe, S., Pasten, D., Suzuki, N.: Finite data-size scaling of clustering in earthquake

networks. Phyisca A 390 (2010) 1343-1349
19. Abe, S., Suzuki, N.: Universal law for waiting internal time in seismicity and its

implication to earthquake network. EPL 97 (2012) 49002 p1-p5

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 193



Dynamical evolution of the community structure · · · in seismic time series 3

20. Suzuki, N.: Complex network of earthquakes: Universal law for waiting internal
time in seismicity. In: Proceedings of 8th International Conference on Signal Image
Technology and Internet Based Systems (IEEE Computer Society) (2012) 707-709

21. Abe, S., Suzuki, N.: Universal clustering structure and C≈0.85 scaling in complex
earthquake networks. Phyisca A 421 (2014) 343-346

22. Abe, S., Suzuki, N.: Anomalous diffusion of volcanic earthquakes. EPL 110 (2015)
59001-p1-p5

23. Abe, S., Suzuki, N.: Subdiffusion of volcanic earthquakes. Acta Geophys. (2017)
doi:10.1007/s11600-017-0029-6

24. Abe, S., Suzuki, N.: Aging and scaling of earthquake aftershocks. Physica A 332
(2004) 533-538

25. Abe, S., Suzuki, N.: Aftershocks in modern perspectives: Complex earthquake net-
work, aging, and non-Markovianity. Acta Geophys. 60 (2012) 547-561

26. Abe, S., Suzuki, N.: Dynamical evolution of clustering in complex network of earth-
quake. Eur. Phys. J. B 59 (2007) 93-97

27. Abe, S., Suzuki, N.: Dynamical evolution of the community structure of complex
earthquake network. EPL 99 (2012) 39001-p1-p4

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 194



Quantitative characterization of intracellular calcium 

signals 

Iker Malaina
1
, Carlos Bringas

2
, Alberto Pérez-Samartín

3
, Luis Martinez

1
, Ildefonso 

Martínez de la Fuente
1,4

. 

1 Department of Mathematics, University of the Basque Country UPV/EHU, Bilbao, Spain 

{iker.malaina, luis.martinez, mtpmadei}@ehu.eus 
2Department of Cell Biology and Histology, University of the Basque Country UPV/EHU, 

Bilbao, Spain 

carlos.bringas@ehu.eus 
3Department of Neurosciences, University of the Basque Country UPV/EHU, Bilbao, Spain 

a.perez@ehu.eus 
4Department of Nutrition, CEBAS-CSIC Institute, Espinardo University Campus, Murcia, 

Spain 

Abstract: Unicellular organisms are open metabolic systems that need to 

process information about their external environment in order to survive. In 

most types of tissues and organisms, cells use calcium signaling to carry infor-

mation from the extracellular side of the plasma membrane to the different me-

tabolic targets of their internal medium. This information might be encoded in 

the amplitude, frequency, duration, waveform or timing of the calcium oscilla-

tions. Thus, specific information coming from extracellular stimuli can be en-

coded in the calcium signal and decoded again later in different locations within 

the cell. Despite its cellular importance, little is known about the quantitative 

informative properties of the calcium concentration dynamics inside the cell. In 

order to understand some of these informational properties, we have studied ex-

perimentally evoked Ca2+ series of Xenopus laevis oocytes under different ex-

ternal pH stimulus. The data has been analyzed by means of statistical mechan-

ics approaches such as mean square displacement, sample entropy and box 

counting. Our main result shows that inside all the studied intracellular Ca2+ 

flows a highly organized informational structure emerge, which exhibit super-

diffusion lasting in average almost 2 seconds, scale invariance and carry huge 

amounts of information. The understanding of the informational properties of 

calcium signals is one of the key elements to elucidate the physiological func-

tional coupling of the cell and the integrative dynamics of cellular life. 

Keywords: mean square displacement, box counting, sample entropy, calcium 

signaling. 
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1 Introduction 

Calcium ions play a fundamental role in cell physiology, particularly in signal trans-

duction processes. In fact, calcium signaling represents one of the few universal intra-

cellular messengers that are able to carry information from the extracellular side of 

the plasma membrane to different metabolic targets in the internal medium [1, 2]. 

 

From a biochemical point of view, one of the essential characteristics of Ca
2+

 ion 

fluxes is their capacity to exert regulatory effects on many enzymes [3, 4], which 

allows the modulation of the metabolic activity of the cell. As a consequence, calcium 

signaling participates in a multiplicity of key functions, such as the regulation of cell 

differentiation [5], cellular migration [6], cell division [7], ROS signaling [8, 9], syn-

aptogenesis [10], apoptosis [11], autophagy [12], exocytosis [13], neuronal plasticity 

[14], cytoskeleton activity [15], cellular growth [16], dendritic development [17], 

neurotransmitter release [18], and gene expression [19]. 

 

At a molecular level, the mechanisms involved in the generation of calcium signal-

ing essentially result from a complex interplay among extracellular calcium, permea-

ble channels and the activation/inactivation of intracellular Ca
2+

 pools, mainly located 

at the endoplasmic or sarcoplasmic reticulum and mitochondria. These processes are 

highly regulated by complexly interrelated metabolic reactions [20]. 

 

In general, external stimuli are often converted into intracellular Ca
2+

 ion fluxes 

which encode the input information by means of signal transduction processes, i.e., an 

extracellular stimulus activates a specific receptor located on either the cell surface or 

the inside, triggering a biochemical chain of molecular processes, which originates 

different metabolic responses, a large part of them in the form of intracellular calcium 

oscillations [21]. 

 

In many cells, these molecular processes involve G protein-coupled receptors and 

the phospholipase C enzymes, located in the cell membrane. Specific phospholipase C 

can hydrolyse phosphatidylinositol 4,5-bisphosphate (PIP2) into two products: inosi-

tol 1,4,5-trisphosphate (IP3) and diacylglycerol (DAG), two classical second messen-

gers. 

 

The level of external stimulation on the cell determines the degree of activation of 

the receptor and therefore can be directly linked to the intracellular IP3 concentration. 

IP3 mainly diffuses to the endoplasmic reticulum, and binds to its specific receptor, 

which is located in an intracellular calcium channel; thus releases Ca
2+

 ions from the 

endoplasmic reticulum, triggering oscillations in the cytoplasmic calcium concentra-

tion [22]. As a result of these complex metabolic processes the temporal behavior of 

the intracellular Ca
2+

 levels are highly regulated [23]. 
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In spite of its physiological importance, many aspects of the molecular mechan-

isms involved in the generation of the intracellular calcium concentration dynamics 

are still poorly understood. 

 

Intracellular Ca
2+

 fluxes can either be localized or invade the whole cell; and de-

pending on the cell type and the stimulus, Ca
2+

 signals are characterized by a rich 

variety of oscillating patterns, in which the frequency and amplitude can vary practi-

cally infinitely [20, 24]. 

 

Calcium concentration rhythms represent a genuine manifestation of the dissipative 

self-organization in the enzymatic activities of the cell. Experimental observations 

and numerical studies have shown that metabolic processes shape functional struc-

tures in which these kinds of molecular rhythms may spontaneously emerge far from 

thermodynamic equilibrium [25, 26]. 

 

It is well established that non-equilibrium states can be a source of order in the 

sense that metabolic irreversible processes may lead to a new type of dynamic state in 

which the system becomes ordered in space and time. In fact, the non-linearity asso-

ciated with irreversible enzymatic reactions seems to be an essential mechanism that 

may allow dissipative metabolic organization far from thermodynamic equilibrium 

[27, 28]. 

 

Self-organization is based on the concept of dissipative structures, and its theoreti-

cal roots can be traced back to the Nobel Prize Laureate in Chemistry Ilya Prigogine 

[29]. Two main kinds of metabolic dissipative structures exist in cellular conditions: 

temporal oscillations and spatial biochemical waves [25]. Both kinds of dissipative 

structures can be observed in Ca
2+

 dynamics. Thus, when spatial inhomogeneities 

develop instabilities in the intracellular medium, in addition to temporal calcium os-

cillation [30], it may lead to the emergence of spatio-temporal dissipative structures 

which can take the form of propagating calcium concentration waves [31, 32]. Phase-

coupled NAD(P)H waves and calcium oscillations have also been observed [33]. 

 

Since the first observations of the calcium rhythmic phenomena, experimental in-

vestigation of its molecular mechanism has been accompanied by numerous computa-

tional modeling approaches. The use of these numerical studies on Ca
2+

 oscillations 

can lead to different important conclusions mainly about the nonlinear feedback 

processes involved in the spontaneous generation of oscillations [34, 35]. For a re-

view on calcium numerical studies, see Dupont et al. [20]. Despite numerous studies 

on calcium signaling, how information is processed is still insufficiently known. 

 

Different experimental and numerical analysis have shown that the information 

might be encoded in the amplitude, frequency, duration, waveform or timing of cal-

cium oscillations [36, 37]. Thus, specific information coming from extracellular sti-

muli can be encoded in the calcium signal and decoded again later in different meta-

bolic targets in the cellular internal medium. 
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These researches on the calcium information have motivated a number of experi-

mental and theoretical studies. For instance, it has been estimated by means of ma-

thematical simulations the information encoded in a Ca
2+

 series upon hormonal stimu-

lation in hepatocytes [38]. Mutual information has also been used to calculate the 

amount of information transferred over a calcium signaling channel, using a computa-

tional model [39]. Long-term correlations have been observed in calcium-activated 

potassium channels [40, 41]; other biochemical processes also present long-term cor-

relation, for example, the intracellular transport pathway of Chlamydomonas rein-

hardtii [42], the NADPH series of mouse liver cells [43] and the mitochondrial mem-

brane potential of cardiomyocytes [44]. 

 

Likewise, the information transfer from the calcium signal to a target enzyme un-

der different physiological conditions has been analyzed using transfer entropy [45] in 

a computational model, a technique widely used to quantify directed biological inte-

ractions [46, 47]. 

 

One of the manners to quantify intracellular calcium is by measuring the activity of 

calcium-activated chloride channels (CaCCs), a key family of chloride channels that 

regulate the flow of chloride and other monovalent anions across cellular membranes 

in response to intracellular calcium levels [48]. In fact, this correlation between Ca
2+

 

fluctuations and CaCCs has already been observed in several organisms, from Rana 

pipens [49] to Xenopus laevys [50]. 

 

Here, we have studied experimental intracellular calcium properties by analyzing 

calcium-activated chloride currents of Xenopus laevis oocytes under different external 

pH stimuli. The data has been analyzed by means of statistical mechanics approaches 

such as mean square displacement, sample entropy and box counting. Our main result 

shows that in the intracellular Ca
2+

 flows a highly organized complex informational 

structure emerges which is characterized by exhibiting super-diffusion lasting in aver-

age almost 2 seconds, scale invariance and carrying huge amounts of information. 

2 Methodology 

2.1      Calcium oscillations in Xenopus laevis oocytes 

Adult Xenopus laevis frogs were obtained from Blades Biological (Cowden, Kent, 

UK). Oocytes at stage V were plucked from the ovaries and defolliculated by collage-

nase treatment (type 1, Sigma-Aldrich Quimica, S.A., Madrid, Spain) at 80–630 

units/ml in frog Ringer’s solution (115 mM NaCl, 2 mM KCl, 1.8 mM CaCl2, 5 mM 

HEPES at pH 7.0) for 20 min to remove the surrounding follicular and epithelial cell 

layers. Oocytes were maintained at 18ºC in sterile unsupplemented modified Barth's 

medium containing (mM): 88 NaCl, 0.2 KCl, 2.4 NaHCO3, 0.33 Ca(NO3)2, 0.41 

CaCl2, 0.82 MgSO4, 0.88 KH2PO4, 2.7 Na2HPO4, with gentamicin 70 μg ml−1 and 

adjusted to pH 7.4. Membrane currents were recorded with a standard two-electrode 
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voltage clamp (Warner Instruments, Oocyte Clamp OC- 725C) and digitized in a PC 

(Digidata 1200 and Axoscope 8.0 software, Axon Instruments). Oocytes were conti-

nually superfused with Ringer’s solution (115 NaCl, 2 KCl, 1.8 CaCl2, 5 Hepes) at 

room temperature (22ºC). The membrane was usually voltage clamped at -60 mV. 

Fetal Bovine Serum (FBS) (Sigma-Aldrich) diluted 1:1000 Ringer’s solution was 

used for oocytes perfusion to achieve the generation of currents oscillations. Two 

different pH conditions were considered for the 7 analyzed oocytes, Ringer’s solution 

at pH 5.0 and 7.0. Therefore, we obtained 14 time series, numbered from 1 to 14, 

where nº1 and nº2 belong to the first oocyte under pH 5.0 and 7.0 respectively; nº3 

and nº4 belong to the second oocyte under pH 5.0 and 7.0, and so on. The series were 

recorded with a sampling frequency of 0.02 for 40 seconds; therefore, our time series 

had 2,000 time points each. 

2.2      Mean square displacement 

The MSD calculates the average squared displacements between the values of a time 

series over increasing time intervals (or scales) [51].  

Given a time series r(t), the MSD can be obtained by: 
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where  denotes the time interval (or scale). A relevant property of random walks 

involves scaling in relation to the time of the MSD, with a power law relationship 
 DMSD ~)( , where characterizes the behavior of diffusive processes. In a 

typical process, such as a pure uncorrelated Brownian motion, the exponent  is equal 

to 1. The phenomenon is named super-diffusion if 2>>1, while if <1 it is referred to 

as sub-diffusion. Here, the diffusion was studied for non-trivial correlations (i.e., 

while the adjustment R
2
 of the regression line with slope  is greater than 0.99) by 

incrementing time interval max  until the R
2
 condition was lost.  

2.3      Sample entropy 

Sample entropy [52] is a variation of the approximate entropy, with two advantages: 

data length independence and “trouble free” implementation. In short, given a embed-

ding dimension m, a tolerance r and a number of data points N, Sample entropy 

(SampEn) can be defined as the negative logarithm of the probability that if the dis-

tance of two sets of simultaneous data points of length m is less than r, then two si-

multaneous data points of length m+1 also have a distance < r. When a time series has 

a small SampEn, it means that it contains repetitive patterns, while a higher SampEn 

corresponds to a less predictive process. To calculate this statistic, we have to fix a 

positive number r (commonly chosen as r = 0.2·SD, where SD is the standard devia-

tion of the series) and an integer number m (the length of compared runs of data, 

which in our case was estimated by the method proposed by L.Cao [53] and resulted 

in m = 2).  
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2.4      Box counting 

Box counting [54] is one of the techniques used to estimate the fractal dimension of a 

time series. Intuitively, this process is similar to zooming in (or out) in order to ob-

serve how details change with the scale. When the theoretical fractal dimension ex-

ceeds its topological dimension, the set is considered to have fractal geometry. In our 

case, a fractal dimension close to 2 indicates that the curve convolutes through space 

nearly like a surface, while a value near to 1 is associated to a less complex behavior, 

more similar to an ordinary line. This technique is extensively explained in [54]. 

3 Results 

In order to study some of the quantitative properties of calcium currents, we have 

obtained experimental Ca
2+

-dependent chloride measurements from seven different 

Xenopus laevis oocytes, each of them under two different external pH stimuli (5.0 and 

7.0, i.e., acid and neutral), gathering 14 time series, in which 2,000 data points were 

considered. In Figure 1, we illustrate two representative experimental calcium flows.  

 

 
Fig 1. Experimental calcium oscillations in Xenopus laevis oocyte. Prototypical calcium 

time series belonging to the first oocyte, under both acid (a), and neutral (b) pH conditions. The 

horizontal axis indicates the time points, while the vertical axis (Φ) corresponds to the electrical 

potential measured in nanoampers (nA). 

 

First, with the objective of studying the type of diffusion that characterizes our cal-

cium series, we have applied the mean square displacement technique. To estimate 
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the duration of the diffusion process, we established the criterion of having a R
2
>0.99 

in the regression adjustment. Thus, we subsequently increased the size of the time 

interval τ until the criterion was unfulfilled, and reported the values of the slope  and 

the maximum time interval max . The values of the MSD slope were comprehended 

between 1.13 and 1.67 (being 1.30±0.15 the mean±SD), indicating super-diffusion 

for all the cases. Besides, this behavior was observed for periods ranging between 

0.78 and 6.67 seconds, with a mean of 1.9±2.9 seconds (all the values of and 𝜏𝑚𝑎𝑥  

are depicted in Table 1). In figure 2, we illustrate four prototypical slopes of the mean 

square displacement obtained from calcium series. 

 

 
 

Fig 2. Mean Square Displacement of the calcium time series. Log-log plot of MSD 

against the time interval , for 4 prototypical calcium time series. =1 indicates normal diffu-

sion while =2 indicates ballistic diffusion. The grey region defines the area of super-diffusion, 

in which all experimental slopes are contained.  

 

Then, we analyzed the regularity of our time series by calculating the sample en-

tropy. A time series with predictive patterns would have a sample entropy close to 0, 

while the entropy of a less repetitive series would be closer to 1. This statistic was 

calculated for 𝑟 = 0.2 · 𝑆𝐷 and 𝑚 = 2 (for more details see the part 2.3 in Methods 

section). The average entropy of the series was 0.169±0.1, with values ranging from 

0.02 to 0.42 (all the SampEn values are given in Table 1).  
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Table 1. Mean square displacement slope (), maximum duration (𝜏𝑚𝑎𝑥 ) measured in 

seconds, sample entropy (SampEn) and fractal dimension (F-dim) of the calcium evoked time 

series, respectively. 

  

Series  𝜏𝑚𝑎𝑥  SampEn F-dim 

nº1 1.20 27 1.52 0.20 

nº2 1.18 8 1.33 0.18 

nº3 1.39 51 1.35 0.21 

nº4 1.33 29 1.30 0.13 

nº5 1.20 25 1.44 0.42 

nº6 1.24 45 1.45 0.18 

nº7 1.24 27 1.58 0.24 

nº8 1.28 28 1.53 0.18 

nº9 1.13 11 1.49 0.30 

nº10 1.15 14 1.40 0.13 

nº11 1.53 6 1.05 0.03 

nº12 1.67 7 1.14 0.02 

nº13 1.36 6 1.17 0.04 

nº14 1.29 13 1.22 0.10 

 

 

Next, the fractal dimension of the series was estimated by the box counting tech-

nique. If the fractal dimension is near 1, the time series behaves nearly like a regular 

line, while if it is near 2, it convolutes through space similarly to a surface. The results 

of our series were comprehended between 1.05 and 1.58, with an average of 

1.35±0.16 (all these values are depicted in Table 1).  

 

Finally, we have studied if the results (𝜏max SampEn and F-dim) of the series 

under acid pH were significantly different from those under neutral pH. In order to 

use the adequate test, first we checked the normality of our variables by the Shapiro-

Wilk test. Then, we applied the paired T-test (or Wilcoxon signed rank test when one 

of the variables was non-normal), obtaining the p-values 0.94, 0.82, 0.42 and 0.12, for 

𝜏max SampEn and F-dim, respectively. These p-values indicate that there were no 

significant differences between the statistics of both groups. 

4 Discussion 

Calcium is a key chemical element of the cell which participates in a wide variety of 

physiological processes and plays a crucial role as a universal messenger in cellular 

metabolism and signaling. 

 

Here, in order to understand some of the informational properties of the intracellu-

lar calcium signals we have studied experimental Ca
2+

 series of Xenopus laevis oo-
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cytes under different external pH stimulus (acid and neutral) by means of statistical 

mechanics approaches.  

 

Through the Mean Square Displacement technique, we have observed that all of 

our calcium series present super-diffusion, which is typical in very complex systems. 

In contrast with Gaussian series where the immediate future values are only deter-

mined by the present, super-diffusive series present a restrictive relationship between 

past and future values (given rise to long-term correlations and persistence/anti-

persistence) [55]. In addition, this property is a manifestation of the sophisticated and 

intricate regulation ruling the dynamics of intracellular calcium concentrations [56]. 

Moreover, this is the first time wherein anomalous diffusion (and more specifically, 

super-diffusion) is observed in intracellular calcium dynamics. 

 

The study of the fractal dimension of the time series by the box counting method 

has indicated that the calcium time series are scale invariant. In fact, previous studies 

have observed that this property gives the system important biological advantages, 

such as adaptability of response to a continuously varying environment [57], which 

can be a crucial feature for this type of cellular signals. 

 

By estimating the sample entropy of the calcium series, we have corroborated that 

our series carry quantifiable information. Within the framework of Information 

Theory, the entropy (and specifically, Shannon entropy) is used to measure the aver-

age information content in a system. Here, by approximating Shannon entropy 

through sample entropy, we have been able to confirm that calcium series are stochas-

tic processes that carry big amounts of molecular information. This property agrees 

with the widely accepted biochemical theory, in which calcium (acting as a second 

messenger) carries information within the cell in response to extracellular signals.  

 

Finally, we have compared the results of the series under pH 5.0 and 7.0. These 

analyses have indicated that there were no significant differences between the slopes 

or the durations of the diffusion processes, the sample entropies or the fractal dimen-

sions. Therefore, we conclude that the aforementioned properties are presented by 

calcium series regardless of whether the pH stimulus is acid or neutral. 

 

Summarizing, our results show that in the intracellular Ca
2+

 flows, a highly orga-

nized complex informational structure emerges which is characterized by exhibiting 

super-diffusion for almost 2 seconds, presenting scale invariance and carrying high 

amounts of molecular information. 

 

Understanding the quantitative properties of intracellular calcium signals is one of 

the key elements to elucidate the physiological functional coupling of the cell and the 

integrative dynamics of cellular life. 
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Abstract. On the 16th of April 2016, a Mw 7.8 earthquake impacted
coastal Ecuador, being the most devastating registered in northern South
America in this century so far. Three hours before, an unusual increase of
the environmental radiation level has been registered at 222 km distance
from the epicenter. Trough this study, we have been able to achieve an
undeniable relation between such type of anomalies of geodynamic origin
and the seismic activity in Ecuador, solving thus the uncertainties pre-
sented in related studies around this clear earthquake precursor. In this
sense, our results demonstrate a full correlation in earthquake detection,
reducing also the uncertainty window to less than a few hours.

Keywords: April 16 2016 Mw 7.8 Earthquake in Ecuador, earthquake
precursors, environmental radiation, geological radioactivity, Early Warn-
ing System

1 Introduction

The deadliest of all natural hazards by death toll are earthquakes [1–5]. There
are, at least one dozen of known earthquakes, which claimed more than hundred
thousand lives, reaching up to more than 700 thousands in two single events
in China [6–10]. Frequencies of seismic events have been studied by a variety
of authors [11–14]. However, the most accepted data base is of the National
Earthquake Information Center of the United States Geological Survey, where
there are annually in average more than 1300 seismic events registered being
stronger than magnitudes of 5, more than 130 stronger than magnitudes of 6 or
higher, and up to 20 earthquakes with a magnitude of higher than 7. Practically

? We are indebted to the company NOVACERO in Laso, Cotopaxi Province, who
generously provided the database for this research. We also thank the Universidad
de las Fuerzas Armadas ESPE for logistic and financial support. Fernando Mato
acknowledges support from the Prometeo Project of the National Secretariat of
Higher Education, Science, Technology and Innovation (SENESCYT), Ecuador.
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all earthquakes with magnitudes higher than 6 being close to settlements or
cities leave fatalities. There is a high amount of studies, which attempt to predict
earthquakes [15–21] and try to be able to identify pre-monitoring signals [22–
34]. Such studies may allow the installation of an early warning system, which
in turn facilitates in even short time to take actions and protect life, property
and certain infrastructure from incoming destructive seismic waves [35–38].

During the reactivation of the Cotopaxi volcano in central Ecuador [39],
observations of the radioactivity determination in the environment lead to the
idea, that such data may be able to interpret and predict the nearby occurring
volcanic eruptions and also seismic events of certain magnitude. The main aim
of our research is to establish a mechanism in which we will confirm a relation
between the radiation of the environment and the potential prediction of strong
seismic events, like the destructive earthquake of the 16th of April 2016 in coastal
Ecuador [40].

There are several studies related to radiation as pre-earthquake sign [41–54].
In a particular study, such anomalies were reported for a variety of medium
to strong earthquakes such as the M7.9, Bhuj, Gujarat, India in 2001, the M6.8
Boumerdes, North Algeria in 2003, M6.6 Bam Southeastern Iran in 2003 and the
M9.0 SumatraAndaman Islands, Northern Sumatra, being a mega trust event
in 2004 [54]. The anomalous variation of the radiation has been determined by
infrared satellite data and occurred a few days to weeks (4-20 days) prior to
the main events [54]. These anomalies are speculated to have been triggered
close or within active tectonic faults due to a complex interaction of the existing
stress, electrochemical and thermodynamic processes between the lithosphere,
hydrosphere and atmosphere as part of electromagnetic phenomena related to
earthquake activity [54]. Nevertheless, although the relation between radiation
in seismic active areas has been observed in a variety of areas, this is the first
time documented on ground data and with a more accurate spatio-temporal
earthquake location.

2 Geodynamic Situation of Ecuador and Previous
Coastal Earthquakes

Due to its geodynamic situation along the Pacific Rim, the coastal Ecuadorian
continental platform is a regularly target of earthquake activity and tsunami
impacts [55–57]. The active continental margin and associated subduction zone
between the oceanic Nazca Plate with the continental South American and
Caribbean Plates, both separated by the Guayaquil-Caracas Mega Shear [58–60]
give rise to tsunamis of tectonic as well submarine landslide origin [56, 61–65].

Earthquakes and tsunamis have been credited also to the Galápagos vol-
canism [66]. The active Galápagos hotspot has produced several voluminous
shield-volcanoes, moving towards the ESE, due to the movement of the overly-
ing Nazca oceanic plate [66, 67]. The main Galápagos Islands are located south
of the E-W-trending Galápagos Spreading Center, east of the N-S-trending East
Pacific Rise and some 1000 km west of the Ecuadorian mainland. Due to the
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volcanic activity and the subsequent plate drifting, two aseismic volcanic ridges
were created. The first being the Cocos Ridge is moving to the NE while the
second, being the Carnegie Ridge, is moving to the East above the Cocos and
Nazca Plates respectively [68]. These submarine extinct volcanic ridges are the
result of cooling/contraction reactions of magma, as they slowly sunk below
the sea surface due to the lack of magma supply, lithospheric movement and
strong erosional processes. With time, these submarine volcanic ridges, as well
as various microplates, have accreted on the South American continent [69, 70].
Nonetheless, such aseismic ridges like the Carnegie Ridge become and obstacle
in the oblique subduction process and may generate within the subduction zone
a potential valve of marine quakes, earthquakes and occasionally tsunamis along
the Ecuadorian coast [56]. The Carnegie Ridge collides towards the Ecuadorian
continental margin with a velocity of as low as 5 cm per year at a latitude
between 1N and 2S [71].

From the known record of the last two centuries, the Ecuadorian shoreline
has witnessed a dozen times strong earthquakes and marine quakes, some of
which generated tsunamis by mainly local origins with various intensities one
being of up to 8.8 Mw in 1906 [56, 72–76], while evidences of other events have
been recorded by paleo-tsunami deposits [77]. Further prominent examples of
earthquakes with subsequent tsunamis along the Ecuador-Colombia subduction
zone include tsunamis in 1942 (Mw 7.8), 1958 (Mw 7.7) and 1979 (Mw 8.2)
within the 600-km long rupture area of the great 1906 event [78]. While the 1906
event caused the death of up to 1500 persons in Ecuador and Colombia with an
unknown financial damage to the existing infrastructure, the 1979 tsunami killed
in Colombia at least 807 persons and destroyed approximately 10,000 homes,
knocking out electric power and telephone lines [79, 80]. The evaluation of the
last marine quakes, which generated tsunamis, suggests that the probability of a
major or great earthquake in this margin region is enormous, especially as there
must be substantial strain accumulation in this region [56]. Additionally, given
into consideration that the last earthquake in 1979 did not release the amount
of energy as the 1906 event, there has been a calculated high probability in the
near future, that an earthquake within the Ecuadorian-Colombian trench may
would generate a tsunami of similar magnitude to that of 1906, which might
be even more destructive than the one in the past if it occurs near high tide
[56]. The potential of high losses and damage is given by the fact that the
infrastructure of the fishing, tourism and other industries and the movement to
live along the beaches, have been highly developed within the last decades along
the Ecuadorian coasts. Based on historic known impacts of tsunamis in Ecuador
in the last two centuries, the probability of a strike in 2015 has been of about
87% [57].

3 The Earthquake of the 16th of April 2016

In the late afternoon of Saturday, at 18:58:36 (UTC-05:00) local time, a devastat-
ing earthquake with a magnitude of 7.8 Mw impacted coastal Ecuador [81]. The
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seismic event with an epicenter 29 km SSE of Muisne, Province of Esmeraldas
(Fig. 1, 2) occurred within a depth of 21 km, killing 663, filling tens of thou-
sands in refuges camps and affecting some two million persons directly. In many
aspects, the mentioned earthquake has many similarities with the earthquake of
the 14th of May 1942. Nonetheless, the resulting tsunami based most probably
on a triggered submarine landslide did not have any remarkable impact [40].

Fig. 1. Geodynamic setting of Ecuador, the Galapagos Islands and the Carnegie Ridge.
Adapted from [40] and [57].

The earthquake impacted a large part of a variety of coastal cities destroying
a high amount of some close-by villages and cities, Pedernales, Jama, Chone,
Portoviejo among others (Fig. 2), in which lines of electricity transmission, in-
frastructure of water supply, hospitals, schools, private and public buildings,
main roads and highways have been severely affected or even completely de-
stroyed. The costs of the damages of the mentioned infrastructure are summing
up an approximate loss of some 3.3 billion USD [40, 82].

After the mainshock, 85 aftershocks between 3.8 Mw and 6.8 Mw were
recorded by USGS in Ecuador until May 24, last day until we have processed
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data. The epicenters were localized within a rectangle of coordinates [79.5 W -
81.5 W, 2 S - 1 N], reaching the highest magnitudes around the rupture zone,
and 86.05% of them during the first 10 subsequent days.

Fig. 2. Epicenter of the 7.8 Mw earthquake (red dot) and a selection of damages in the
coastal area. Note location of Reventador, Cotopaxi and Tungurahua volcanoes as well
as the station of Laso (black dot), where the radiation of the environment has been
determined.

4 Analytical Procedures

A LUDLUM MODEL of the 4525 SERIESTM enabled to determine the occur-
rences of natural and artificial radioactivity in the environment close to the com-
pany NOVACERO, which provides a variety of steel products. In order to detect
radioactivity especially in vehicles in a pass-through or drive-through scanning
modus, the Model 4525 Radiation Portal Monitor (RPM) has been installed in
late 2014, some 22 km SW of the Cotopaxi volcano in central Ecuador. The RPM
is a system with sensitive gamma and optional neutron detectors for detecting
small amounts of radiation. When no vehicle drives through the scanner, the
natural background of radioactivity is measured constantly and simultaneously
(one measurement per minute). When a radiation alarm occurs, the Supervisor
and any Echo stations will sound an audible alert. The system determines if the
alarm is a Naturally Occurring Radioactive Alarm (NORM). NORM consists
of materials enriched with radioactive elements found in the environment, such
as uranium, thorium, and potassium and any of their decay products such as
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radium and radon. These types of alarms are characterized as having a high
background over the entire length of the occupancy rather than the “spike” of
a typical gamma alarm.

Many factors have to be considered when attempting to do this: (1) Back-
ground radiation is not constant. It is continuously changing due to cosmic
events, weather (eg. beginning of rainstorms), and other influences. Oilfield pipe,
hot water heaters, and industrial piping will sometimes contain scale that is ra-
dioactive. Most alarms are the result of NORM; (2) Medical tests that use a
radioactive dye or tracer are yet another problem. Patients can be released from
the hospital reading several thousand R/hr or less than 100 µSv/hr, and set off
RPMs 30 m (100 ft) away; (3) A third problem is that of radiographers and
certified welders who use a powerful radiation source to check their material or
welds for cracks. This radiation is powerful enough to set off RPMs 3 km away.

5 Results and Discussion

Radiation of the environment in central Ecuador has been determined almost
continuously realizing data at every minute of the day since Mid-January of 2015
up to present day. However, most of the time there has been only the regular
day-by-day radiation level of the environment defined as background radiation
level (Fig. 3d) with 6200 becs per minute. This radiation of the environment
appeared with no significant changes since the beginning of the measurements
and has been changed only by the appearance of some seismic events, such
originating by volcanic nature or fault-triggered.

Therefore, all the main volcanic eruptions of the close-by Cotopaxi volcano
during its visible reactivation in spring of 2015 have been registered by the
RPM, prior their occurrences. Other temporal eruptive activity and correspond-
ing environmental radiation inside the same time window originating from the
Tungurahua and Reventador volcanoes in Ecuador [83, 84], corresponding craters
being in a distance of 73 and 132 km from the RPM respectively (Fig. 2), were
not registered or identified in our data base, most probably due to their low in-
tensity. Additionally, we have been detected a clear pattern in the determination
of the environmental radiation of seismic activity in Ecuador since 2015 for all
events registered by USGS with magnitudes above 4.9 Mw.

A few hours before an earthquake generation, from 1 hour (Fig. 3a) to 5 hours
(Fig. 3b), an unusual high level of radioactivity has been detected by the RPM,
reaching levels between 6800 bec/min (Fig. 3b; 3c) and 7465 bec/min (Fig. 3a).
This behaviour is related to almost all of the earthquakes recorded. We have
also identified the delay in the generation of the earthquake is in almost all cases
inversely proportional to the level of radiation reached and to the duration of
such anomalies.

According to the general behaviour of the precursor anomalies identified, on
the early hours of the 16th of April in 2016, an unusual radiation level has been
registered by the RPM, which we interpret as a clear pre-monitoring signal of
a major seismic event resulting to the most devastating Earthquake of northern
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South America in this century so far. The alteration of the regular background
radioactivity started around 15.30 p.m. and lasted for about almost two hours
in which the radiation increased by 650 bec/min, finding a peak level of 6850
bec/min some minutes after the start (Fig. 3c). After reaching this peak level,
radiation dropped down to regular level three hours later, sinking down to 6200
bec/min at around 18:45, some minutes prior the Earthquake of 18:58 (Fig. 3c),
of which epicenter has been located some 222 km west-northwest of the RPM.
This behaviour or pattern prior a seismic event has been previously observed
with less intense earthquakes as presented earlier (Fig. 3a; 3b).
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Fig. 3. a) Typical pre-earthquake (5.4 Mw) radiation behaviour of the 15th of October
2015 at 2.50 S, 78.76 W with a depth of 97,1 km (USGS, 2015); b) Typical pre-
earthquake (5.1 Mw) radiation behaviour at the 5th of March 2016 at 1.43 S, 80.40 W
with a depth of 10 km (USGS, 2016); c) Main 7.8 Mw earthquake of the 16th of April
2016 with different radiation behaviour than regular days. Location of epicenter has
been at 0.35 N, 79.93 W at a depth of 21 km (USGS, 2016); d) Regular radiation level
of 24 hours of the 22nd of May 2016.

The most plausible origin of such radiation anomalies prior to strong earth-
quakes might be the result of a complex interaction and coupling behavior of the
Lithosphere, Hydrosphere, Atmosphere and Ionosphere [54, 88, 89]. The degree
of radiation anomaly certainly depends on the intensity of the earthquake as
well as local to regional atmospheric conditions, but will have always a direct
link to the magnitude of the earthquake [54]. As such outgoing long wave earth
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radiation anomalies and latent increases of temperatures have been noticed prior
several strong earthquakes [85–87], some of them which even generated severe
tsunamis, the application of an early alert system may be applied in a variety of
environments such as active continental rims, like the subduction zones around
the Pacific Ocean as well as around transform fault zones, like the Guayaquil-
Caracas Mega shear in south America or the San Andres fault in the USA, being
able to give enough warning time in order to evacuate people from vulnerable
places within an adequate period of time.

6 Conclusions

It has been highlighted the important precursor role of environmental radiation
in the precise location of earthquakes in Ecuador. A direct application and bene-
fit of our study may be to achieve an accurate early warning system based on the
data presented. The radiation data demonstrate clearly undeniable anomalies,
which allow during their development an extremely early warning time towards
society and administrators of basic infrastructure to react ahead of a potential
catastrophic seismic event. Nonetheless, a more spatial resolution is needed by
means of a sensors array, which we propose to be installed based on an efficient
and therefore strategic distribution in the entire country of Ecuador. This sen-
sors array will provide then key information for the complex Earthquake Early
Warning System, at which we are progressing in Ecuador.
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Abstract. The paper presents the new, local selection of learning data to the 

learning problem in prediction of daily average PM10 using neural networks. 

The learning stage of networks is performed for each testing vector separately. 

The actual testing vector is compared to the learning data base and the set of its 

vectors closest to the actual testing vector is selected and then used in learning. 

Thanks to such approach the actual predictor is trained on the data set repre-

sentative for the particular task. The numerical experiments performed on the 

real data of the PM10 pollution in Warsaw using few types of neural networks 

have shown that developed computerized system generates prediction of the 

significantly increased accuracy.  
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1 Introduction 

The precise prediction of air pollution for the next day belongs to difficult problems 
due its high changes from day to day [1]. Special attention is given to the particulate 
matter PM10 (PM of diameter up to 10µm), which is very dangerous for the health of 
people [2]. Therefore, the forecasting of its level for the next day is needed to allow 
counteracting it.  

Many papers deal with this problem. Actually the best results have been obtained 
by applying artificial neural networks. The proposed solutions exploit such networks 
as multilayer perceptron (MLP) [1],[3],[4],[5] radial basis function (RBF) [6],[7], 
Elman network [6], principal component analysis [8] as well as Support Vector Ma-
chine [9]. The success in prediction depends on the selection of diagnostic features 
used as input attributes, type of applied network  as well as organization of learning 
procedure. 

It was found that the predicted atmospheric variables (temperature, wind, humidi-
ty, etc.) related to the day under prediction are of great importance in preparing the 
diagnostic features, because these variables form the platform on the basis of which 
the pollution is created. In our climate the season of the year (spring, summer, au-
tumn, winter) influences also the pollution due to the need of heating houses in cold 
seasons of the year. The last but not least is the type of the day, since the transport 
vehicles of the street, especially their intensity, depend on the day type and represent 
a significant source of dust.  

The traditional approach to learning is to split the data set into two parts: the learn-
ing and testing subsets. The network is adapted using the learning part and then tested 
on the testing data. We propose here different approach. The learning phase of the 
network is done separately for each testing vector and is performed on the specially 
selected learning subset, chosen for the individual testing vectors. Instead of one 
learning phase of the network we apply as many learning stages as is the number of 
testing vectors. The learning set is formed from only the data vectors which are clos-
est to the actually applied testing vector. Thanks to this the network in learning phase 
is supplied only by the data similar to the actual testing vector. The learning problem 
is easier and specializes in specific forms of testing data. Thanks to this the accuracy 
of prediction can be increased in a significant way. 

The numerical experiments performed for the daily average PM10 pollution data 
measured within 4 years in Warsaw, Poland have confirmed the superiority of this 
approach. All quality measures: mean absolute error, root mean square error, mean 
absolute percentage error, correlation of the prediction and target data as well as index 
of agreement have been improved.  

2 Proposed solution 

2.1 Feature generation 

The first problem that should be solved is selection of the most important diagnostic 
features, which will be applied as the input attributes to the predicting networks. 
These features are created on the basis of the atmospheric parameters (temperature, 
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humidity, wind, insolation), season of the year, type of the day and the past (known) 
history of pollution changes in the previous day. On the basis of these variables dif-
ferent descriptors of the process (potential diagnostic features) are created by using 
different mathematical operations, such as derivative, gradient, estimation of trend of 
their change, extreme values, etc.  

On the basis of our experience in this field the potential diagnostic features have 
been defined in the following way. The first subset is formed from the environmental 
parameters forecasted for the next day by the responsible agenda of the country. They 
include the 24-hour average value of temperature in the particular place, wind speed, 
wind direction, humidity, pressure and insolation. The next subset is formed from the 
known past day parameters. They include the average, maximum and minimum val-
ues of temperature and pressure, the average and maximum pollution corresponding 
to the previous day, linear trend of changing the hourly pollution of the previous day, 
the prediction of the average pollution for the forecasted day made on the basis of this 
linear trend and the elements coding the season of the year (2-element binary code 
representing winter, spring, summer and autumn) and day type of the week (one bina-
ry code representing working and weekend days). The last subset of features is creat-
ed by the pollution level for all hours of the previous day. As a result the set of 55 
potential features has been generated [9]. This set was subject to normalization, im-
plemented by dividing the real values of the particular feature by their mean in all 
observations.  

2.2 Feature selection 

In the process of the problem analysis the set of 55 descriptors has been obtained. Not 
all of them are of equal prognostic ability. Therefore the stage of their selection 
should be applied. To diversify the view on the forecasting task we have applied 2 
different procedures: the stepwise fit and genetic algorithm. Thanks to the application 
of different selection mechanisms we expect different contents of the selected sets. 
They will present the input attributes to the predicting system. 

The stepwise fit belongs to popular methods and relies on adding and removing 

particular features from the already established set [10],[11]. It starts from an empty 

feature set and adds sequentially the individual features not yet chosen (so called for-

ward selection). In the next step the procedure checks whether some feature should be 

removed from the set (so called backward elimination). The adding and removing 

process is based on comparing the performance of the system at the actual contents of 

the feature set.  Each candidate feature subset is checked in 10-fold cross-validation 

by repeating the prediction with different training and testing subsets of observations. 

Both forward and backward operations interlace each other.  

After adding the new variable, a test is made to check if some variables from the 

actual set may be removed without increasing the error of regression. The stepwise fit 

tries to find the optimal set of features for which the quality measure of the prediction 

model is maximized. The process is controlled by two parameters: penter and pre-

move [11]. The former specifies the maximum p-value for a variable to be recom-

mended for adding to the model. The latter one defines the minimum p-value for a 

variable to be removed from the actual set. The p-value is the probability for a given  

model that, when the null hypothesis is true, the mean error would be the same as or 
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more extreme than the actual observed results. The stepwise fit was applied at the 

values of penter=0.06 and premove=0.08, chosen after some introductory experi-

ments. They have been performed on the available data base.  

As a result of this process 17 features have been selected. To such features be-

longed: the values prognosed for the next day by the Interdisciplinary Centre for 

Mathematical and Computational Modelling (ICM) in Warsaw: average temperature, 

minimum temperature, maximum temperature, average humidity, minimum humidity,  

mean insolation,  minimum wind speed in x coordinate, maximum wind speed in  x 

coordinate,  minimum wind speed in y coordinate, maximum wind speed in  y coordi-

nate. The next subset was composed of the past known values:  the 24-hour average 

pollution of the previous day , minimum pollution of the previous day, the particular 

pollution values corresponding to 2 hours of the previous day: at 1 o’clock and 23 

o’clock, the binary code of the season of the year (winter – 11, spring – 10, summer – 

01 and autumn – 00) and the code of the type of the day (working day – 1 and week-

end day – 0). 

The genetic selection is based on presenting the real features by their binary (0 or 

1) representation in chromosomes [11],[12]. The value 1 means inclusion of the fea-

ture in the input vector x to regression system and zero – its elimination. The SVM of 

Gaussian kernel in regression mode was used as the predictor in this genetic process. 

The genetic population applied in the experiments was equal 100 chromosomes, 

crossover rate 80% and mutation rate 1%. The genetic operations: crossover, mutation 

and selection applied to the pollution data lead to the minimum of the error of classi-

fication for the validation data. The elements of value 1 in the best chromosome indi-

cate the optimal set of features.  

As a result of these operation the set of 19 best features has been selected. This set 

is slightly different from the previous one and includes the following variables prog-

nosed for the next day: average temperature, minimum temperature, maximum tem-

perature, maximum humidity, mean insolation,  minimum wind speed in  x coordi-

nate,  maximum wind speed in x coordinate, average wind speed in y coordinate, min-

imum wind speed in y coordinate, maximum wind speed in y coordinate. The other 

features are related to the previous day values: the 24-hour average pollution, maxi-

mum pollution, minimum pollution, the predicted value of the average humidity for 

the next day following from this trend, the particular pollution values corresponding 

to 2 hours of the previous day: at 1 o’clock and 23 o’clock. The last three elements 

were related to the binary code of the season of the year and the code of the type of 

the day, the same as in the previous selection. 

2.3 Predicting networks 

Three types of neural predictors have been checked in experiments. They include 
multilayer perceptron (MLP), radial basis function network (RBF) and support vector 
machine (SVM) [13][14].  All of them represent the universal approximation ability, 
frequently applied in regression problems. Their signal processing methods as well as 
learning principles differ a lot, therefore, they produce the output signals created in an 
independent way.  

The classical approach to learning neural networks uses the whole learning data 
set selected randomly from the available base. After learning stage the parameters of 
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the networks are fixed and their generalization ability is tested on the separate testing 
set left from the data base for this purpose.  

Our approach to the learning problem of these networks is different. The separate 
learning stage of the network is performed individually for each testing vector. First, 
the learning base of vectors is searched for extracting the limited set of vectors xl  
which are nearest to the actual testing vector xt. The distance between vectors 

lt xx −  is taken into account in this process. Different types of the norm can be used 
in such calculations. We have used L1 norm. 

After selecting the set of learning vectors the adaptation process of the network is 
performed using any learning algorithm. The parameters of the adapted network are 
fixed and the testing vector applied to its input. The generated output signal presents 
the prediction of the pollution level for the tested input vector.  

Application of the next testing vector means the repetition of these stages. As a re-
sult the learning process of neural predictors is repeated as many times as is the num-
ber of testing vectors. Implementing this process for the next day forecast means only 
one learning experiments. Therefore, this process is not tedious in practical applica-
tion.  

3 Results of numerical experiments 

3.1 Data base 

The numerical experiments have been performed using the PM10 data collected by 
the Regional Inspectorate for Environmental Protection of Warsaw, Poland. All of 
them have been registered in the meteorological stations located in the suburb of War-
saw within 4 years (1445 data samples together). The measurements have been regis-
tered every hour and then averaged for each day. Fig. 1 presents the changes of the 
hourly averaged values for the days representing 4 seasons of one chosen year.  

 

Fig. 1. The distribution of hourly average values of PM10 pollution in four seasons of one year. 
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The highest peaks of pollution correspond to the winter  autumn, while the smallest 
one to summer. The variability of the level of pollution is well illustrated by the mean 
values (mean) and standard deviations (std) for the particular seasons of the year. 
They are depicted in Table 1 

Table 1. The variability of the level of pollution in different seasons of the year (in 
3/ mgµ ). 

Season Mean Std Std/mean 

Winter 39.16 29.44 0.75 

Spring 36.70 24.14 0.66 

Summer 30.60 17.74 0.58 

Autumn 35.62 24.79 0.70 

3.2 Results of experiments 

The numerical experiments have been performed by applying different types of neural 
networks, including MLP, RBF and SVM. The aim was to check the possibility of 
improving forecasting quality of the daily average pollution by applying locally se-
lected learning data. At the same time we study, how different neural structures are 
sensitive to such approach, especially the limitation of the number of learning samples 
taking part in adaptation process of predictors.  

The introductory experiments were conducted to estimate the optimal structures 
and parameters of these networks. The optimal MLP structure contained 2 hidden 
layers of 6 and 4 sigmoidal neurons, respectively, and one output linear neuron gener-
ating the forecasted daily average value of PM10 pollution for the next day. The RBF 
structure used one hidden layer of 30 Gaussian neurons of the centers adapted using 
the K-means algorithm and one linear output neuron adapted by using pseudoinverse. 
In learning regression the SVM of the Gaussian kernel and of width parameter σ=0.1 
was used. The tolerance ε=0.01 and the regularization constant C=100. All parameter 
values have been found after some introductory experiments performed on the small 
selected set of the learning data.   

Because of two different selection methods resulting in different contents of the 
input attributes the experiments have been conducted separately for both of them. As 
a result 6 different neural structures have been checked in experiments. For compara-
tive reasons the additional experiments have been performed at application of the 
classical approach to learning, using the same learning and testing data as in the local 
approach. 

Different quality measures have been applied to assess the quality of solution. 
They include the following measures: 

• mean absolute error (MAE) 
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• root mean squared error (RMSE) 
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• mean absolute percentage error (MAPE) 
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• correlation coefficient (R) of the observed and predicted data 
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• index of agreement (IA) 
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In these equations p is the number of data points, ii Py ˆ=  is the predicted value, ti – 
the really observed value, t  the average of really observed data, Ryt is the covariance 
value between the really observed and predicted data points of PM10 concentration, 
and std standard deviation of the appropriate variable. 

 

 

Fig. 2. The distribution of learning data closest to the testing sample. The multidimensional 

data have been mapped into 2-coordinate system using PCA. 

 

The first experiments were directed to find the optimal number of the input samples 
from the learning set suited for the actual testing vector, which will result in the best 
statistical performance of the predictors. This is a crucial element of process, since too 
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high number will include the learning samples far from the testing vector and too 
small number will reduce the generalization ability of the neural networks. This prob-
lem is illustrated in Fig. 2, presenting two different populations of learning data clos-
est to the testing sample mapped into 2-dimensional system using principal compo-
nent analysis (PCA) [13]. The circle area presents the data closest to the testing vector 
denoted by the diamond mark. 

At high number of learning samples some data points are far from the testing 
sample and might be treated as the outliers in this particular case. The distribution of 
small size learning data is better concentrated around the testing sample and provides 
good perspective for proper local learning results. 

The searching procedure for the optimal size of learning data should take into ac-
count the whole population of the testing data. The MAE error calculated for the 
whole testing set has been chosen as the discriminating quality factor. Table 2 pre-
sents the MAE values for the number of learning data changing from 50 to 500. The 
best results are depicted in bold. 

Table 2. The dependence of MAE value (in 
3/ mgµ ) for different arrangement of predictors 

with size of the learning samples selected for the testing data. 

Size of learning 

data 

Genetic feature selection Stepwise fit for feature selection 

SVM MLP RBF SVM MLP RBF 

50 5.93 7.43 6.44 6.02 7.67 6.32 

100 5.48 7.05 6.29 5.95 7.15 6.25 

200 5.55 6.65 5.92 5.81 6.82 6.11 

300 5.59 6.99 6.12 5.84 7.13 6.22 

400 5.78 7.38 7.12 6.05 7.28 7.01 

500 5.98 7.51 7.41 6.08 7.56 7.43 

 

Fig. 3 presents the graphical illustration of the results of these experiments. As it is 
seen the optimal size of the learning set depends on the particular arrangement of the 
predictor. The best results have been achieved for RBF+genetic selection at applica-
tion of 100 learning vectors selected from the whole learning set.  
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Fig. 3. The dependence of MAE with the change of the population size of learning vector: 

a) genetic feature selection b) stepwise fit for feature selection. 

 

Each predictor has its own optimal value of learning size. These numbers were used 
in the next experiments of forecasting. Table 3 presents the numerical results of these 
experiments in the form of five quality measures estimated for the testing data. 

Table 3. The obtained quality measures of PM10 forecast for different arrangement of predic-

tors and application of the optimal number of learning samples. 

Quality measures 
Genetic feature selection Stepwise fit for feature selection 

SVM MLP RBF SVM MLP RBF 

MAE [
3/ mgµ ] 5.48 6.65 5.92 5.81 6.82 6.11 

RMSE [
3/ mgµ ] 9.24 10.03 9.41 9.54 10.69 9.98 

MAPE [%] 19.58 22.10 20.17 19.62 21.33 22.64 

R 0.90 0.83 0.89 0.89 0.80 0.79 

IA 0.96 0.91 0.95 0.95 0.92 0.90 

 

For comparative analysis we have checked the classical approach to prediction prob-
lem using the same split of learning and testing subsets as in the previous case. This 
time all learning samples have been used in adaptation stage of all predictors. The 
testing stage was performed on the same set as in the previous experiments. The re-
sults are presented in Table 4. 
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Table 4. The quality measures of PM10 forecast for different arrangement of predictors at 

application of all learning samples used in adaptation stage (classical approach). 

Quality 

measures 

Genetic feature selection Stepwise fit for feature selection 

SVM MLP RBF SVM MLP RBF 

MAE 

[
3/ mgµ ] 

8.75 10.00 10.60 8.81 10.44 10.97 

RMSE 

[
3/ mgµ ] 

15.00 16.03 22.41 14.67 16.86 23.21 

MAPE [%] 26.75 33.41 33.47 26.66 33.78 34.09 

R 0.71 0.66 0.61 0.70 0.64 0.59 

IA 0.79 0.76 0.73 0.78 0.75 0.70 

 

These results confirm the superiority of the presented local approach to learning over 
the traditional one. All quality measures are much better and their relative improve-
ment is in the range from 10% to 30%. Table 5 presents the detailed comparative 
results corresponding to the best arrangement of predicting systems in the proposed 
local approach and the classical method, both at application of SVM predictor com-
bined with genetic selection. 

Table 5. The detailed comparison of quality measures of PM10 forecast for the proposed local 

approach and classical method of learning. 

 
MAE 

[
3/ mgµ ] 

RMSE 

[
3/ mgµ ] 

MAPE 

[%] 
R IA 

Local approach 5.48 9.24 19.58 0.90 0.96 

Classical approach 8.75 15.00 26.75 0.71 0.79 

 

Fig. 4a presents the graphical results of fitting the true distribution of PM10 levels 
used in testing stage. The continuous line represents the true values and the dashed 
line its forecast made by the best network arrangement (SVM+genetic selection) at 
application of local approach. Fig. 4b illustrates the error of prediction, as the differ-
ence of both curves.  
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Fig. 4. The graphical results of prediction for the testing data: a) distribution of true (blue solid 

line) and forecasted (red dashed line) PM10 values, b) the error of forecasting. 

4 Conclusions 

The paper has proposed and tested novel approach to learning the neural networks in 
forecasting the daily average values of PM10 pollution. The novelty of the proposed 
approach using the specialized neural networks learned for each individual  testing 
vector. In adaptation procedure we use only small portion of learning samples which 
is closest to the actual testing vector. The learning set is chosen on the basis of dis-
tance of the actual testing vector to the learning samples. The vector norm L1 was 
used in this step, as the measure presenting the difference between the particular ele-
ments in both vectors in the most faithfully way. 

The numerical experiments performed by using the PM10 data registered within 4 
years in Warsaw have shown high efficiency of the proposed method.  Irrespective of 
the applied neural network structure (MLP, RBF, SVM) the quality measures of pre-
diction have been significantly improved with respect to classical approach to the 
problem. 

The important advantage of the proposed method is that it does not require very 
exhaustive information about air pollutant, reaction mechanisms, meteorological pol-
lutant sources. The system allows to model the nonlinear relationships between very 
different predictor variables in a successful way. Good quality of the results make 
them attractive in predictive application of PM10 concentration. 
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Abstract. The aim of the article it to present an approach to robust optimization 
of vehicles routes within urban area, based on the driving times short-term pre-
dictions in the selected area of urban road network. The forecasted values of the 
travel times were determined by the use of artificial neural network prediction 
model, taking into account the certain degree of forecast uncertainty, expressed 
by a given prediction error. The effectiveness of the proposed in the work solu-
tion has been verified on the basis of the results obtained by the classic optimi-
zation process wherein the optimization parameters are certain and accurate. 
The received simulation results indicate that use of forecasting techniques with 
robust optimization models has a positive impact on the quality of final solu-
tions. 

Keywords: Short-term forecasting, Artificial neural networks, Robust vehicle 
routing problem with time windows 

1 Introduction 

The basic and natural feature of the transport system is dynamism of phenomena and 
processes. The dynamism is a consequence of the transport system properties: high 
level of complexity (large-scale system), large number of users (diverse transport 
interactions and behaviours), occurrence of complex and random traffic phenomena 
and susceptibility to external factors (weather, reliability of technical and road infra-
structure) [1, 22]. High dynamism and randomness of processes and phenomena in 
the city transport system does influence the quality of obtained data and information 
which describe this system. Such quality can be expressed, inter alia, by means of so-
called uncertainty and indeterminacy of data. The uncertainty of traffic information 
can be understood as impossibility to foresee in advance the detailed traffic parame-
ters, which would not have any errors. For example, using historical data to plan fu-
ture, real processes will always have a certain forecast error. Such error forms an 
uncertainty set for the described process. The uncertain data are often supplemented 
by mathematical models which have estimation errors, just like in case of forecasting 
methods. Hence, the second basic source of uncertainty of traffic information is fore-
casting models used to estimate future traffic parameters. The other source of uncer-
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tainty of traffic information is the accuracy of implementation of a solution in practi-
cal conditions [3]. 

These premises indicate that the correct approach to describe the actual objects is 
methods which allow to define the uncertain parameters, i.e. the parameters which can 
assume values from a given range. There are a few such approaches in the literature 
now. These are, inter alia, stochastic optimization, optimization in which the variables 
are expressed by fuzzy sets [28], and the robust optimization. The first two are rather 
popular methods to cope with uncertain data, but their basic shortcoming in applica-
tion to actual problems is the assumption that the randomness is implemented on the 
basis of known probability distribution [12]. In case of urban traffic, sudden changes 
in travel time are natural, but it is not possible to indicate the probability distribution 
which could describe such changes. Examples would be random traffic accidents, 
traffic incidents, roadworks, breakdown of the control system. These are so-called 
non-recurrent incidents which are difficult or even impossible for foresee. 

The third approach – robust optimization – is a method to account for data uncer-
tainty, however here the variability is not described with a single, specific probability 
distribution [4, 12, 10, 31]. This solution is resistant to the fluctuations of model pa-
rameters when - for many parameter value scenarios - the obtained solution is at least 
acceptable and meets all the model conditions (model limitations) with high probabil-
ity. The cost of such solution is the least of the worst possible variants.  

On the basis of aforementioned issues, it seems justified to develop and analyze the 
models describing the transport processes where the model parameters can change 
their values. Further in the paper, presented is the issue of short-term traffic forecasts 
– a key issue for the turban traffic control and management. Then, we deal with the 
subject of determining the optimum routes for logistics vehicles in the urban network 
using the robust optimization on the basis of forecast travel times in chosen sections, 
estimated by neural networks. The obtained data (results) have been compared with 
classic approach wherein it is assumed that the optimization parameters are certain 
and accurate (e.g. deterministic data). The advantages and the characteristics are ex-
emplified in the actual Krakow road network. 

2 Short-term traffic forecasting methods 

2.1 Review of methods 

The issue of short-term traffic forecasting in urban areas has become in the last dec-
ades a crucial subject of research in the transport engineering and the urban logistics 
systems. The interest is stirred mainly by the need to develop intelligent traffic control 
methods, create advanced passenger information systems and applications which 
facilitate the deliveries of goods in the municipal road network. The other reasons 
include growing traffic in urban areas and the development of data acquisition and 
processing technologies [2, 17, 32, 34]. Short-term traffic forecasting, as an integral 
part of the Intelligent Transportation Systems, relates mostly to predicting future val-
ues of parameters such as traffic volume, density, speed or travel time in sections of 
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the urban road network. Such prediction has the time horizon spanning from a few 
seconds to maximum a few hours. The values are estimated usually on the basis of 
current and historical traffic information. Transport and logistics companies nowa-
days very often need to have an accurate traffic forecasts to provide increasingly reli-
able transport services. Making traffic forecasts on the urban road network level is 
still a challenge, mainly due to difficulties to install sensors in an adequate portion of 
the streets and to find optimum locations for these sensors. Such problem is discussed 
at length in [13, 18]. Additional aspects that make traffic prediction process in a city 
difficult are constantly increasing traffic volume, changing travel patterns, driver's 
behaviors as well as traffic incidents and weather conditions.    

The review of literature on short-term traffic forecasting shows a multiplicity of 
available methods and tools. Commonly the approaches used in short-term traffic 
forecast can be classified into four categories: naive, parametric, non-parametric, and 
hybrid. Naive approaches refer to models that perform simple estimate of traffic in the 
future, e.g., historic averages. Parametric approaches refer to models based on tech-
niques which require a set of fixed parameter values as part of the mathematical or 
statistical equations, while a non-parametric approaches regards mostly data-driven 
and empirical algorithms to determine the predictions. Other short-term traffic predic-
tion models present hybrid methods as a combination of the above-mentioned ap-
proaches. The most of the studies on short-term traffic forecast were concentrated on 
using standard statistical techniques such as simple smoothing, complex time series 
analysis and filtering methods. These include approaches based on regression models 
[7, 29], Autoregressive Integrated Moving Average – ARIMA [21, 37].  
A variation of the ARIMA model, which is Seasonal ARIMA (SARIMA) models, has 
also been implemented in many studies [26, 27].  Various smoothing and filtering 
techniques are also frequently applied, for example Kalman filter models [15, 16, 38]. 
Large randomness and indeterminacy in the urban traffic result in popularity of ap-
proaches using Bayesian networks based on the probability theory [11, 14]. These 
methods belong to the group of statistical analysis of time series which yield good 
results when the modeled phenomenon does not show sudden changes in time. How-
ever when the traffic flow data reveals strongly nonlinear characteristics the classic 
methods may not be able to recognize this nonlinearity. To deal with this limitation an 
artificial neural networks have been often used for short term traffic forecasting [19, 
20, 25, 33]. To improve the effectiveness of prediction process and make forecasts 
more  accurate and resistant to sudden changes in traffic, a hybrid approaches have 
been applied using both neural models, fuzzy reasoning systems and genetic algo-
rithms. Examples of such solutions are presented with more detail in [6, 8, 35, 36, 39, 
40]. 

2.2 Application of artificial neural network for short term travel times 
prediction 

The main components of each time series include trend, constant level of variable, a 
cyclic component and a random component. This also applies to time series which 
describe the traffic data. In reality, by analyzing data from individual sections of road 
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At the beginning an initial number of input and hidden neurons were chosen. After 
training process based on Lavenberg Marquardt algorithm a performance level of 
training was evaluated by the use of determination coefficient �
 for test data set. In 
each iteration the increase of ∆�
 was measured. If the ∆�
 was greater than thresh-
old value �=0.01 the number of neurons in input and hidden layer was increased. The 
best results were obtained for network structure: 10 input neurons, 22 hidden neurons 
and one output neuron. The example of the results of neural network training for se-
lected road sections shows Fig. 3. 

3 Robust vehicle routing problem with time windows based on 
forecasts 

3.1 Applied approach 

Proposed methodology based on an integration of robust shortest path R-SPP with the 
vehicle routing problem with time windows - VRP-TW which is approximation of 
robust vehicle routing problem with time windows - R-VRP-TW. More precisely the 
approach was described in [9] and in previous authors works [22-24]. The main con-
cept is presented on Fig. 2. 

Proposed approach based on external data such current traffic at urban road net-
work, specification of demand to be served, transportation company data and finally, 
the most important, the prediction values of travel times and its corresponding estima-
tion errors. The model assumed that each section of the network is characterised by 
interval travel times and the values are different and dependent on a given number of 
time intervals. The given arrival time defined by customers time windows, the length 
of time windows, the prediction errors for this time window and predicted value of 
travel time related to interval time-dependent model of time are used to define the 
uncertainty sets for travel time to each road section. E.g. uncertainty set for travel 
time between i-th customer and j-th customers is created on: predicted travel time in 
road network during related time windows for i-th customer and related estimation 
error for this time interval. That pre-processed data are used to compute the robust 
paths between all pair of customers and it is determinate by bi-criteria robust path 
problem. The procedure simplifies the computable complexity of problem and creates 
new virtual graph with robust cost and paths. The criteria are minimizing of the travel 
time and minimizing the distance. Using two criteria is crucial, especially in robust 
approach applied to urban traffic environment, because when only single criterion is 
used, it is possible to obtain solution with good robustness of travel time, but the dis-
tance may be unnecessarily large [23]. The output of first stage of proposed method-
ology is virtual complete graph defining virtual connection between customers and 
depot. The attributes of edges are set of robust paths and robust travelling times. 

In the second stage of approach the classical model of VRP-TW is used. Based on 
obtained solution and first stage output the robust solution for robust vehicle routing 
problem with time windows is computed. 
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There are the following variables in the model: xij means whether the arc (i,j) is in 
the path; yij additional variable which corresponds to the optimal solution of the origi-
nal problem (uncertain model); αij additional dual variable, resulting from the lineari-
zation of the SPP uncertain model and θ additional dual variable, resulting from the 
linearization of the SPP uncertain model. 

The criterion function of the RSPP model consists of two elements: minimization 
of travelling time and minimization of distance, and can take the following form: 

 ������:   �����,�� �� ∙ ������ !
���"#���� ! + �1 − �� ∙ ������ !

���"#���� !' (2) 

 (� ≥ ∑ +,- ∙ .,-�,,-�∈0 + 1 ∙ 2 + ∑ 3,-�,,-�∈0  (3) 
 (
 ≥ ∑ +,- ∙ 4,-�,,-�∈0  (4) 

 ∑ +,-{-:�,,-�∈0} − ∑ +-,{-:�-,,�∈0}  71,    �89 �  89:−1, �89 �  ;<=0,              �. 8. @.
A (5) 

 1 + 3,- ≥ .,-BCD ∙ E,- , ∀��, G� ∈ H (6) 

 −E,- ≤ +,- ≤ E,- , ∀��, G� ∈ J (7) 

 +,-  {0,1}, ∀��, G� ∈ J;    E,- ≥ 0, ∀��, G� ∈ J;   3,- ≥ 0, ∀��, G� ∈ J;   1 ≥ 0  (8) 

The criterion function (2) has been written in the normalized form. The normaliza-
tion has been introduced due to the fact of adding two different criteria with varying 
units of measure. Parameters F1

min, F1
max mean respectively the minimum/ maximum 

travel time in a given network, and parameters F2
min, F2

max - respectively the mini-
mum/ maximum length of path in a given network where the distance was the crite-
rion. The additional parameter W was introduced in order to be able to assign appro-
priate weights to a given member of the criterion. The limitation (3) corresponds to 
the criterion of time in which the travel time uncertainty was accounted for. In addi-
tion to dual variable, the inequality also includes a new parameter Γ which in the 
literature on the subject matter is interpreted as level of conservatism of the obtained 
solution. In practice, it determines the number of coefficients of criterion function 
costs matrix for which there are deviations from the average value. If Γ=|V|, then min-
max approach is applied, such as Soyster model [30]. The expression (4) is the second 
model criterion – minimization of the total path length. Limitations (5) ensure the 
proper flow in graph. Constraints (6) and (7) relate to the dual variables which guar-
antee the correctness of the robust solution of the original problem. The last limita-
tions (8) result from determination of the type of variables. 

Vehicle routing problem with time windows 
The RSPP can be presented using the graph theory, where it is assumed that: there 

is a directed complete graph GVRP = (VVRP,AVRP), where VVRP = {1,2,…,n} is the set 
of vertices, and AVRP = {(i,j): i ˄j∈V, i≠j} is the set of directed graph arcs. The set 
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C⊂VVRP is the set if customers indices, C={2,3,...,n). Depot is V1. To each arc (i,j) 
from the set AVRP assigned travel time Tij

VRP obtained from R-SPP. The problem is to 
find the optimum solution minimizing the total duration of traveling times. Every 
customer form C has assigned the demand di > 0, service time si > 0 and time win-
dows for start time of transportation services, twi = [ai,bi]. The depot has m number of 
vehicles, K={1,2,...,m} and capacity of each is defined by Q. 

There are the following variables in the model: Xij
VRP means whether the arc (i,j) is 

in the path; Yi additional variable which corresponds to arrival time to i-th customer; 
Dij additional variable related to goods flow between (i,j) pair of customers 

The aim of VRP-TW optimization model is to determine the optimal solution of 
vehicle routes by minimizing the travelling time: 

 �L�� − .��:   minP ∑ XRS ∙ TRSUVW�R,S�∈X  (9) 

 ∑ XRSS∈UYZ[  1,   ∀� ∈ \  (10) 

 ∑ XSRS∈UYZ[  1,   ∀� ∈ \ (11) 

 ∑ X]S ≤ mS∈^  (12) 

 ∑ DRSS∈UYZ[ − ∑ DSRS∈UYZ[  dR,   ∀� ∈ \ (13) 

 4,- ≤ a ∙ b,- , ∀��, G�  ∈ cde�  (14) 

 �, − �- + maxhi, + .,-de� + =, − j-; 0k ∙ b,- ≤ i, − j- ,   ∀��, G�  ∈ cde� (15) 

 j, ≤ �, ≤ i, ,   ,   ∀� ∈ Lde� (16) 

 �, ≥ 0,   ∀� ∈ Lde�;   4,- ≥ 0,   ∀��, G�  ∈ cde�;   b,-de�  {0; 1},   ∀��, G�  ∈ cde� (17) 

The criterion function is minimization of total travel time (9). The limitations (10) 
and (11) correspond to flow constraints in graph. The expression (12) ensures that at 
least m number of vehicle will be used. The proper goods flow is guaranteed by con-
straints (13) and (14). The time windows constraints are defined by (15) and (16). The 
last limitations (17) result from determination of the type of variables. 

4 Case study 

4.1 Assumptions and data 

The models presented in previous sections of the paper have been used to check what 
advantages and disadvantages can be obtained by using robust models in determining 
the routes in a city combined with prediction form artificial neural networks. The 
analysis was performed for the real road network in Krakow, Poland. Analyzed road 
network was converted to graph representation, which consists 251 vertices and 548 
directed arcs. The traveling time for analyzed network were achieved by functionality 
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of Google Maps Distance Matrix API. The travel time values were prepared for one 
week with 10 minutes

To shown the efficiency of artific
ample was computed for selected sections. 
minutes ahead and covered time period equals 2 days. The prediction model was u
dated every 20 minutes as soon as latest traffic
forecasts was evaluated by Mean Absolute Percentage Error (MAPE) and Root Mean 
Square Error. For all population of prediction errors 
Q0.75) have been calculated
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─ Variant 1 - the travel times was randomly generated from 
range: [Tij

(e); Tij
(e)+ξ⋅MAPEij⋅ Tij

(e)], where ξ is randomly generated numbers from 
range [0.2; 0.5], 

─ Variant 2 - [Tij
(e); Tij

(e)+ ξ⋅MAPEij⋅ Tij
(e)], where ξ is randomly generated numbers 

from range [0.5; 1.0], 
─ Variant 3 - [Tij

(e); Tij
(e)+ ξ⋅MAPEij⋅ Tij

(e)] where ξ is randomly generated numbers 
from range [0.7; 1.5], 

─  Variant 4 - [Tij
(e); Tij

(e)+ ξ⋅MAPEij⋅ Tij
(e)] where ξ is randomly generated numbers 

from range [1.0; 2.0]. 

The generated comparing data were used to evaluate the quality of solutions for both 
optimization approaches. The obtained results are presented in Table 1 - value repre-
sents the mean value for whole set of all 100 scenarios within the variant. 

The calculations are to show that despite using advanced forecasting methods such, 
the differences in paths routing significantly affect the final costs. Please note that the 
presented simulations do not account for the dynamism of the transport system and 
non-recurrent situations, i.e. the road incidents. Main advantages of using the pro-
posed approach are the reduction of total travel time, up to 9%, and high reduction of 
late arrival to the customers. The so-called "price of robustness" of obtain solution is 
the increase the waiting time, but what is most important, the size of growth of the 
wait time is not equivalent size of growth of decrease of late time (the parameters do 
not compensate each other). Only one instances, n=60, the increasing of distance was 
noted - meanly up to 2.7%. 

Table 2. Simulation results for deterministic approach for VRP-TW based on forecasting val-
ues. 

Deterministic 
scenario 

Travel 
time [s] 

Total travel 
time [s] 

Waiting 
time [s] 

Late time 
[s] 

Distance 
[m] 

No. of 
routes [-] 

n=50 

Variant 1 152.9 557.9 0.0 30.2 

52 517.0 4 
Variant 2 185.1 590.1 0.0 60.6 
Variant 3 233.1 638.1 0.0 135.1 
Variant 4 275.8 680.8 0.0 245.0 

Mean 211.7 616.7 0.0 117.7 - - 

n=60 

Variant 1 129.7 625.7 0.0 49.5 

48 579.9 3 
Variant 2 154.6 650.6 0.0 104.8 
Variant 3 192.6 688.6 0.0 220.8 
Variant 4 227.4 723.4 0.0 330.5 

Mean 176.1 672.1 0.0 176.4 - - 

n=70 

Variant 1 134.1 675.1 0.0 20.3 

54 239.5 3 
Variant 2 158.9 699.9 0.0 86.5 
Variant 3 197.9 738.9 0.0 266.4 
Variant 4 229.5 770.5 0.0 463.4 

Mean 180.1 721.1 0.0 209.2 - - 
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Table 3. Simulation results for robust approach for VRP-TW based on forecasting values and 
prediction errors. 

Robust scenario Travel 
time [s] 

Total travel 
time [s] 

Waiting 
time [s] 

Late time 
[s] 

Distance 
[m] 

No. of 
routes [-] 

n=50 

Variant 1 139.9 544.9 75.8 0.0 

48 568.1 3 
Variant 2 169.9 574.9 9.1 0.0 
Variant 3 213.1 618.1 0.0 16.9 
Variant 4 252.4 657.4 0.0 103.9 

Mean 193.8 598.8 21.2 30.2 - - 

n=60 

Variant 1 123.5 619.5 40.2 0.0 

49 919.2 3 
Variant 2 145.9 641.9 10.5 0.0 
Variant 3 178.9 674.9 0.0 11.9 
Variant 4 213.2 709.2 0.0 74.4 

Mean 165.4 661.4 12.7 21.6 - - 

n=70 

Variant 1 132.6 673.6 61.2 0.0 

54 032.0 3 
Variant 2 157.2 698.2 19.1 0.0 
Variant 3 193.7 734.7 0.0 8.0 
Variant 4 228,3 769,3 0,0 53,6 

Mean 178,0 719,0 20,1 15,4 - - 

5 Summary 

The research presents two important issues: application of artificial neural network 
to forecast the travel times in urban road network and advanced use the characteristic 
any forecast method to vehicle routing problem. Despite many advanced methods of 
short-term urban traffic forecasting, there is a clear need for using robust models to 
determine the routes of vehicles which provide transport services inside cities. High 
variability and indeterminacy is a natural feature of traffic, particularly in urbanized 
areas. Hence, in order to obtain more effective and reliable data it makes sense to 
account for uncertainty of forecast data while planning the routes for urban logistics 
vehicles. The results obtained in the calculation example indicate that use of forecast-
ing techniques with robust optimization models has a positive impact on the quality of 
final solutions. The approach presented in the paper can be used with success in prac-
tical operation of transport and logistics companies. 
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Abstract 

 

Electricity price forecasting is very important in a competitive market. Decision 

makers highly benefit from accurate forecasting. Shocks to demand or supply affect 

the electricity prices since electricity cannot be stored. As a result, electricity prices 

show high volatility. Additionally, it may have multiple levels of seasonality such as 

our case. Thus it makes forecasting very difficult with conventional methods.  

In this study, a hybrid model is constructed with SARIMA and NARX models for 

analysis of hourly electricity prices in Turkey. Time series can contain both linear and 

nonlinear patterns. Thus, using a hybrid model can give better results in forecasting.  

Both linear and nonlinear parts of the time series can be modeled by this approach. In 

this study, electricity prices and electricity demand variables are used. Seasonal Auto-

regressive Integrated Moving Average (SARIMA) model is used to capture the linear 

behavior of the electricity price series. However, nonlinear patterns cannot be mod-

eled by SARIMA models. Neural Network is used to model the nonlinearity in the 

series. After that, residuals of this SARIMA model is used as output variable in the 

Nonlinear Autoregressive Model with Exogenous Inputs (NARX). Electricity demand 

is used as exogenous variable in NARX model. Number of hidden neurons and num-

ber of delays are determined according to have a well performed network. Linear 

modeling is implemented in R and NARX model is built using Neural Network Time 

Series Tool in MATLAB.  

 

Keywords: Electricity price forecasting, Hybrid method, Neural Network. 
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1 Introduction 

1.1 Data Description 

The data set used in this study is hourly electricity demand (in MWh) and price (in 

TL/MWh) of Turkey. Series is from 1st January 2012 to 11 June 2014. This time peri-

od equivalent to 21342 hours. There is multiple seasonality (daily, weekly, monthly) 

in the price. 

 

 

1.2 Methodology  

In ARIMA modeling linear structure is assumed. So, nonlinear behaviors cannot be 

captured. On the other hand, artificial neural networks (ANNs) can be used for non-

linear modeling. Time series generally have both linear and nonlinear patterns. 

Zhang [1] proposed a hybrid methodology which combines linear and nonlinear com-

ponents as follows: 

 y L Nt t t   (1) 

 

where yt shows the time series, Lt shows the linear component and Nt shows the non-

linear component. 

 

Price forecasts are obtained by using this hybrid methodology. Since there are multi-

ple levels of seasonality, a model with dummy variables is fitted to handle the weekly 

seasonality. 

 

Algorithm that is used for electricity price forecasting as follows: 

Step 1. A model with dummy variables are constructed to eliminate weekly seasonali-

ty. 

Step 2. SARIMA model is constructed with the residuals of the model in step 1. 

Step 3. NARX neural network model is used for modeling the residuals of the model 

in step 2 and demand is used as input variable. 

Step 4. Forecasts for demand is obtained. 

Step 5. Forecasts are combined using the hybrid model. 

 

We are expecting to have more accurate forecasts with hybrid methodology than us-

ing only SARIMA or only neural network models. Additionally, fitting SARIMA 

model to the series can solve the overfitting problem which is caused by neural net-

work model. Therefore, we propose a three stage hybrid SARIMA and NARX neural 

network model for forecasting hourly electricity price. 
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Abstract. Forecasting intraday risk measures such as Value-at-Risk
(VaR) and Expected Shortfall (ES) for high-frequency financial data
has gained increasing interest since the volume of high-frequency trading
stepped up over the two last decades. This paper proposes an autoregres-
sive moving average multiplicative component generalized autoregressive
conditional heteroskedastic (ARMA-mcsGARCH) model with innova-
tions following a multimodal extension of the Exponential Power Dis-
tribution (EPD), called the Orthogonal Polynomial Exponential Power
Distribution (OPEPD). An application to risk measurement for high-
frequency data is presented. An ARMA-mcsGARCH model is fitted to
Financial Times Stock Exchange (FTSE) 100 intraday returns. Perfor-
mances for VaR and ES estimation are evaluated. We show that the
OPEPD outperforms commonly used distributions in risk measurement.

Keywords: Multimodality, Asymmetric distributions, Expected short-
fall, Value-at-Risk, mcsGARCH model

1 Introduction

Over the two last decades, the rise of high-frequency trading and the availability
of intraday data for financial assets led market participants to focus on intra-
day volatility. Modelling and forecasting high-frequency volatility is a subject of
great importance in estimation of risk measures such as VaR and ES. Conven-
tional GARCH models [1], [2] were run on high-frequency data and the resulting
model parameters were not consistent between different intraday frequencies,
mostly due to the noticeable diurnal patterns of volatility [3]. Recently, [3] de-
veloped the mcsGARCH model based on [4]. It decomposes the volatility of price
returns into three multiplicative components, namely daily, diurnal and stochas-
tic. Fitting a mcsGARCH model requires two steps. First, we are interested
in the estimation of the daily component which is a daily determined forecast
volatility. To do so, a large literature exists and GARCH-based models are effi-
cient for daily data [5]. For daily data, a special attention shall be paid to the
innovations of the GARCH models: their distribution exhibit high kurtosis and
left-skewness highly impacting estimation of risk measures and therefore port-
folio optimization. Once the daily component is obtained, a mcsGARCH model
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2 Forecasting intraday Risk Measures using multimodal distributions

is fitted to the corresponding intraday data. The interrelated innovations show
extreme kurtosis and skewness and they are fitted with an OPEPD distribution.

Recently, Polynomial-Normal [9] and Polynomial-t-Student distributions [10]
were used to fit the innovation of GARCH models for financial series. It is shown
that such polynomial-distributions improve performance in risk measurement
compared to their non-polynomial counterparts. In this paper, we propose an
OPEPD which presents two different moment parameters controlling the skew-
ness and kurtosis. A polynomial-like component is multiplied to manage multi-
modality.

The paper is organized as follows. Section 2 proposes a new OPEPD and
its main characteristics are exposed. Section 3 is dedicated to an application of
the OPEPD to risk measurement for the FTSE 100 index over a period of two
months covering ”Brexit” referendum in June 2016. An ARMA-GARCH model
with OPEPD innovations is derived for mcsGARCH daily component estimation.
Then, an ARMA-mcsGARCH model with OPEPD innovations is used to forecast
risk for high-frequency data. Backtesting and comparison of performances for
VaR and ES estimation under different innovation distributions are presented.
Concluding remarks can be found in Section 4.

2 An Orthogonal Polynomial Exponential Power
Distribution

The generalized error distribution class, initially proposed by [11], is called Ex-
ponential Power Distribution (EPD) by [12]. The corresponding density function
is

fEPD(x|α, µ, σ) =
1

σ
fα

[
x− µ
σ

]
,

where fα(x) = cα exp(−|x|α), α > 0 is the shape parameter, c−1
α = 2Γ (1 + 1/α)

and Γ is the Gamma function, µ ∈ R is the location parameter and σ > 0
is the scale parameter. The OPEPD is an polynomial extension of the EPD
and presents two different shape parameters a and b controlling respectively the
skewness and kurtosis of the distribution. Both parameters have a clear interpre-
tation and are directly related to the 3th and 4th moment of the OPEPD. The
singularity of the OPEPD is the presence of a multimodal component through
the use of orthogonal polynomials. Following the work of [13], we derive a special
case of orthogonal polynomials. The sequence of monic polynomials of degree n,
pn(x), n ∈ N is said to be orthogonal for the measure µ if

∫
R |x|

kdµ(x) <∞ for
all integer k and

〈pn | pm〉 =

∫
R
pn(x)pm(x)dµ(x) = δnm

∫
R
xnpn(x)dµ(x) = δnmγn , (1)

where δmn = 1 if m = n and 0 otherwise. Setting p0(x) = 1, the sequence pn(x)
is uniquely defined by (1) and can be obtained by the Gram-Schmidt process.
We have

γn =
det(Qn+1)

det(Qn)
, (2)
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where Qn denotes the submatrix resulting from the deletion of the (n+1)th row
and the (n+ 1)th column of Mn+1(x) defined by

Mn+1(x) =


m0 m1 . . . mn

...
...

...
...

mn−1 mn . . . m2n−1

1 x . . . xn

 ,

and mk =
∫
R x

kdµ(x) <∞. Furthermore,

pn(x) =
det(Mn+1(x))

det(Qn)
. (3)

We consider here the polynomial q(x, a, b, α) = 1+ a
γ3
p3(x, α)+ b

γ4
p4(x, α) where

pn(x, α) is the nth orthogonal polynomial of the EPD density with (µ, σ) = (0, 1).
Finally, the OPEPD density function is given as follows

fOPEPD(x, η) = q(
x− µ
σ

, a, b, α)fEPD(x|α, µ, σ) , (4)

where η = (µ, σ, a, b, α). The non-negativeness of OPEPD is investigated and
the set Ξ of admissible values of (a, b), α being fixed, for fOPEPD(x, η) to be
well-defined, can be given. The set Ξ provides the equations of the frontier and
the maximum absolute values for (a, b) are respectively called maxa and maxb.
When α = 1

2 , we have maxa = 41.2 and maxb = 12476, where maxa and maxb
represent, respectively, the maximum skewness and kurtosis that the OPEPD
can reach.

3 Real Data Example

This section aims to evaluate the performance of risk measure estimation under
unstable periods of time. Especially, we analyze the VaR and ES estimation with
high-frequency FTSE data during the ”Brexit” period. An ARMA-mcsGARCH
model is fitted and this method requires two steps. First, we consider FTSE
daily log-return (Y dt ) from January 1, 2013 to May 14, 2016, totalling T d =
850 daily observations. An ARMA-GARCH model with OPEPD innovations is
fitted to the in-sample data and one-day-ahead daily volatility forecast σ̂dt are
computed over the out-of-sample period from May 15, 2016 to July 15, 2016
(F d = 44 forecasts). Second, 1-minute FTSE returns (Y HF

t,i ) follow an ARMA-

mcsGARCH model for the in-sample period (THF = 840 observations for each
of the NHF = 24 days from May 15, 2016 to June 19, 2016). One minute-ahead
VaR and ES are then estimated over the period from June 20, 2016 to July 15,
2016 covering the ”Brexit” referendum.

[3] proposes a GARCH model for high-frequency intraday financial returns
called mcsGARCH. The conditional variance is specified to be a multiplicative
product of daily, diurnal, and stochastic intraday volatility. Days are here indexed
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4 Forecasting intraday Risk Measures using multimodal distributions

by t = 1, ..., NHF and 1-minute intervals by i = 1, ..., THF. Under this indexation,
we note (t, i)+j the jth data point following the one at indexed time (t, i). (Y HF

t,i )
is described by the following process:

Y HF
t,i =

l∑
j=1

φHF
j Y HF

(t,i)−j +XHF
t,i +

m∑
j=1

θHF
j XHF

(t,i)−j ,

XHF
t,i = σdt siqt,iε

HF
t,i , (5)

(qt,i)
2 = a0 +

u∑
j=1

aj(X
HF
(t,i)−j)

2 +
v∑
j=1

bj(q(t,i)−j)
2 ,

where σdt is the daily volatility and is estimated by its forecast σ̂dt from (Y dt )
(assumed to follow an ARMA-GARCH model with OPEPD innovations), si
is the diurnal volatility pattern, qt,i is the intraday volatility component with
E(q2t,i) = 1 and εHF

t,i is an error term. εHF
t,i follows a standardized OPEPD dis-

tribution obtained by taking µ = 0 and σ = 1. The parameters are estimated

Table 1. Statistical characteristics of ε̂HF
t,i .

Signal Mean Standard Deviation Min Max Skewness Excess Kurtosis

εHF
t,i 0.01 3.53 -595.43 126.17 -88.23 15062.31

with maximum likelihood estimation (MLE). Then, we have access to an esti-
mate ε̂HF

t,i of the innovations εHF
t,i of the mcsGARCH model. The main statistical

characteristics of ε̂HF
t,i are presented in Tab. 1. This Table points out the need

for distributions that can reach extreme values of skewness and kurtosis. The
above-mentioned maximum value maxa and maxb shows that the OPEPD is a
good candidate for modelling such innovations while classical distributions can’t
be used for intraday financial data. Backtesting procedures are applied for both
VaR and ES. We show that the OPEPD outperforms commonly used distribu-
tions in risk measurement when applied to high-frequency financial data.

4 Conclusion

This paper proposes an ARMA-mcsGARCH model with innovations following
the OPEPD. An application to risk measurement for high-frequency data is
given and time series analysis through the mcsGARCH model exhibit good per-
formance.
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Astronomical Time Delay Estimations
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Abstract. Estimating time lags between astronomical time series data
of brightness is known to be challenging due to their sparse observations.
We propose a Bayesian method based on a state-space model to estimate
the time delays between these irregularly sampled time series data. This
method can be applied to many kinds of black-hole systems in which
accretion-type light variations are observed. We apply this method to the
multi-wavelength observational data of V404 Cyg, a black-hole binary,
and estimate time delays on timescales of several tens of seconds with
high accuracy.

Keywords: Bayesian inference, state-space model, accretion, black holes
physics

1 Introduction

Astronomical time series data of brightness, called light curves that exhibit light
variations of stars with time, are sparsely observed for several reasons. We can
observe stars only at night with ground-based telescopes. Bad weather condi-
tions also deter us to obtain evenly-spaced time series. Even if we observe stars
through astronomical satellites, the observation becomes impossible for a spe-
cific period of time due to the star position in the sky and/or the position of the
satellites. Consequently, astronomers obtain unevenly-spaced time series with
possibly large gaps between observations. In addition, measurement errors are
heteroskedastic.

Astronomers often observe the same target in different wavelengths (opti-
cal, ultraviolet, X-ray, radio wavelengths, and so on) with different telescopes
and/or detecters. In this case, it is difficult to achieve completely simultaneous
multi-wavelength light curves because light curves in different wavelengths would
appear different. Moreover, each of them is an irregularly-sampled and sparse
data set as described above. A realistic data set displayed in Fig. 1 shows these
features.

If these multi-wavelength light curves are correlated with each other, their
time delay estimate gives astronomers important information about the state of
our universe, the structure of astronomical objects and the origin of radiation
from them. However, the time delay estimation is challenging mainly due to
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2 Astronomical Time Delay Estimations

the sparse samplings of the astronomical time series. In astronomy, for example,
a grid-based cross-correlation function has been widely used despite its limited
applicability to almost evenly-sampled and completely simultaneous high-quality
data. Also, astronomers usually interpolate the light curves to use the cross-
correlation function method without any physical modeling. Additionally, many
simultaneous multi-wavelength sparse light curves have not been used in the
time delay estimation although recent developments of astronomical surveys and
telescopes will provide enormous amount of multi-wavelength light curves in the
near future.

Thus, the development of the sophisticated time delay estimation method is
necessary and we solve all these difficulties by adopting a Bayesian approach.
In this paper, we introduce our approach to the time delay estimation between
multi-wavelength sparse light curves with a Bayesian state-space model.

0.35 0.40 0.45 0.50 0.55 0.60 0.65 0.70 0.75

5

10

15

X−ray Optical

100

101

102

103

104

Fig. 1. An example of two astronomical time series in different wavelengths. They
are light variations during the 2015 June outburst in V404 Cyg, a black-hole X-ray
transient. The vertical axis represents brightness of the object in units of magnitudes
(an astronomical logarithmic measure of brightness) and the horizontal axis indicates
the observation time in units of barycentric Julian dates minus 2457200. The blue
and green circles denote the light curves in the X-ray 25–60 keV band (taken by the
INTEGRAL satellite) and the optical V band (taken by ground-based telescopes).

2 Importance of Time Delay Estimation in Astronomy

Analyses on the time delays between several correlated light curves are crucial
in astronomical probes. Here we focus on accretion-type light variations1 and
introduce three areas where the time delay estimation plays an important role.

1 When gas accreted onto a compact abject (a white dwarf, a neutron star and a black
hole), the gravitational energy of the gas is released outside as light rays.
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Astronomical Time Delay Estimations 3

2.1 Gravitationally Lensed Quasars

A strong gravity of a massive object bends light rays from another object be-
hind the massive object. This phenomenon is called “gravitational lensing”. For
instance, when a massive galaxy intervenes between a quasar2 and the earth,
light rays from the quasar are bent by the gravitational field of the massive
intervening galaxy. The bent light rays pass through some different routes and
form multiple images in slightly different locations in the sky. Reconstructing
light curves from each of the gravitational lensed images, we will find that the
fluctuation pattern of one light curve is lagging behind in time. Also, one light
curve is offset in brightness to the other due to their different trajectories from
the quasar to Earth and differing degrees of lensing magnification. Moreover,
each of the images can exhibit an extrinsic variability of brightness since each of
light paths is subject to various microlensing effects3 [1].

Estimating the time delay between gravitationally lensed quasar light curves
provides valuable information in cosmology [2]. It has been used to determine
the Hubble constant, the current expansion rate of the Universe [3]. This is
because the time delay is inversely proportional to the Hubble constant [4]. In
addition, investigating the gravitational lensing effect is related to the probe of
dark matter.4 Moreover, an accurate time delay estimation could also constrain
the matter density and the dark energy equation of state [5].

2.2 Reverberation Mapping in Active Galactic Nuclei

Active galactic nuclei including quasars are enormous and luminous central re-
gion of galaxies. They have supermassive black holes at the center and accretion
disks are formed around them, which are surrounded with broad-line regions,
lumps of moving gas. The optical or ultraviolet continuum radiation from accre-
tion disks shows stochastic variability, and photoionizes gas around them and
drives broad emission lines after a light travel time. The emission-line variations
are considered to be scaled and smoothed according to the size and movement
of the broad-line region.

Although the central engine is believed to be accretion of matter onto super-
massive black holes, it is difficult to study the small angular scales involved in
the accretion process. A delay of the emission-line variability to the continuum
one has been utilized to investigate the structure around the central black holes.
We can deduce the structure of the broad-line regions from the estimation of
time delay between the continuum and emission-line variations. This method is
known as “reverberation mapping” [6]. We can also estimate the black hole mass
with the time delay and the velocity dispersion of the responding emission-line
gas [7].
2 Quasars are the most luminous active galaxies having supermassive black holes at
the center. They become bright when the central black holes absorb gas around
them.

3 Microlensing is magnification of light brightness when the light ray passes close to
moving stars within the intervening galaxy.

4 Dark matter fills with galaxies, but is invisible because of no radiation.
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4 Astronomical Time Delay Estimations

2.3 Origin of Short-term Variability in X-ray Transients

X-ray transients are binary systems composed of a black hole or a neutron star
and a low-mass star. As in active galactic nuclei, an accretion disk is formed
around the central compact object (see Fig. 2). They go through sporadic out-
bursts which are sudden increase of the luminosity of the accretion disk in multi-
wavelengths. The outbursts are believed to be caused by the disk instability due
to partial ionization of Hydrogen [8].

The global trend of their outbursts can be explained by the disk instability
model. However, the origin of short-term variability which has been sometimes
observed in their outbursts is not clearly known. To investigate the origin of the
short-term variability, the time delay estimations between optical and X-ray light
variations has been performed because the time delay depends on the radiation
process and the disk structure to some extent (see Fig. 3). For instance, optical
delays on timescales of several tens of seconds represent X-ray reprocessing5 [9,
10]. This phenomenon is similar to the reverberation in the field of active galactic
nuclei. Since the disk has some width in the radial direction, the time delay
becomes wide in the time direction in general. On the other hand, very short
time lags close to zero suggest the synchrotron emission [11, 12]. Additionally,
large time delays in optical more than ten minutes would be produced by the
adiabatically expanding jet ejections from the vicinity of the central object [13,
14].

Fig. 2. Schematic figure of an X-ray transient.

3 Our Bayesian Approach

We introduce our Bayesian approach in the context of X-ray transients described
in Sec. 2.3. We estimate time delays between multi-wavelength light curves of

5 A part of radiated X-rays from the inner disk are absorbed at the outer disk and
optical lights are re-emitted from the warm outer disk.
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Fig. 3. Schematic picture of the structure of X-ray transient and related radiation
processes producing different time lags.

V404 Cyg, a black-hole binary with a Bayesian method that was originally pro-
posed for gravitational lensed systems [17]. This Bayesian method models the
observational light curves using a state-space model and produces the posterior
distribution of the time delay. We describe the formulation of our method in
Sec. 3.1 and analyze the realistic data of V404 Cyg using the method in Sec. 3.2.

3.1 Bayesian State-space Model for Time Delay Estimation

Our method is specified in [17], and we briefly introduce its overview here. First,
we introduce the observation equation of a state-space model. We denote n ob-
served magnitudes of one light curve by x = {x1, x2, . . . , xn} that are measured
at irregularly-sampled observation times tx1 , tx2 , . . . , txn . Similarly, we denote m
observed magnitudes of the other light curve by y = {y1, y2, . . . , ym} that are
observed at irregularly-sampled observation times ty1 , ty2 , . . . , tym . These mag-
nitudes are observed up to their heteroskedastic measurement errors and we
denote the known measurement standard deviations by δi for xi and ηj for yj .
The measurement errors are Gaussian, and thus the observed magnitudes follow
Gaussian distributions centered at the unknown latent magnitudes with stan-
dard deviations of the measurement errors, i.e.,

xi | X(txi) ∼ N
(
X(txi), δ2i

)
for i = 1, 2, . . . , n,

yj | Y (tyj ) ∼ N
(
Y (tyj ), η2j

)
for j = 1, 2, . . . ,m. (1)
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where X(txi
) represents the latent magnitude corresponding to xi and Y (tyj

)
indicates that corresponding to yj .

We assume that one of the continuous-time latent light curves is a shifted
version of the other by the time delay ∆ in the horizontal axis and by the
magnitude offset β in the vertical axis, i.e., Y (t) = X(t−∆)+β for t ∈ R. This
curve-shifting assumption [18] enables representing all the observed magnitudes
by a single latent light curve X(t), e.g., equation (1) can be expressed as

yj | X(tyj −∆),∆, β ∼ N
(
X(tyj −∆) + β, η2j

)
for j = 1, 2, . . . ,m. (2)

Fig. 4 displays a diagram describing this data generation procedure.

Fig. 4. Flowchart of a state-space model. Here, X(ti), x(tj) and y(tk) represent the
latent magnitude, the observational magnitude at time tj and the observational mag-
nitude at time tk, respectively. Each observation is assumed to be a realization of the
latent magnitude up to a heteroskedastic measurement error; see equations (1) and (1)
for details.

We assume that the latent light curve, X(t), is a realization of an Ornstein-
Uhlenbeck (O-U) process (also called a damped random walk (DRW) process
among astronomers) [15]. The O-U process is suitable for modeling accretion-
type light variations in both active galactic nuclei and black-hole binaries because
of their power-law type power spectral density. This process is defined by the
following stochastic differential equation including three parameters,

dX(t) = −1

τ
(X(t)− µ)dt+ σdB(t). (3)

Here µ and σ denote the overall mean and short-term variation of the underlying
O-U process on the magnitude scale, respectively, τ is a timescale of the process
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in days, and B(t) is a standard Brownian motion. The solution of this equation
gives us a Gaussian conditional distributions among the unknown magnitudes
as follows:

X(t∆1 ) ∼ N

(
µ,

τσ2

2

)
, and for i = 2, 3, . . . , n+m,

X(t∆i ) | X(t∆i−1) ∼ N

(
µ+ ai

(
X(t∆i−1)− µ

)
,
τσ2

2
(1− a2i )

)
(4)

where ai = exp(−(t∆i − t∆i−1)/τ) and t∆ = (t∆1 , . . . , t∆n+m) denote the sorted vec-
tor of n+m observation times among the n observation times, tx1 , . . . , txn , and
the m time-delay-shifted observation times, ty1 −∆, . . . , tym −∆. We collectively
denote all the latent magnitudes by X(t∆). These conditional distributions de-
fine the relationship between a pair of adjoining latent magnitudes in the state
equation of a state-space model.

We set up scientifically motivated independent prior distributions for the five
unknown parameters, ∆, β, µ, σ, and τ , as follows.

∆ ∼ Uniform(w1, w2)

β ∼ N(0, 105)

µ ∼ Uniform(−30, 30) (5)

σ2 ∼ inverse Gamma(1, 1)

τ2 ∼ inverse Gamma(1, 2× 10−7).

We may obtain the information about the minimum and maximum values of
the time delay, w1 and w2, from the results of past analyses and astronomical
probes using a physical model. The scales of the prior distributions of σ and
τ are chosen to reflect on the large amplitude and the small timescale of the
variability. See Sec. 2.4 and 2.5 of [17] for details and motivation for the choice
of these prior distributions.

The resulting full posterior density of the unknown parameters is π(∆,β, µ, σ, τ,X(t∆))
and is proportional to the multiplication of the probability density functions
whose distributions are specified in equations (1), (2), (4) and (5). To sample
the posterior distributions, we use a Metropolis-Hastings within Gibbs sampler
[19] (see Sec. 3 of [17] for details of the sampling method).

3.2 Application to a Black-hole Binary

V404 Cyg, a black-hole X-ray transient, underwent an outburst in June, 2015.
During the outburst, this system showed rapid and violent optical variability
whose origin is under debate [16]. This object also underwent another outburst
in December, 2015 and we performed optical photometry of the outburst through
the VSNET (Variable Star Network) team. Comparing our optical data and
the X-ray light curves of the INTEGRAL Imager on Board the Integral Satel-
lite/CdTe array monitoring6, we found two intervals, labeled as intervals (1)
6 <http://www.isdc.unige.ch/integral/analysis#QLAsources>
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and (2) during which X-ray and optical large-amplitude and stochastic varia-
tions were correlated in the outburst. However, the observational data were too
sparse to apply the conventional method such as cross-correlation functions; see
the upper panels of Fig. 5 for details of the data. Thus we apply the Bayesian
approach specified in Sec. 3.1 to these data.

Before using the Bayesian time delay estimation method, we confirmed that
the power density spectra of the X-ray light variations including the intervals
(1) and (2) were well expressed by a power law. In addition, we derived more
dense X-ray light curves with compact time bins whose sizes are all equal to five
seconds from the INTEGRAL IBIS/ISGRI archived data. Moreover, we scaled
the X-ray light curves to the amplitudes of optical variations since our data do
not completely meet the curve-shifting assumption as described in Sec. 3.1. For
this work, we used the results of the logarithmic regression between the X-ray
and optical luminosity (see Sec. 3.2 of [20] for detailes). The data sets after the
scaling are displayed in the middle panels of Fig. 5.

To implement the time delay estimations for the intervals (1) and (2), we used
an R package, timedelay, which is publicly available at CRAN7. For prepara-
tion, we computed the profile likelihood of the time delay and detected their
dominant modes in each interval. We initialized three Markov chains near the
dominating mode for each time interval, running for 150,000 iterations; we dis-
card the first 50,000 as burn-in iterations. To improve the convergence of the
MCMC for ∆ in the presence of multimodality, we adopted a repelling-attracting
Metropolis algorithm [21]. The Gelman-Rubin convergence diagnostic statistics
[22] of the three chains were 1.0004 and 1.0009 in intervals (1) and (2), respec-
tively, close enough to unity. The posterior distributions of the estimated time
delays are displayed in the bottom panels of Fig. 5. We found that the X-rays
came later than the optical emission by ∼30–50 sec in the two intervals.

As for the origin of the short-term variability, X-ray reprocessing and syn-
chrotron radiation as explained in Sec. 2.3 and Fig. 3 have been well considered
for a long time. However, the estimated X-ray delay is not expected by these
mechanisms. This is because X-ray reprocessing and synchrotron radiation will
produce optical delays on timescales of several tens of seconds and very short
time lags. Therefore, our time delay estimates indicate that fluctuations of mass
accretion flow possibly propagate from the outer disk to the inner disk (see Sec. 4
in [20] for detailes).

4 Discussion and Future Study

In the field of gravitational lensed systems, several model-based methods have
been developed during a blind competition called the Time Delay Challenge
[23]. The competition was to prepare for the upcoming large-scale astronomical
survey with the Large Synoptic Survey Telescope and lasted from October 2013
to July 2014. In the field of reverberation mapping in active galactic nuclei, a

7 <https://cran.r-pro ject.org/package=timedelay>

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 261



Astronomical Time Delay Estimations 9

Fig. 5. Process of time delay estimations. Upper: Simultaneous optical and X-ray light
curves during two intervals in the December outburst in V404 Cyg. The length of each
interval is about an hour. The blue, green and pink circles represent the INTEGRAL
X-ray light curves in the 25–60 keV energy band, the optical V -band data and the
optical IC-band data. Middle: optical light curves and more dense X-ray light curves
after scaling for intervals (1) and (2). Lower: Posterior distributions of the time delays
of the optical variations to the X-ray ones for intervals (1) and (2). The solid line
indicates the posterior median of the time delay and the dashed lines represent the 68%
quantile-based interval. The time delay estimate shown in each figure is the posterior
median with 68% quantile-based interval. There are invisibly small modes near −30.5
and −25.8 seconds in the posterior distribution for interval (1) and near −48.1 seconds
in that for interval (2), but we displayed only major modes. The data were the same
in Figures 2, 4 and 5 in [20].
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10 Astronomical Time Delay Estimations

Gaussian process model with an exponential covariance matrix was introduced
to reconstruct irregularly sampled observational light curves [24]. In the field of
X-ray transients, however, a fully Bayesian method for time delay estimations
between accretion-type light curves was adopted for the first time in our work
[20]; statistically elegant methods other than cross-correlation function or its
analogues had not been used before. The advantages of our Bayesian approach
is to estimate time delays without any interpolations and to compute their er-
rors. In addition, we can obtain the posterior distributions with high accuracy
compared to conventional cross-correlation-based methods. For example, we also
tried computing discrete correlation functions and the resulting errors are more
than 40 times larger than those obtained by our Bayesian method.

Our approach is originally developed for the time delay estimations between
gravitational lensed light curves, but has a great possibility to be extended for
other fields in astronomy. For example, a light curve can be expressed by the
convolution of the other light curve and a transfer function as follows:

Y (t) =

∫
Ψ(∆)X(t−∆)d∆, (6)

where Ψ(∆) is a transfer function. Although the transfer function is a delta
function of the time delay in [17], introducing the triangular or rectangular or
gaussian function as a transfer function will enable us to apply the method
to reverberation mapping in active galactic nuclei. Also in the field of X-ray
transients, this expansion is meaningful because we can estimate the disk size
from the width of the time delay, taking advantage of X-ray reprocessing.

One challenging issue in using a transfer function other than a delta func-
tion is that the transfer function involves some unknown parameters. We cannot
perform the imaging of X-ray transients and active galactic nuclei because they
are too far away from us and thus may appear to be small point souces. Instead
we can obtain light variations of them, which would include some valuable infor-
mation on the structure of these objects. For instance, the shape of smoothing
optical light curves produced by X-ray reprocessing could vary with the structure
of the outer disk. The inference on the transfer function could tell us a detailed
circumstance of the disk. In the near future, enormous observational data will
be collected by the rapid progress of astronomical surveys and big telescopes.
If we obtain rich data, a Bayesian inference on the transfer function might be
possible.

5 Conclusions

Astronomical light curves usually have irregularly-sampled and sparse observa-
tion times. Moreover, we rarely obtain completely simultaneous multi-wavelength
light curves. It is, therefore, necessary to devise the method for time lag estima-
tions between such sparse multi-wavelength light curves. We estimated time lags
between X-ray and optical light curves in a black-hole binary, V404 Cyg, with
high accuracy by using a fully-Bayesian method including state-space model.
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Astronomical Time Delay Estimations 11

From the obtained X-ray delays, we suggested the disk structure was different
in the 2016 outburst from that in the previous outburst. The method that we
used assumes O-U process expresses stochastic light variations, which originate
in the accretion to the central compact object, and could be applied to many
light variations in various black-hole systems by changing the transfer function.
Progress of astronomical study with the method is greatly expected in the near
future.
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Abstract. Period analysis of brightness variations of astronomical ob-
jects is important in understanding the astrophysics. However, there are
some difficulties. The time seriese data in astronomy is not uniformly
sampled because the data is often obtained by several observation equip-
ments and there are observational gap due to the whethear, sun light
and so on. We introduced least absolute shrinkage and seletion opera-
tor (Lasso) for such data. As the results of our research, it is confirmed
that the obtained signal is very sharp compared with descrete Fourier
Transfer. We present three applications to the actual time-series data.

Keywords: period analysis, sparse modeling, Lasso, astronomy, vari-
able stars

1 Introduction

Some astronomical objects called “variable stars” (e.g. pulsating stars and dwarf
novae) show various periodic modulations of brightness. We cannot directly ob-
serve the structures of such objects because they are too far away. Thus it is
important to obtain time-series data of brightness called “light curves” and an-
alyze periods accurately. These periods help us to understand the structure or
physical mechanism of such objects.

When analyzing light curves, astronomers often suffer from some problems.
The light curves are obtained by several observational equipments, then the time
intervals are irregular. Furthermore, we cannot always observe the target due to
the wethear, sun, moon, or seasonal reason. As a result, light curves are basically
sparse data. It is difficult to simply apply a Fast Fourier Transform (FFT) or
descrete Fourier Transform (DFT) to such data. The window function for un-
evenly spaced data is complicated profile, then power spectrum by Fourier often
shows many aliases. Thus it is needed to develop a new method to distinguish
the closely separated signals in sparse data.

Compressed sensing can deals with a class of problems in restoring or es-
timating sparsely scattered, finite number of parameters in a huge dimension.
We know that light curves of some variable stars are composed of finite number
of frequencies. Thus we can apply the method of compressed sensing to period
analysis of variable stars. In this paper, we present the new method of period
analysis and the three applications to the actual time-series data.
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2 Method

We assume a time-series data Y (ti) which is subtracted for their average and
the mean of Y is zero. The observation can be expressed as a sum of signal Ys

and random errors n [5]:

Yi = Y (ti) = Ys(ti) + n(ti) (1)

We assume a simply formulation with the combination of a large set of sine
and cosine functins. Then Ys can be expressed as

Ys(ti) =
∑
rmj

aj cos(ωjti) +
∑
j

bj sin(ωjti) (2)

where ω are frequencies and a and b are amplitiudes. The problem can be
set to estimate a and b from Y .

Basically, the number of ω is too large to solve. Thus we introduced least
absolute shrinkage and seletion operator (Lasso) [4] for period analysis of variable
stars [1]. By using L1 regularization, we can solve such ill-posed problems. For
the sample code, see the appendix in [1].

3 Results

3.1 Application to V1504 Cyg: evenly spaced and high density
time-series data

We review the result of [2]. We were able to obtain evenly spaced and high
density time-series data by Kepler Space Telescope. V1504 Cyg is a dwarf nova
which shows “outbursts” with small periodic variations. Figure 1 shows two-
dimensional discrete Fourier power spectrum and lasso one. In comparison to
discrete Fourier, lasso yields very sharp signals, thus we succeeded in resolving
the complex light curve into two or three periodic variations.

3.2 Application to EZ Lyn: unevenly spaced and sparse time-series
data

We review the result of [3]. EZ Lyn is a pulsating star which has multiple periodic
modulations. Figure 2 represents the two-dimensional lasso power spectrum.
In spite of the noisy and unevenly spaced light curve, we can see very closely
separated multiple signals.

3.3 Application to OV Boo: sinusoidal-like and non-sinusoidal
variations

We will introduce the recent research of the eclipsing binary system “OV Boo”
(Ohnishi et al. in prep.). Two-dimensional lasso power spectrum revealed that
the light curve is composed of two periodic variations (figure 3). Note that one
variation has a sinusoidal-like profile but the other has a profile very different
from sinusoidal.
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Fig. 1. Upper: Kepler light curve of V1504 Cyg, Middle: two-dimensional discrete
Fourier power spectrum, Lower: two-dimensional lasso power spectrum. The sliding
window and the time step used are 5d and 0.5 d, respectively.
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Fig. 2. Upper: light curve of EZ Lyn, Lower: two-dimensional lasso power spectrum.
The sliding window and the time step used are 0.15 d and 0.005 d, respectively.
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Fig. 3. Upper: light curve of OV Boo, Lower: two-dimensional lasso power spectrum.
The sliding window and the time step used are 5 d and 0.5 d, respectively.

4 Summary

I’m so sorry for my incompleted paper. If accepted, I would revise this manuscript
as soon as possible.
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Abstract. We introduce a novel method to explore dissimilarities be-
tween N spatial units on a grid. Given a variable (that can be an av-
erage number over the unit, quantiles of a statistical distribution, a full
distribution etc.), we associate to each unit the values of this variable
computed on the set of its n-nearest neighbouring units (itself included),
with 1 ≤ n ≤ N .
Treating n as an effective time yields a set of time series. These will
converge to the same final value but following different trajectories. An-
alyzing and comparing the differences, eg via clustering algorithms, al-
lows one to quantify spatial dissimilarities on the grid with respect to
the given variable.
We illustrate our method with an example drawn from urban geography.

Keywords: spatial patterns, dissimilarity, effective time, clustering

1 Introduction

In diverse areas of human and social sciences, and chiefly in geography, land
and urban economy, one usually has to work with data available at a given
spatial level – for example census blocks in the USA [1] or output areas in
the UK [2]. Aggregating such blocks leads to various statistical difficulties, the
most famous of which is the so-called “modifiable areal unit problem” first iden-
tified by S. Openshaw [3, 4]. Also, in most instances, elementary spatial units
will exhibit dissimilarities. Indeed, if the data gives the number of medical prac-
titioners, or quantiles of the income distribution within the unit, then generally
units will differ from one another [5]. Such dissimilarities may or may not present
spatial patterns. If they do, the geographical system may be said to exhibit spa-
tial segregation, especially if the variables considered correspond to the relative
proportions of different population groups [6–16].

In this paper we explore how modifiable areal units may actually prove to be
a valuable tool to quantify segregation and spatial patterns of dissimilarities. Our
idea is that instead of only comparing individual units [17], one may gain greater
insight into relative spatial differences by taking into account the broader picture:
that is, by considering ever larger neighbourhoods around a unit. Enlarging the
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area all the way up to the whole city will give the same picture for every unit,
that is, the same values for the variables under consideration. But the path
followed from values at the unit level to values at the metropolitan level will
depend on the starting unit. And these paths will be all the more different as
units (and groups of units) differ from one area of the city to another.

Although intuitively relatively easy to describe, such a procedure presents
a number of difficulties from a statistical point of view. We address some of
them in this paper, therefore introducing a general framework for the definition
of effective-time series (Section 2) associated with each of the smallest spatial
units for various types of data (Section 3): raw numbers, fractions and averages,
quantiles of distributions and full distributions. Finally, we illustrate this new
method using available public data on the city of Paris (Section 4).

2 Effective-Time Series

Consider a grid comprising N fundamental spatial units. For a given unit, de-
fine Gn(i), the cluster formed by itself and its n− 1 nearest neighbouring units.
Thus, G1(i) is just the i-th unit on its own, while GN (i) is the whole grid
(whichever i from which one starts).

Now suppose one has a statistical variable ξ defined on each element of

G = {Gn(i), 1 ≤ i, n ≤ N} .

Then, define for each areal unit i a function fi such that fi(n) gives the value of
ξ computed on Gn(i).

Interpreting n as an effective time, one has for each areal unit i a time series
representing the trajectory that takes ξ from its value on unit i to its value on
the whole grid.

Analyzing these N time series, one then seeks to:

1. identify units that exhibit similar trajectories – this may be done for instance
using clustering algorithms;

2. detect the crossing over between two regimes: the local one and the global
one – in the former, ξ takes values significantly distinct from the one on the
whole grid; in the latter, it takes very similar values.

3 Constructing datasets defined on G

One of the statistical subtleties arises upon building datasets so that they are
defined on G.

Consider indeed the following standard situation: data is available in the
form of a size factor si (eg a number of inhabitants) for each spatial unit, as
well as the value of a possibly multi- or even infinite dimensional variable ξ.
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Fig. 1. Trajectories for the social housing rate, starting from each of 845 statistical
units (so-called IRIS) in Paris. (Colours correspond to larger administrative districts
called Arrondissements.)

This could be the number of offices or services of such and such type available
in the unit, the social housing rate, an average income, a local density of public
transportation, quantiles of a distribution...

When grouping n units, one needs to compute the value of the variable on
the new aggregate. This is done easily in the case when ξ is simply a number:

ξ(Gn(i)) = Σj∈Gn(i) ξ(j) . (1)

Similarly, ξ(Gn(i)) is readily computed when ξ(i) is a rate or an average:

ξ(Gn(i)) =
Σj∈Gn(i) sjξ(j)

Σj∈Gn(i) sj
, (2)

with si the population of unit i (or another relevant size factor).
When ξ is a distribution that is known entirely (eg one knows the income of

every single household in any of the units), one simply aggregates the individual
datasets to obtain the dataset for a group of spatial units, and the corresponding
empirical distribution is obtained readily.

A more difficult case, alas very frequent, is that when ξ retains only certain
percentiles of a distribution. For instance:

ξ(i) = {2354; 4684; 6546; 8138; 10542; 13622; 17058; 22202; 30862} , (3)

are the deciles of the income distribution (in euros per year) for a given spatial
unit in the northern part of Paris.
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In this case, one is led to either (or both) rely on an Ansatz for the shape of
the underlying distribution (eg assume that it is log-normal, or exponential or
other) or simulate the full dataset (with assumptions on the intradecile distri-
butions) [18–23].

An example is given in Section 4, as we are faced with this problem when we
consider income data for the city of Paris, available only in the form of quantiles
for each census block.
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Fig. 2. Trajectories for the social housing (“HLM”) rate, starting from each statistical
IRIS (census block) in Paris’s 11th district. The solid flat line gives the district’s average
social housing rate. (Colours correspond to the different IRIS taken as starting points
for the effective-time series.)

4 Example: dissimilarities in Paris

As an illustration of how our method works in practice on real data, let us work
with two types of data in Paris, available from France’s census bureau, called
INSEE (“Institut national de la statistique et des études économiques”).

4.1 Social housing rate

For each basic statistical unit, named IRIS (Îlot regroupé pour l’information
statistique), the rate of social housing among all housing in the IRIS is published.
One is then in a situation where computing the corresponding rate for groups of
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Fig. 3. Trajectories for the social housing (“HLM”) rate, starting from each statistical
IRIS (census block) in Paris’s 20th district. The solid flat line gives the district’s average
social housing rate. (Colours correspond to the different IRIS taken as starting points
for the effective-time series.)
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Fig. 4. Times of convergence within ±0.05 of the city’s mean, for the social housing
(“HLM”) rate, starting from each statistical IRIS (census block) in Paris’s 11th district.
Solid vertical lines correspond to convergence times on each path.
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Fig. 5. Times of convergence within ±0.05 of the city’s mean, for the social housing
(“HLM”) rate, starting from each statistical IRIS (census block) in Paris’s 20th district.
Solid vertical lines correspond to convergence times on each path.
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Fig. 6. IRIS areas coloured according to their (effective) time of convergence to the
global mean. (White areas correspond to parks, riverbanks and IRIS where data is not
available.)
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IRIS is easy, and the effective-times series defined in Section 2 can be computed.
These are shown in Figure 1.

One observes groups of paths that tend to start higher or lower than the
metropolitan average, and converge to it more or less quickly, obviously with a
strong spatial dependency as far as the initial units are concerned. Zooming in
on some of the large administrative districts called arrondissements, one may
for instance distinguish two traits:

– districts with bundles of paths that concentrate in about 200 effective-time
steps;

– districts with bundles of paths that require a longer scale (eg 400 time steps)
to come together.

This is very telling about the relative inner homogeneity of different districts.
For example the north-eastern 20th arrondissement is, in terms of social housing
rate, more homogeneous than the 11th (neighbouring the 20th, but closer to the
city center) – see Figures 2 and 3.

We also look at the points when each path enters into a given interval (eg
±0.05) within the city’s average value. This reveals different patterns of conver-
gence to the global mean, from one district to another and, inside each district,
from one IRIS to another, as can be seen in Figures 4 and 5.

One may also classify IRIS blocks according to their “times of convergence”
to the global mean and represent them accordingly on a geographical map of
Paris (Fig. 6). Of course there are boundary effects. However, one notes that
these are not predominant as peripheral western and north-eastern parts of the
city, for instance, do not exhibit the same times of convergence to the city’s
average. In fact, boundaries, by forcing the aggregation of IRIS blocks closer to
the city centre and beyond (rather than neighbouring IRIS blocks just outside
the city) tend to smooth patterns rather than exacerbate them.

A particularly interesting feature that our method reveals is that the western
(W) part of the city is “further away” from the whole city than the north-eastern
(NE) part. Both parts correspond to extreme points for the variable in question,
with a concentration of social housing in the NE part and a substantially lower
than average rate in the W part. Starting from these extremal points above
and below the city’s average, but with symmetrical geographical position in the
city, the W and NE parts could have had similar times of convergence to the
city’s mean. However, this is clearly not the case, thus revealing a higher level of
singularity, as far as social housing is concerned, in the W part of the city than
in the NE part.

Conversely, one observes a quasi ring of IRIS blocks with relatively short
effective times of convergence to the city’s mean. These are the historically so-
cially mixed areas along the boulevards, the former faubourgs that used to be
just outside the city’s walls before these were transformed into boulevards. Our
method thus reveals a lasting imprint visible in terms of distance to the city’s
average for a variable, the social housing rate, that may be taken as a proxy to
social diversity.
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Fig. 7. Trajectories for the income distribution, starting from each statistical IRIS (cen-
sus block) in Paris’s 16th district. Ordinates correspond to the Kolmogorov-Smirnov
distance between a group of blocks’ income distribution and the whole city’s income
distribution.
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Fig. 8. Trajectories for the income distribution, starting from each statistical IRIS (cen-
sus block) in Paris’s 19th district. Ordinates correspond to the Kolmogorov-Smirnov
distance between a group of blocks’ income distribution and the whole city’s income
distribution.
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Fig. 9. Trajectories for the income distribution, starting from each statistical IRIS (cen-
sus block) in Paris’s 17th district. Ordinates correspond to the Kolmogorov-Smirnov
distance between a group of blocks’ income distribution and the whole city’s income
distribution.

4.2 Income distribution

We now consider a second example, and build effective-time series for the income
distribution in Parisian census blocks.

As explained in section 2, when working with distributions available only
through their quantiles, computing points for each group of blocks is a slightly
more involved task. In this case, we chose to estimate the parameters of the best-
fitting distribution (which happened to be log-normal) given a block’s quantiles.
Then, from this distribution, we simulated data corresponding to the number of
households in the block. Thus we obtained a full ensemble of simulated house-
holds for every possible group of neighbouring blocks, from one block only to
the whole city.

We show only some preliminary results here, in the form of trajectories for
IRIS blocks in three Parisian districts of comparable sizes and population num-
bers: the 16th, 17th and 19th arrondissements – see Figures 7, 8 and 9. The first
one corresponds to the western peripheral part of the city, the second one to the
north-western part and the third one to the north-eastern part.

Focusing on the 16th and 19th districts, one observes again that, also in
terms of income distribution, the 16th tends to be further away from the full
city’s picture, as it takes generally longer for its blocks to converge to the city’s
distribution than for blocks in the 19th district for instance.

The 17th district exhibits a totally different behaviour, with trajectories that
first come close to the city’s mean but then bounce up again further from it. This
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can be understood as follows: some IRIS blocks in the 17th district belong to
relatively well mixed neighbourhoods, but the aggregation process around them
leads to incorporate at an early stage (very) wealthy blocks from the neighbour-
ing 16th or 8th districts, which sends trajectories away from the city’s distribu-
tion. A similar effect may (and does) take place for neighbourhoods relatively
close to blocks that are much poorer than the city as a whole.

5 Conclusion

In the literature, aggregation of spatial data units has been so far generally
considered as a difficulty to circumvene rather than an opportunity to analyze
spatial dissimilarities. The new method introduced in this paper uses aggregation
as a means to extract information on the relative singularity of each spatial unit
within the city as a whole. Aggregation procedures may indeed reveal features
that are not so easily seized from other perspectives. Another example is the
recent use of aggregation to explore the behaviour (and more specifically the
scaling laws) of various statistical variables across a phase space corresponding
to almost all possible city boundaries’ definitions in England and Wales [24].

We have chosen here to represent the aggregation procedure as an effective-
time series, mostly in order to allow for standard analyses and vocabulary to
be used. Also, viewing aggregation paths as time series helps understand the
singular nature of each path, and its strong dependency on the initial block.

However, one may choose other representations. In particular, in the time-
series framework, we have called time of convergence the number of aggregated
neighbouring blocks needed around a starting block to get close enough to the
city’s value of the variable under consideration. But it may be more telling geo-
graphically to call this number the local urban radius, distance or metric. Indeed
it is a proxy for the area one needs to explore locally to obtain a reasonably good
perception of the city as a whole.

Note also that one does not have to be working in the discrete framework of
statistical blocks. For certain variables, such as access to public transport net-
works, one may work directly in terms of a local density, and therefore compute
surface areas (or equivalently radii) for which, around a given point, one obtains
the same density per inhabitant as in the whole city.

In future work, we will seek to examine further the properties of such local
urban metrics. This should allow us to extend the illustrative examples presented
here into a proper study of the Parisian metropolitan area, before carrying the
same analysis on other metropolitan areas, eg Greater London, for comparison
purposes.
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Sequential motor unit number estimation
(MUNE)

Gareth Ridall, Andrew Titman
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Abstract. In the field of neurology there is interest in determining the
number of units supplying a muscle group. As increasing stimulus is ap-
plied at the nerve, each motor unit of the axon bundle is activated with
increasing probability and the observed response is recorded. A variable
dimension state space model is used where the observed responses are as-
sumed Gaussian, conditional on binary indicators determining whether a
unit is firing. The set of all feasible trajectories of binary states are stored
in a particle system summarised by sufficient statistics with weights cal-
culated from the marginal likelihood. We use a type of auxiliary particle
filter, formulating an efficient proposal mechanism for the potential bi-
nary states for the current observation. We compare our algorithm with
RJMCMC [1], and discuss some of the new algorithm’s advantages.

Keywords: MUNE, Sequential Monte Carlo, The Kalman Filter, the
Static Particle Filter, Marginalisation

1 Introduction

A universally accepted method of motor unit number estimation (MUNE) is
needed to provide a reliable and meaningful endpoint in clinical trials on drugs
designed to slow down the onset of neuro-degenerative diseases such as A.L.S
or motor neurone disease. Despite a long history of research that span over 50
years, no universally accepted method of MUNE has emerged, [2]. [3] developed
a complex statistical model based on a set of assumptions with a basis in ac-
cepted neurological science. Markov Chain Monte-Carlo (MCMC) was used for
estimation and the BIC for model selection. [1] used a similar model but im-
proved the model selection method through the use of reversible jump Markov
Chain Monte Carlo (RJMCMC). This method has proved useful for conducting
MUNE with low to moderate numbers of units and has been used in the studies
of [4] [5]. However it is computationally demanding [6] and furthermore relies
on a judgment of convergence of a complex Markov chain. Our new sequential
method cuts down the computational burden substantially. In addition it also
offers extensions not possible with MCMC such as the online resolution of design
issues.

Rather than conditioning on nuisance parameters, as is done in RJMCMC,
we propose a state space model that relies on the sequential marginalisation of
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states and parameters. This marginalisation provides the evidence for a partic-
ular binary firing combination. Although the evidence for a combination may
not be strong initially evidence for it may strengthen later as more observations
are collected. Thus at any one time there may be many multiple firing histories
each with their own cumulative evidence. The measurement process is Gaussian
and Bayesian estimates of the posterior and marginal likelihood are available
in closed form. However the state process is binary so we must resort to ap-
proximations. The particle filter provides a general solution to the nonlinear,
non-Gaussian filtering problem with arbitrarily accuracy. A general review can
be found in [7] and a review of particle filters with parameters can be found at
[8].

The history of firing combinations, the evidence for them and the sufficient
(or approximately sufficient) statistics become the components of a particle fil-
ter. The current trajectory of states is summarised by a set of sufficient and
approximately sufficient statistics. These are used to propose the next firing
combination. This proposal needs to be exhaustive but when the number of
units firing stochastically is large the set of proposals must be thinned down
to a manageable size. We use the trick similar to that of [9] and propose ac-
cording to the approximate predictive. For this we use an approximation as the
true predictive involves numerical integration and is computationally demand-
ing For each feasible combination we augment the sufficient statistics of identical
particles to encompass the new combination and adjust the cumulative weight.
Despite the initial thinning step the size of the set of trajectories will eventually
become unmanageable and a resampling step needs to be carried out to prune
out particles with low cumulative evidence. In constructing our particle filter,
we attempt to minimise the Monte Carlo variation and use deterministic meth-
ods where possible. The pruning of unlikely trajectories also needs to be treated
carefully because a firing combination may only have a low predictive probability
initially. In this paper we explain and apply our method to simulated data only.
Real data is presented just for illustrative purposes.

2 The context

An experiment is carried out to determine the number of motor neurones in a
subgroup of muscles supplied by a nerve. A stimulus of magnitude St is applied
at the nerve and the response (measured by force or compound muscle action
potential (CMAP)) is recorded and denoted by yt.

As the stimulus is increased a motor unit moves from inactive (k ∈ It) to
firing stochastically (k ∈ St)(or some of the time) to firing all of the time (k ∈
At). Figure (1) shows how these categories change as the stimulus is increased.

inactive (It) −→ stochastic (St) −→ always (At). (1)

These categories are created by putting a threshold on the predictive probability
of firing and is explained in Section (4.1).
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When considering possible firing combinations at the next observation, only
the units k ∈ St need to be considered but we must also include the possibly
that an inactive unit fires for the first time.

3 The model

In this section we describe the model for the firing combinations or state process
and then conditional likelihood or the probability of the observations given the
firing process. We then formulate the likelihood for the complete data followed
by priors for all the parameters.

3.1 The firing process

Let Nt denote the number of units firing at the current instance in time.T he
probability of each unit k = 0, 1, . . . , Nt firing at time t = 1, 2, . . . is modelled as
Bernoulli with a logistic link to stimuli.

Zk,t | mk, δk ∼ Bernoulli (pk,t) (2)

logit (pk,t) = δk(St −mk).

We denote the hidden binary combination as zt where

zt =
(
1, z1,t, z2,t, z3,t, . . . , zNt,t

)
.

These combinations are shown on Figure (2) to the right of the observation
where it first occurs.

The mean threshold of a unit, mk, is the stimulus for which a motor unit has
a 50% probability of firing. The precision of the threshold, δ2k, determines the
steepness of the corresponding excitability curves and the range over which the
unit displays stochastic firing.

For the parameters governing the firing process ωk = {mk, δk} we allocate a
normal prior,

ωk ∼ Normal (ωk0,Σk,0), k = 1, 2, . . . Nt. (3)

A geometric prior for the number of units, Nt, can be used:

p(Nt = n) = θ(1− θ)n, n = 1, 2, . . . (4)

where 0 < θ < 1.

3.2 The conditional likelihood

The observations yt are assumed conditionally independent (given the firing
patterns zt) and are distributed about the expected value as shown by

yt | zt,µt, σ ∼ Normal
(
ztµt, σ

2
)
, (5)
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4 Sequential motor unit number estimation (MUNE)

Fig. 1. The diagram shows an axon bundle. A stimulus is applied from the left hand
side. The boundary of the influence of the stimulus is shown by a vertical line. As the
stimulus increases the boundary moves to the right and an increasing number of axons
are activated. Axons to the right have not been activated yet whereas units on the left
are always firing. Axons near the boundary are firing some of the time.
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Five simulated motor units

Fig. 2. The diagram shows data simulated from a five unit model. The colors depict
the number of units firing. The symbols depict the different firing combinations. The
firing combinations are shown to the right of the points. We show the hidden binary
response at time t on right of the first occurrence of that combination.
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Fig. 3. The diagram shows data simulated from a fifteen unit model. The colors depict
the number of units firing. The symbols depict the different firing combinations. The
firing combinations are shown to the right of the points. We show the hidden binary
response at time t on right of the first occurrence of that combination and the stimulus
number shown to the left of the same point.
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Fig. 4. Replicate studies carried out on three patients. The data collection is repeated
with the electrodes removed and repositioned for each repeat study. The disease pro-
gression is extremely advanced for the patient in the top frame. This is less so for
the second, and with the third the disease has only just been diagnosed so it has not
progressed far.
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where σ2 is the variance of the observations and the vector µt represents the

motor unit sizes denoted by µt =
(
µ0, µ1, µ2, µ3, . . . , µNt

)T
, where µ0 is the

mean of the baseline signal.
This model assumes that all observations have the same variance but this

assumption can be generalised in a straight-forward manner. Fully conjugate
priors for the measurement parameters, µ and σ2 can be depicted as:

µ1:Nt
∼ Normal

(
µ0, σ

2C0

)
1/σ2 ∼ Gamma (a0, b0). (6)

These priors ensure that the posterior parameters and the predictive distri-
butions are available in closed form.

3.3 The probability model

Equations (2),(3),(4),(5) and (6) can be combined to give the full probability
model,

p(yt, zt, σt,ω1:Nt
,µ1:Nt

, Nt) = p(yt | zt,µ1:Nt
, σ2)

×

Nt∏
k=1

p
zk,t

k,t (1− pk,t)
1−zk,t

× p(µ1:Nt
, 1/σ2

t | Nt, a0, b0, C0,µ0)

×

Nt∏
k=1

p(ωk | ω0,Σ0)

× θ(1− θ)Nt .

4 Sequential inference

It is important to understand that the identification of the correct firing states
is critical for our method to work. If the firing combinations are known then all
of the parameters can be calculated very simply using a weighted least squares
estimate for the parameters of the measurement process and iteratively weighted
least squares for the parameters of the state process. Often at any time point
there is more than one possible firing combination and it is not immediately
obvious which is the best. It is therefore necessary to keep each of these combi-
nations until one can eventually be excluded for comparative lack of cumulative
evidence. We define a particle representation of the set of possibilities.

Each particle has

1. A history of firing combinations for each of the previous stimuli.
2. A set of sufficient statistics for the measurement process. These statistics

will increase in dimension as more units are activated.
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3. A set of sufficient statistics for the firing process. Some of these will be firing
all the time which means they do not need to be sequentially updated. Some
are stochastic which do need to be updated with each observation and finally
inactive units where the sufficient statistic is just the prior.

4. A cumulative weight representing the evidence for the trajectory of firing
combinations.

We let the set of particles at time t be represented byµ
(p)
t ,C

(p)
t , a

(p)
t , b

(p)
t︸ ︷︷ ︸

Measurement process

, z
(p)
1:t ,ω

(p)
k∈At

ω
(p)
k∈St

,Σ
(p)
k∈At

Σ
(p)
k∈St︸ ︷︷ ︸

Firing process


Pt

p=1

(7)

with associated weights of evidence
{
w

(p)
t

}Pt

p=1
, normalised weights,

{
W

(p)
t

}Pt

p=1
.

Our method of inference has a structure similar to that of the auxiliary
particle filter [9] and summarise our particle filter in the following steps:

1. From all possible firing combinations select good proposals. For each
current particle, propose all possible combinations and then using the pre-
dictive probability select the best firing pattern.

2. Extend and update sufficient statistics. For each proposal from a par-
ent particle, update the child particle.

3. Reweight the cumulative evidence for the current trajectory by as-
similating the evidence for the current firing combination.

4. Prune or resample the particles if necessary. Remove the particles with
very low cumulative evidence.

We now explain the above steps more carefully.

4.1 Propose and thin

Firstly we propose a set of feasible firing patterns for the most recent observation.
The number of possible firing combinations depends on the number of units firing
stochastic and incorporates the additional possibility that a new unit fires for the
first time. Because of the large number of possibilities, (2|St|+1), combinations
with very low predictive probability are discarded.

We denote the set of firing combinations of same dimension as
[
z
(c)
t+1

]2|St|

c=1
,

and sample from this set proportional to the predictive probability which is given
by

q(z
(c)
t+1) ∝ p(yt | z

(c)
t+1,µt)p(z

(c)
t+1 | ω1:Nt

, St+1)

∝ p(yt | z
(c)
t+1,µt)

∏
zk,t+1∈z

(c)
t+1

p̃
zk,t+1

k,t+1 (1− p̃k,t+1)
1−zk,t+1 . (8)
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where we use p̃k,t+1) to denote the predictive probability of a unit firing: p̃k,t+1 =∫
p(zk,t+1 = 1 | ωk)p(ωk)dωk. The approximate predictive has the effect of

shrinking the probability toward 0.5 according to the amount of uncertainty in
this parameter. This is particularly important in this application where we use
this probability to classify the activity status of the motor unit. 1

We denote the set of proposals where the dimension is increased by one as[
z
(c)+
t+1

]2|St|

c=1
. Proposing sensible firing combinations is more difficult because the

parameters of the new motor unit are not known. The dimension of the sufficient
statistics for the measurement process must be increased. We denote the new

covariance matrix C
(c)+
t and the mean vector as µ

(c)+
t .

µ
(p)+
t ←

[
µt

µ0

]
C

(c)+
t ←

[
C

(c)
t 0

0T C0

]
µ

(c)+
t+1 ← µ

(c)+
t +

C
(c)+
t+1 z

(c)+T
t+1

1 + z
(c)+
t+1 C

(c)+
t+1 z

(c)+T
t+1

× (yt+1 − z
(c)+
t+1 µ

(c)+
t ).

In addition, a new particle for the firing process must be constructed from the
prior and the current observation.

Each of the proposals for the firing combination c are augmented by the new
state and indexed as before by c = 1, 2, . . . , 2|Nt| are made from

q(z
(c)+
t+1 ) ∝ p(yt+1 | z

(c)+
t+1 ,µ

(c)+
t+1 )

∏
zk,t+1∈z

+
c,t+1

[
p̃
zk,t+1

k,t+1 (1− p̃k,t+1)
1−zk,t+1

]
p(zfk+1,t+1)

(9)

where p(zfk+1,t+1) is an estimate of a motor unit k+1 firing for the first time at
time t+ 1.

We then normalise the 2|St|+1 set of proposals discarding all proposals that

are below a threshold. We denote the set of thinned proposals as {z
(p)
t+1}

Pt

p=1 and

{z
(p)+
t+1 }

P
+
t

p=1 and their proposal probabilities as q(z
(p)
t+1) and q(z

(p)+
t+1 ). A number

of identical children particles are created for each candidate.

4.2 Update for the measurement process

For each of the children the sufficient statistic for the measurement process is
updated.

1 We approximate the predictive probability by,

p̃k,t+1 = logit−1

[

(

1 +
πs2t+1

8

)

−

1
2

× δk(St+1 −mk)

]

where

s
2
t+1 =

[

St+1 −mk

−δk

]T

Σt

[

St+1 −mk

−δk

]

and logit−1(x) = (1 + e−x)−1 [10].
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10 Sequential motor unit number estimation (MUNE)

Assuming that we have a proposal of the same dimension, zt+1 ∈ {z
(p)
t+1}

Pt

p=1,
then the normal-gamma updates can be used to update the sufficient statistics
of the measurement process. In the next section we drop the reference to to the
particles (p) that we are considering for reasons of simple exposition.

µt+1 ← µt +
Ctz

T
t+1

1 + zt+1CtzTt+1

× (yt+1 − zt+1µt)

Ct+1 ←
(
zTt+1zt+1 +C−1

t

)−1
= Ct −Ctz

T
t+1

(
1 + zt+1Ctz

T
t+1

)−1
zt+1Ct

at+1 ← at +
1

2

bt+1 ← bt +
1

2
(yt+1 − zt+1µt+1)

T
(
1 + zt+1Ct+1z

T
t+1

)−1
(yt+1 − zt+1µt+1).

The predictive distribution, used to calculate the evidence for the proposed
state using the parameters before the update is

yt+1 | zt+1 ∼ T(zt+1µt, (zt+1Ctzt+1)
bt
at

, 2at), (10)

and we denote this conditional likelihood as L̃(zt+1 | yt+1).

If the proposal of firing indicators has an extra dimension, z+t+1 ∈ {z
(p)+
t+1 }

Pt

p=1

then in the normal-gamma updates we must augment the mean and covariance
matrices first, Ct → C+

t and µt → µ+
t+1, as shown in previous section. Subse-

quently

µt+1 ← µ+
t +

C+
t z

+T
t+1

1 + z+t+1C
+
t z

+T
t+1

× (yt+1 − z+t+1µ
+
t )

Ct+1 ←
(
z+T
t+1z

+
t+1 +C+

t

−1
)−1

= C+
t
−C+

t
z+
t+1

T
(
1+ z+

t+1
C+

t
z+T

t+1

)−1

z+
t+1

C+
t

at+1 ← at +
1

2

bt+1 ← bt +
1

2
(yt+1 − z+t+1µ

+
t+1)

T
(
1 + z+t+1C

+
t+1z

+T
t+1

)−1
(yt+1 − z+t+1µ

+
t+1)

The predictive distribution of the observations given the states and the param-
eters before updating

yt+1 | z
+
t+1 ∼ T(z+t+1µ

+
t , (z

+
t+1C

+
t z

+
t+1)

bt
at

, 2at), (11)

and we denote this conditional likelihood as L̃(z+t+1 | yt+1).

4.3 Update the parameters of the firing process

[11] show how the approximate the sufficient statistics for the states of the firing
process can be updated sequentially. For each of the potential firing combina-

tions denoted by z
(p)
t+1 only the particles representing the motor units that are
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Sequential motor unit number estimation (MUNE) 11

stochastic (k ∈ St) or are projected to be firing for the first time need to be
considered.

First we denote the probability of the next motor unit firing as pk,t+1 =
logit−1 [δk(St+1 −mk)]. The score and the approximate expected Fisher infor-
mation can be calculated by

Dk,t+1 ← (zk,t+1 − pk,t+1)

[
−δk

St+1 −mk

]
Ik,t+1 ← Ik,t + pk,t+1(1− pk,t+1)

[
δ2k δk(mk − St+1)

δk(mk − St+1) (St+1 −mk)
2

]
and one step of the Fisher scoring method can be applied:

ωk,t+1 ← ωk,t + I
−1
k,t+1Dk,t+1.

Moreover the sufficient statistics for the covariance, Σk,t+1 = I−1
k,t+1 and the

mean µk,t+1 are also updated for each k ∈ St.
The evidence or marginal likelihood for each of combinations of the firing

states can be found by integrating numerically over all stochastically firing units
(and possibly a new unit). For each combination

L̃(zt+1 | St+1) =
∏

k∈St,S
+
t

L̃(zk,t+1 | St+1) (12)

where L̃z(zk,t+1 | St+1) denotes the evidence of the firing state of a single motor
unit.

4.4 Re-weighting the particle

In this section we show how the cumulative weights of the particle for Equation

(7) are updated. For updating particles of the same dimension z
(p)
t+1 ∈ {z

(p)
t+1}

Pt:
p=1

w
(p)
t+1 = w

(p)
t ×

L̃(z
(p)
t+1 | St+1)L̃(z

(p)
t+1 | yt+1)

q(z
(p)
t+1)

,

where q(z
(p)
t+1) described in Equation (8). L̃(z

(p)
t+1 | St+1) is given by Equation(

12) and Lc(z
(p)
t+1 | yt+1) is given by Equation (10).

When increasing the dimension by one z
(p)+
t+1 ∈ {z

(p)+
t+1 }

P
+
t

p=1 we use

w
(p)
t+1 = w

(p)
t ×

L̃z(z
+
t+1

(p) | St+1)L̃c(z
+
t+1

(p) | yt+1)(1− θ)

q(z+t+1
(p))

.

4.5 The resampling step

Despite the initial thinning step cuts down the number of particles will have to
be cut down to a manageable size from time to time. For this purpose we used
systematic resampling [12].
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12 Sequential motor unit number estimation (MUNE)

5 Testing and Analysis

At the time of writing this paper we have not had time to analyse real data.
Neither have we been able to carry out large scale systematic comparisons be-
tween our method and RJMCMC. However all indications are that it will be a
big improvement. We have started testing our model on two simulated data sets.
The first, Figure (2) shows a five unit model. The new binary combinations are
shown to the right of where it occurs for the first time. In this case only one
particle was needed as the proposal mechanism was able to correctly identify
the new combination in every case using the approximation (assuming all the
states were correctly identified up to that point). The second data set shown
in Figure (3) shows 28 different firing combinations. In all cases thresholds for
defining an active units as k ∈ St ⇐⇒ 0.99 > p̃(sk,t) > 0.01 was sufficient
to keep the correct trajectory within the particles containing those trajectories
under consideration. If the correct combination is eliminated from those under
consideration then the model will be bound to fail from that point on. In this
case we used 51 particles. We hope to carry out more comprehensive testing with
real and simulated data over the next few months. We have included some real
data to illustrate the problem

6 Summary and conclusion

Our motivation for developing this algorithm was to provide a scheme that is
less computationally demanding than the method of [1] and thus be more use-
ful for the medical practitioners throughout the world. Our particle filter moves
through model space rather than parameter space in a typical model. We have
cut down the number of possible states by considering only those units that are
stochastic at a given time. The proposal mechanism for dimension changes is
far better than that of [1]. For RJMCMC, an acceptance probability of 1/50 is
thought to be good. With our sequential method, we are achieving at least 9/10.
We have also demonstrated that the particle filter can work successfully with a
large number of parameters. Our simulated second model has 50 parameters and
the state space of binary possibilities is enormous. We achieve this by dynamical
marginalisation. Marginalisation over parameters from the measurement process
is easy but marginalisation of parameters from the state process requires a nu-
merical integration (itself computationally costly) over a potentially enormous
number of possibilities. We restrict the number of integrations that need to be
carried out numerically by introducing an initial proposal step where the number
of candidate models are greatly thinned down based on the evidence supplied
by an approximations to the predictive.

The use of the particle filter comes with advantages in addition to speed.
Drift in the observation process is very common in scans of the nature described
in this paper. Although parameter drift in the measurement model was not inves-
tigated in our paper it is easily incorporated within the Kalman filter. Parameter
drift was not dealt with in the method of [1] despite its ability to lead to an over-
estimate of motor unit numbers. A second issue concerns that of design. Data
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Sequential motor unit number estimation (MUNE) 13

collection methods are often extremely inefficient. Little thought has gone in to
selecting stimuli that provide increase the accuracy of MUNE with the minimum
number of observations. If the range of possible stimuli changes is restricted to
a small number of possibilities then there is no reason why online experimental
design cannot be carried out dynamically and on line thus shortening the time
needed for a useful estimate of motor unit numbers.
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Abstract. Energy has one of the most important roles in the life of society develop-
ment. It is also essential and necessary factor in the implementation of any business. 
The most prized form of energy is electricity. The biggest of advantage of electricity is 
the ability to convert it to any other form of energy (eg mechanical, heat). 
Constantly increasing energy needs of state economies, dwindling fossil fuel resources 
and environmental degradation caused by the extraction of raw materials and stimulate 
the production of electricity force us to pay special attention to problems of energy 
policy, and thus on energy security. 
The paper presents econometric models of electricity consumption for the most im-
portant sectors of the Polish economy. 

Keywords: Electricity consumption, Analysis, Econometric models. 

1 Introduction 

Efficient political and economic activities should be based on gaining in-

formation about sectors. The gathered data effectively used in the process of 

forecasting and simulation can contribute to formulation of appropriate legal 

regulations. It is therefore essential to develop and then introduce sustaina-

ble energy policy which is one of the most important tasks faced by states.  

Most European economies can be divided into the following sectors: in-

dustry, transport, agriculture, services and households. From the point of 

view of electricity, the most important sectors for the Polish economy are:  

industry and households in which since the beginning of the 21st century 

electricity consumption has increased by 16% and 32% respectively. Figure 1 

presents electricity consumption in the Polish economy against the back-

ground of selected countries.  
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Fig. 1. Electricity consumption in selected countries by sectors [2,4] 

2 Industry 

Industry can be defined as economic activities carried out in buildings and facilities 
(plants) especially adjusted for the purpose, equipped with appropriate machines and 
devices, where a qualified work force using factory production methods and organiza-
tion provides (extracts) and processes objects of work into finished products fulfilling 
production and human consumption needs. Industry is characterized by:  

 strong influence on spatial management and natural environment, e.g. coal industry, 
 increasing influence of industrial production on the course, organization and tech-

nical equipment of work processes in non-industrial activities, e.g. electromechani-
cal industry, 

 multilateral supply and production relations with other branches of the national econ-
omy, 

 numerous relations with the development of science and technology, e.g. chemical 
industry,  

 multilateral links with the economic and social development of the country and the 
development of foreign trade. 

The structure of industry, which has been subject to studies, is presented on Figure 
2 and it takes the specificity of Polish industry into account. In accordance with the 
European Classification of Economic Activities Rev. 2 (NACE Rev. 2) the industry 
sector has been divided into three divisions, within which ten industry branches were 
specified. In the analysis presented below, Polish industry was compared to the industry 
sector of other countries in Central Europe: Czech Republic, Slovakia and Germany.  
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Fig. 2. Intra-industry structure of the domestic industry 

Employment in the Polish industry is generally decreasing, mainly in the sector 
of services (nearly 22% of professionally active people work in the industry sector). In 
Table 1 the percentage of employment in three industry divisions was compared. The 
largest differences in employment can be observed in mining, in which less than 1.5% 
of people employed in industry work, while the EU average is 1.02%. It is the result of 
a strongly developed industry related to coal and brown coal mining. This fact signifi-
cantly contributes to Poland’s negative attitude to the assumptions of the document ti-

tled Energy Roadmap 2050. While, in the case of Electricity generation and supply 
overemployment can be observed. The EU average is 0.89% of people generally em-
ployed in this industry and it is 0.25% less than employment in this division in Poland. 
In manufacturing the employment index in Poland and other Member States is at a 
similar level. Despite the reduction of employment in the majority of sectors, a slight 
increase in the number of enterprises employing more than 49 people took place. Since 
the beginning of the 90s an increase in the number of industrial plants could be ob-
served, however it ceased after 2000. Bad economic conditions in this period resulted 
in closing of plants mainly in the food, machinery and mineral industry. Currently, the 
number of economic entities employing more than 49 people is approx. 4,800. [1,2,3]  

Table 1. Numbers of employees in industry in thousands [2,4] 

Country 
Mining And Quarrying Manufacturing Electricity, Gas, Steam And 

Air Conditioning Supply 
in  

thousands 
% of all           

employees 
in  

thousands 
% of all           

employees 
In 

 thousands 
% of all           

employees 
European 

Union - 1,02% - 18,71% - 0,89% 

Czech 
Republic 47,9 0,98% 1236 25,30% 56,8 1,16% 

Germany 95,8 0,25% 7747 20,00% 350 0,90% 
Poland 230 1,44% 2961 18,55% 182 1,14% 

Slovakia 13,9 0,60% 530 22,86% 31 1,34% 
 

Another significant indicator which helps define the place of Polish industry in 
Europe is the industrial productivity index calculated in gross value added per person 
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(Table 2). Comparing the value of this index in Poland and in the states with a similar 
level of economic development (Czech Republic, Slovakia), it can be stated that the 
values do not vary significantly. However, comparing the results in Poland with highly 
developed countries (Germany), we can observe that in most sectors the values of the 
industrial productivity index are more than twice as low.  

Table 2. Labour productivity in industry (gross value added per person) [1,2,4] 

Country 
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, 

European Union  45,3 40,8 64,5 95,0 49,0 63,0 66,1 68,9 27,8 175,0 
Czech Republic 62,8 20,1 28 42,5 29,8 27,6 25,9 38,8 13,1 181,4 
Germany  70,4 36,2 65,9 110,7 60,3 76,1 74,6 97,8 46,1 188,6 
Poland 41,7 19,4 33 44,1 28 30,8 24,1 32,9 13,1 75,4 
Slovakia - 19,1 40,4 34,7 24,6 30,9 22 31,1 14,8 136,6 

 

Table 3. Electricity consumption rate in the industry [1,2,4] 

Country 
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European Union  1,5% 10,9% 12,2% 18,6% 6,3% 11,7% 12,1% 5,1% 2,1% 
Czech Republic 1,6% 7,0% 7,4% 16,5% 0,9% 11,3% 14,8% 11,9% 2,3% 
Germany  0,8% 7,9% 10,5% 23,1% 5,6% 11,9% 16,1% 7,9% 1,9% 
Poland 4,8% 12,0% 8,4% 19,1% 4,4% 14,0% 8,7% 4,5% 4,2% 
Slovakia 0,3% 4,3% 8,4% 11,8% 20,8% 21,8% 9,4% 7,9% 1,3% 

 

From the energy perspective, the industry sector can be assessed, comparing the 
percentage share of the studied industrial branches in electricity consumption for the 
sector. In Poland more than 80% of electricity used in industry is used for the needs of 
the analysed industrial branches. From Table 3 it can be concluded that metallurgical 
and mining industries are characterized by excessive energy consumption. It can be also 
stated that energy consumption in Polish industry is distributed similarly to other Mem-
ber States.  

Summarizing, Polish industry is still characterized by excessive energy consump-
tion which is caused among others by: 

 thermodynamic imperfection of production processes, 
 improper use of production and utility equipment, 
 excessive energy consumption of production processes, 
 excessive share of energy-intensive products in production and export, 
 insufficient use of secondary raw materials, 
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 insufficient efficiency of energy receivers, 
 insufficient use of waste energy. 

3 Households 

In Poland there are more than 14 million households, 50% of which are character-
ized by a cubature of up to 200 m3 and a surface area not exceeding 60 m2, in which 
most often 2-3 people live (average: 2.8 people). In the last decade, a systematic in-
crease in the surface area and cubature of dwellings and a decrease in the average num-
ber of people per household can be observed. A statistical household in Poland uses 
approx. 2,000 kWh of electricity per year and this value is twice as low as the average 
in EU countries [2,4]. In the table 4 Polish households are compared with households 
in EU countries.  

Table 4. Basic information about the countries [2,4] 

Country Population Number of households Final consumption of electricity 
mln % mln % TWh % 

European Union 506,1 100,00% 211,2 100,00% 2706,3 100,00% 
Czech Republic 10,5 2,08% 4,7 2,21% 56,2 2,08% 
Germany 80,4 15,89% 40,7 19,25% 512,8 18,95% 
Poland 38,5 7,61% 14,6 6,93% 125,9 4,65% 
Slovakia 5,4 1,07% 1,8 0,86% 24,2 0,89% 

 

Characteristics of households from the perspective of electricity consumption were 
prepared based on guidelines described in the document published by Eurostat - Man-

ual for statistics on energy consumption in households (MESH) and on data of the Cen-
tral Statistical Office of Poland. Electricity receivers were divided into six groups:  

 dwelling heating equipment,  
 water heaters,  
 food cooking equipment,  
 room cooling equipment,  
 lighting, household appliances and electronics, 
 other, not listed in other groups. 

Only 5.3% of dwellings are equipped with the first group of devices. Due to signif-
icant costs and a large range of other cheap carriers being available (in particular coal), 
electric heating is not used on a large scale. Electric heating appliances are mainly used 
as supplementary heat sources or are used in places where no other type of heating can 
be used [1,2]. 

In 23.5% households electric water heaters (heating elements, boilers) are installed. 
The number of such devices has been maintained at a constant level in recent years. 
The average age of such devices is 9 years which shows that the devices are not tech-
nically outdated  [1,2].   
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Gas cookers with an electric oven can be found in every second household, while 
fully electric cookers (hobs with an oven) in every tenth. It should be also mentioned 
that more than 50% of households are equipped with a microwave oven [1,2]. 

Less than 0.5% of households are equipped with air conditioning, however this 
number has grown significantly in recent years due to newly built apartments with a 
higher finish standard. Mostly they are devices intended to cool individual rooms. Only 
0.04% apartments have central air conditioning [1,2,6]. 

Household appliances, electronics and lighting constitute the largest group of elec-
tricity receivers. Nearly every household has a fridge, a washing machine and a TV set. 
The average power of installed light bulbs (including energy saving fluorescent lamps 
and LED sources) in a household is estimated to be at 550W, while power of installed 
light bulbs per unit area is 7.21 W/m2  [1,2,6]. 

In the table 5 electricity consumption according to previously discussed groups of 
devices for Poland and for the average of 27 UE countries was compared. The largest 
differences can be observed in the percentage share in electricity consumption for the 
group of heating appliances and household appliances. In the case of the first group of 
appliances, this fact can be interpreted as the lack of profitability of investing in electric 
heating of rooms in Poland. Excessive electricity consumption by household appliances 
in Poland can be caused among others by the advanced age of household appliances, 
and therefore household appliances in Poland are characterized by lower energy classes 
than the same household appliances in highly developed EU countries. 
 

Table 5. Electricity consumption in the household sector by devices [6] 

 
Country 

 Percentage consumption of electricity in the household 

TWh 
dwelling 
heating 

equipment 

water 
heaters 

food cooking 
equipment 

household ap-
pliances and 
electronics 

lighting 
room 

cooling 
equipment 

European Union 785,1 20,3% 10,8% 10,1% 49,2% 9,7% - 
Czech Republic 14,1 17,6% 20,2% 19,7% 37,2% 5,2% - 
Germany 129,6 6,4% 13,9% 16,6% 53,8% 9,3% - 
Poland 28,1 8,0% 8,0% 11,0% 66,0% 7,0% - 
Slovakia 4,9 9,0% 5,2% 1,2% 77,2% 7,4% - 

 

One of the main long-term goals of the European Commission in the field of limit-
ing electricity consumption in households is to promote energy certificates and labels 
for household appliances, lighting, buildings and passenger vehicles. EU energy labels 
are to provide consumers with legible information about household appliances they 
purchase concerning energy consumption, water consumption or other performance pa-
rameters. Based on them, the consumer is able to identify the actual energy efficiency 
of a device and assess its saving potential in bills for electricity. From the data quoted 
recently, in Poland there is still a need to promote visibility concerning certification and 
energy labelling of household appliances among consumers.  
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4 Econometric modelling of electricity consumption in selected 
sectors of the national economy 

Econometric modelling of electricity consumption in selected sectors of the national 
economy is a multifaceted and complex process. One of the manners to define the main 
factors affecting energy consumption in selected sectors is the application of economet-
ric modelling. A variable explained in such a model is the electricity consumption index 
in the examined sector.  

There are two different ways to determine the factors that affect the consumption of 
electricity in the selected sectors. For the industry sector has chosen a characteristic 
variable - the energy intensity of the industry. It was assumed that the rate of energy 
intensity in industry is the ratio of electricity consumption to 100 PLN (polish national 
currency) sales in a specific industry and is expressed by the equation: 

f

E
e w                                                             (1) 

where: 
e   – energy intensity of industry branch, 
EW  – direct energy consumption in the industry branch [kWh], 
f     – effect - volume of production sold in the industry branch [PLN]. 
 

For households sector the factors were divided into three groups: energy and tech-
nical factors, financial and economic factors and social factors. In econometric model-
ling factors should fulfil substantive criteria: capture the most important properties of 
the analysed phenomena, be precisely defined, allow mutual control through knowledge 
of statistical and substantive relationships that occur between them and be characterized 
by consistency of proportions between the number of variables representing a given 
aspect of the phenomenon and their substantive significance. 

Factors fulfilling the above listed criteria can play the role of explanatory variables 
in the econometric model. The linear econometric model with numerous explanatory 
variables has the following form:  

                                     



K

k

kk XaaY
1

0                                                       (2) 

where: 
Y    – variable explained, 
Xk     –  k - explanatory variable for k = 1, 2 …K, 

a0, ak – structural parameters of the model for k = 1, 2 …K, 

ε    – random component. 
 
 To define individual parameters of the econometric model, the classic least 
squares method was used. The subsequent steps in the econometric analysis are shown 
in Figure 3.  
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energy-technical factors, financial and 
economic factors and social factor or/
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Estimation 

Model verification 
(Diagnostic)

Is this model 
suitable ?

Verification model s 
hypothesis

Using the model 
to forecast and 

simulation

YES

NO

 

Fig. 3. The Diagram of Econometric analysis [5] 

To verify the econometric model, numerous statistical tests were used, which was 
made possible thanks to the use of GRETL software. Diagnostics involved: assessment 
of the variation coefficient, assessment of the significance of structural parameters (Stu-
dent’s t-test, Snedecor’s  f-test), assessment of the model adjustment degree (R2 deter-
minant), assessment of normal distribution (Jarque-Bera test), evaluation of linearity of 
the model analytical form (White test) and assessment of the linearity of the explained 
variables. [5] 

The structural parameters of the constructed econometric models are presented in 
Tables 6 and 7. Statistical data concerning electricity consumption in selected sectors 
and results obtained using econometric models were compared in the figure 4. 

Table 6. Structural parameters of the electricity consumption model in industry sector 

 

 

 

 

 

 

 

Parameter Value Description Unit 
a0 14,2 constant - 

a1 1,13 energy intensity - electricity ind. 
PLN

kWh

100
 

a2 -0,17 energy intensity - mining ind. 
PLN

kWh

100
 

a3 -1,95 energy intensity - chemical ind. 
PLN

kWh

100
 

a4 -1,19 energy intensity - machine ind. 
PLN

kWh

100
 

a5 2,42 energy intensity -metallurgical 
ind PLN

kWh

100
 

a6 2,1 Price of electricity  
for midle size cpmpany 

previous 
year=100% 
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Table 7. Structural parameters of the electricity consumption model in households sector 

Parameter Value Description Unit 
a0 44683,8 constant - 

a1 209,3 Average monthly expenses on 
1 person for energy carriers PLN 

a2 -173,6 
Average monthly expenses on 
1 person for household equip-
ment 

PLN 

a3 -1523,5 
Share of expenditure on the use 
of housing and energy carriers 
in total expenditure 

% 

a4 -27381,6 Price of electricity for house-
holds PLN/kWh 

a5 -173,9 Household appliances in di-
shwashers 

% of all  
households 

 

 

Fig. 4. The electricity consumption in a) industry sector b) households sector 

5 Summary 

The Polish economy is still undergoing a transformation which commenced in 1989.  
The analysis indicated that the key factor affecting the consumption of electricity in 
Poland is its price. The most energy intensity industries  has the greatest impact on 
Electricity consumption in industry . Restructuring and modernization of important in-
dustries will enable the implementation of state energy policy in line with its objectives. 
Such further decrease in energy consumption must be caused mainly by investments in 
new energy efficient technologies, and not by limiting the volume of production of 
heavy or mining industries as this is currently happening. The state should promote 
energy saving through appropriate legal acts [3]. 

The presented comparative analysis of the domestic household sector in comparison 
to selected EU countries in the context of climate and energy policy indicated that there 
are still differences between Poland and highly developed countries of Western Europe. 
The largest differences concern the mix of used energy carriers, the manner of its use 
and the quality of electric equipment.  
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 Based on the presented econometric model, we can conclude that mainly financial 
and economic factors impact electricity consumption by the household sector in Poland. 
In the coming years we can expect an increase in the number of electric devices in 
domestic households. To prevent an increase in energy consumption in the sector of 
households with the increase in the number of mainly small electric devices, numerous 
tools affecting improvement of energy efficiency in this sector of economy must be 
applied, i.e.:  

 universal and broad access to information on energy labelling of lighting equipment, 
household appliances and electronics, implemented among others by media infor-
mation campaigns and Internet services, 

 implementing a system of common education consisting of trainings affecting in-
creased social awareness related to rational energy use in the household sector,  

 introducing a system of professional trainings (for installers and sellers) increasing 
qualifications and skills in consulting, selection and use of energy efficient technol-
ogies intended for individual recipients,  

 introducing numerous legal regulations aimed at promoting effective energy use by 
the end users, taking particularly individual recipients into account, 

 creating a complex system of financing ventures concerning the potential of effective 
energy use and use of renewable energy sources in multi-family and single-family 
buildings with public funds; making it possible for households to become a prosumer 
on the market of electricity.  
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Abstract. The spread of infectious diseases has a close relationship with tem-

poral and spatial localities due to it is more likely to occur if individuals are in 

near disease sources in terms of specific space and time. Therefore, it is im-

portant to take both temporal and spatial factors in the epidemic data analysis. 

The basic principle is to examine the dependent relationship among observa-

tions on both space and time dimensions. In order to meet these requirements, 

Geographic Information System (GIS) has the advantage over traditional non-

space methods. GIS can be used to determine the location and create the map of 

disease cases. It can also be used for researching causes of disease outbreaks 

and for simulating and forecasting the disease spread. This paper proposed a 

GIS-based model for cholera forecast for Hanoi city, Vietnam, which took the 

impact of the city’s climate changes into consideration. Experimental results 

showed that GIS can be effectively used for the cholera epidemic analysis of the 

research area. The research pointed out hot spots of cholera disease as well as it 

well explained the relationship between spatial distribution variables, including 

climate, water area and population, and the temporal distribution variable of the 

cholera case number. 

Keywords: Spatial analysis; epidemic forecast; forecast model; GIS-based 

cholera forecast. 

1 Introduction 

Cholera first appeared in the world in 1817 and quickly became one of the main caus-

es of mass death worldwide, especially in developing countries in the tropics in Afri-

ca, Asia and South America. Historically, cholera outbreaks had been considered as 

disasters because of the high mortality rate, fast spreading, wide region of influence 

and difficult to control [1,2]. Vibrio cholera virus can easily spread, or spread through 

humans and animals, especially in regions lacking clean water, poor sanitation facili-

ties and heavy pollution. Many studies have shown a causal relationship between 

factors, including human behaviour, ecology and infectious factors, and disease out-

breaks. Therefore, the analysis of the spatial model and factors that affect cholera 

plays a very important role in research on the nature of the disease spreading. This 

paper first investigates some cholera forecasting models in the world and in the region 

that have used GIS technology and then proposes a GIS-based model for cholera fore-
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cast for the city of Hanoi, Vietnam. The rest of the paper is organized as follows: 

Section 2 presents the related works; Section 3 describes the experimental data sets 

and the proposed forecast model. The experimental results and discussion are present-

ed in Section 4 and Section 5 is the conclusion of the paper. 

2 Related Works 

In recent years, GIS has been widely used as the support tool for the decision making 

process in economic, social and defense activities of many countries in the world 

[3,4]. GIS provides tools for statistical analysis, spatial modelling and researching on 

the relationship between natural and environmental factors, and the health and diseas-

es of people [5]. GIS can also be used for monitoring and forecasting the disease de-

velopment, which thereby helps different levels of management make appropriate 

decisions for each point of time. As a broad range of applications, there have been 

many different approaches to GIS-based data analysis, such as Inverse Distance 

Weighting (IDW), Hot Spot Analysis, Geographically Weighted Regression 

(GWR)...[6]. Hot Spot Analysis is a method of spatial grouping. It applies Getis-Ord 

Gi* [6] statistical computation for each object in the spatial data set. This method 

calculates the results by considering each object in context with the surrounding ob-

jects. An object of a high value is not necessarily a meaningful hot spot statistically. 

To become a hot spot in terms of statistics, an object must have a high value and is 

surrounded by other high value objects. The local statistical method, such as GWR 

considers the heterogeneity of the spatial relationships. In other words, it models rela-

tionships that are vary across different spatial locations. 

In 2008, Osei and Duker have used spatial regression models (including spatial er-

ror model and spatial lag model) to explore the dependence of the incidence of chol-

era to a local environmental factor, such as open landfills in Kumasi, Ghana [7]. The 

study results showed that areas with the higher density of open landfills had higher 

cholera incidence than that of areas with the lower open landfills. Moreover, areas 

near an open landfill have a higher cholera incidence than that of areas far the open 

landfill [7]. Further research in 2012 by Osei and his colleagues produced more posi-

tive results when using spatial regression models to explore the spatial dependence of 

cholera to water bodies potentially contaminated [8]. 

In 2014, Rasam et al. [9] conducted a study to integrate GIS and a technical analy-

sis of the cholera epidemiological analysis of the spatial model in the district of Sa-

bah, Malaysia. Results showed that cholera tends to concentrate around the region 

where there are infected people around 1,500 meters. The cholera outbreak usually 

occurs in crowded areas with unsanitary environments and close to the contaminated 

water sources. In addition, cholera has a close relationship with the coastal areas. It 

can be concluded that GIS plays a very important role as a spatial technology to de-

termine distribution models and to clarify the hypotheses of disease development. 

In Vietnam, cholera is a serious infectious disease to humans and it still exists in 

some localities. To actively prevent the recurrent of cholera epidemic affecting peo-

ple's health, the deployment of GIS applications for the control and prediction of 
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cholera epidemic is seen as a feasible solution highly complementary to the profes-

sional medical measures. It also helps the health sector and governments at all levels 

carry out the most appropriate intervention to improve the effectiveness of the preven-

tion and control of cholera [5, 8]. Currently in Vietnam, GIS analysis applications in 

the medical field are very limited. Most of GIS-based medical applications stop at the 

creation of maps of the disease occurring positions, the number of cases and the GIS-

based database management of disease. To the best of our knowledge, we have not 

found any published works of GIS analysis applications that found out the cause and 

the distribution pattern of disease cases in the outbreak, as well as predicted the possi-

bility of future cases. Therefore, the objective of this study is to build a predictive 

cholera model for the city of Hanoi, which takes the impact of variables of the cli-

mate, the water surface area and the population to the number of cholera cases using 

GIS-based spatial regression analysis model. 

3 Proposed Model for Cholera Forecast  

3.1 Experimental data sets 

Experimental data include numbers of cholera cases collected by the Hanoi’s Preven-

tive Health Centre. Climate and hydrology data in Hanoi were from the National Me-

teorological Research Centre. The data sets used for experiments of this study are 

described in Table 1. 

Table 1.  Input data sets for the research. 

Data Sets Description 

Administrative map  

at 1: 50,000 
Represents the boundaries of 29 districts of Hanoi city. 

Hydrogeological map  

at 1: 50,000 
Represents the network of rivers, streams, lakes in Hanoi city. 

Population data 
Represents the size of population of each district of Hanoi city in years 

of the period 2007-2010. 

Meteorological data 

Collected for the period 2001-2011 by measuring stations in Hanoi, 

namely Ba Vi, Ha Dong, Hoai Duc, Lang and Son Tay. Data include 

rainfall, air temperature; relative air humidity; number of hours of 

sunshine; daily wind speed. 

Cholera data 
Represents archived data of cholera cases by dates of the period 2001-

2011 in Hanoi city. 

3.2 Proposed Model for Cholera Forecast  

Fig. 1 shows the proposed GIS-based model for cholera forecast for the city of Hanoi. 

Input data include the administrative map, hydrogeological map, population data, 

meteorological data by dates (R - rainfall; Sh - sunshine hours; T - air temperature,  

U - relative air humidity; V - wind speed) and numbers of cholera cases by dates in 

the period 2001-2011. 
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Fig. 1.  The proposed GIS-based model for cholera forecast. 

The proposed GIS-based model presented in Fig. 1 consists of the following pro-

cessing steps: 

 Step 1: Collect input data including administrative and hydrogeological maps, 

population data, meteorological data by dates (R - rainfall; Sh - sunshine hours; T - 

air temperature, U - relative air humidity; V - wind speed) and number of cholera 

cases by dates of the period 2001-2011 in Hanoi city. 

 Step 2: Integrate the hydrogeological map into the administrative map of each dis-

trict; Get the water surface areas (including surface areas of rivers, ponds and 

lakes) of each district. 

 Step 3: Integrate the population data into the administrative map of each district by 

years. 

 Step 4: Using meteorological data collected by 5 stations by dates, create meteoro-

logical data by months (monthly average for R, Sh, T, U, V) and by years (yearly 

average for R, Sh, T, U, V) for each meteorological station. 

 Step 5: Using the IDW interpolation method, construct the meteorological map for 

the whole city of Hanoi by months and years. Then, integrate the meteorological 

map into the administrative map of each district. And then, create monthly and 

yearly average of each factor of the meteorological data for each district. 
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 Step 6: Using the collected data of cholera cases by dates, create the total number 

of cholera cases by months and by years for each district of Hanoi. 

 Step 7: The aggregated result of steps 2, 3, 4, 5, 6 is the administrative map of each 

district with integrated data layers of water surface areas, population, meteorologi-

cal factors and number of cholera cases by months and by years. 

 Step 8: Carry out the hotspot analysis of cholera epidemic using the Getis-Ord Gi* 

statistical method for the whole city of Hanoi in order to figure out areas where 

cholera cases appear frequently. The result of this step is the input for the selection 

of explanatory variables in the cholera epidemic regression model. 

 Step 9: Select explanatory variables (water surface areas, population, R, Sh, T, U, 

V) and the form of the regression function (logarithm) for OLS (Ordinary Least 

Square) linear regression analysis. 

 Step 10: Carry out OLS analysis and construct the simulation function to forecast 

cholera cases by months and years. 

 Step 11: Using the result of OLS analysis, conduct the GWR (Geographically 

Weighted Regression) analysis to construct suitable linear function for each dis-

trict. 

 Step 12: Compare the OLS and GWR analysis results using the AIC (Akaite’s 

Information Criterion) and R
2
 (Adjusted R_squared) to get the optimal regression 

model for cholera forecast. 

4 Experiments and Results 

4.1 Description of Experiments 

Based on the proposed cholera forecast model described in Fig. 1, we carried out the 

data pre-processing and the following experiments: 

1. Hot spot analysis of cholera epidemic: The goal of this experiment is to find hot 

spots of the cholera outbreak, and the relationship between the outbreak and spatial 

factors, including meteorology and hydrology and population density; 

2. Experiment of multi-variable regression models for cholera epidemic forecast. This 

experiment is done using the results of the analysis of cholera epidemic hot spots. 

It consists of three stages: (i) Selection of explanatory variables for cholera out-

break, (ii) Linear regression analysis – OLS [6] and (iii) Geographically weighted 

regression – GWR [6]. These stages are sequentially conducted because the result 

of the previous stage is the input for next step. 
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4.2 Hot Spot Analysis of Cholera Epidemic 

 

Fig. 2. Number of cholera cases in the period 2001-2012. 

Fig. 3.  Hotpot analysis of number of cholera cases in 2007, 2008 and 2009 

From annual statistical data of cholera cases in the period 2001 - 2012 represented in 

Fig. 2, we can see that cholera was initially recorded in Hanoi with only 25 cases in 

2004. Then, cholera outbreak had been occurred continuously from 2007 to 2010, 

with the peak of 2008. However, in terms of space, the question is in which areas 

were cholera cases usually occur? Was the distribution of cases clustered or scattered 

throughout the region? To answer these questions, the hotspot analysis was conducted 

for each year using Getis-Ord Gi * statistical method in the whole Hanoi city to iden-

tify areas, in which cholera cases frequently appeared. The result of this step is used 

for the selection of explanatory variables in the regression models of disease. Hotspot 

analysis results for 2007, 2008 and 2009 are shown in Fig. 3. It can be seen from the 

results that hot spots of numbers of cholera cases are vary according to each year. 

However, they are generally concentrated around urban areas, including Ba Dinh, Hai 

Ba Trung, Thanh Xuan, Dong Da, Hoang Mai and Cau Giay districts. These districts 

are densely populated areas, adjacent to Nhue, Kim Nguu and To Lich rivers. These 

are highly polluted rivers flowing through the city of Hanoi. 
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4.3 Experiments of Multi-variable Regression Models for Cholera 

Forecast 

Selection of explanatory variables of cholera epidemic. Analysis results of cholera 

case hotspots by year show that the hotspots are concentrated in the densely populated 

area and are located close to the polluted rivers. Based on the above statement and 

previous cholera research results, this study selected explanatory variables for the 

cholera outbreak in Hanoi city as follows: climate (R, Sh, T, U, V: annual average), 

water surface area (km
2
) and population (thousands of people). Due to the numbers of 

cholera cases are unevenly distributed over the years (in other words, the data do not 

follow standard distribution rules), this study selected the following regression func-

tion to explain the number of cholera cases (y) as follows: 

       Log(y) = α + β1 * R + β2 * Sh + β3 * T + β4 * U + β5 *  

                           V + β6 * Water surface area + β7 * Population + ε 

Where, Log(y) is the logarithm of the number of cholera cases; α is the blocking 

ratio; β1, β2, β3, β4, β5, β6, β7 are regression ratios; ε is the random error. 

The purpose of the selection of the logarithmic regression function is to transform 

the data into the standard distribution. Climate, water surface area, population varia-

bles are considered independent, while the variable of the number of cholera cases is 

considered dependent. Regression models will predict the incidence of cholera cases 

in Hanoi based on the climate, water surface area and population data. 

Linear regression analysis – OLS. The linear regression analysis - OLS is conducted 

to build the simulation and forecasting function of cholera cases over the years for the 

entire area of Hanoi. Overall results of OLS linear regression analysis for the years of 

2007, 2008, 2009 and 2010 are shown in Table 2. The standard deviation of the resid-

uals (the actual number of cases – simulation cases) for each year is shown in Fig. 4. 

The study uses the adjusted determination coefficient metrics (Adjusted R_squared or 

R
2
) for describing the impact level of the climate, water surface area and population 

variables to the number of cholera cases. This adjusted determination coefficient indi-

cates the explanatory variables in the model to explain how much of the variation of 

the dependent variable. 

Table 2.  R2 in OLS linear regression analysis by years in Hanoi. 

Year Explanatory variables 
Adjusted  

R_squared (R2) 

Statistical value 

(*p_value) 

2007 Constant, Water surface, Climate 0.258771 < 0.01 

2008 Constant, Water surface, Population 0.424545 < 0.01 

2009 Constant, Water surface, Climate, Population 0.704000 < 0.01 

2010 Constant, Water surface, Climate, Population 0.637462 < 0.01 

 

From the analysis results shown in Table 2, we can draw the following remarks: In 

2007, the combination of climate and water surface factors can explain 25.87% of the 

cases across the region. In 2008, the combination of population and water surface 

(1) 
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factors can explain 42.45% of the cases across the region. In 2009 and 2010, the com-

bination of climate, population and water surface can explain 70.40% and 63.74% of 

the cases across the region, respectively. The current trend shows that the climate is 

having profound changes due to the negative impacts by human and natural activities. 

These changes have a significant impact on the human health. 

 

 

Fig. 4. Standard deviation of the residuals (the actual cases – simulation cases)  

for 2007, 2008, 2009 and 2010 

Geographically weighted regression - GWR. The global statistical model using 

OLS linear regression assumes spatial homogeneity of the relationship between the 

dependent variable and the explanatory variables. This hypothesis can bring mislead-

ing results when OLS is used for data in spatial context. To overcome the above issue, 

the local statistical method of geographically weighted regression was born. This 

method considers the heterogeneity of the spatial relationships. In other words, it 

models relationships vary across different spatial locations. Based on the results of 

OLS regression analysis for the whole region by year, we build the geographically 

weighted regression model to improve its explanatory capability as well as to estab-

lish a linear function suitable for each district. The study uses the AIC information 

(Akaite's Information Criterion) standard method [10] to compare the two models. 

Accordingly, the model that has a lower AIC value will be more accurate than the 

model that has the higher AIC value. The results of AIC comparison and the adjusted 

determination coefficient (R
2
) between OLS and GWR models for each year are pre-

sented in Table 3. The results show that the GWR model is better than the OLS model 

in 3 years of 2008, 2009 and 2010. 

Table 3.   Comparison of OLS and GWR models by years. 

Items 
2007 2008 2009 2010 

OLS GWR OLS GWR OLS GWR OLS GWR 

AIC 101.10 101.10 105.38 104.65 81.83 73.51 81.81 78.94 

R2 0.26 0.26 0.42 0.46 0.70 0.84 0.64 0.69 

 

Fig. 5 shows the values of the adjusted determination coefficient (R²) of the GWR 

model varies locally by districts. This indicates that the spatial variation of the rela-
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tionship between the explanatory variables and the number of cholera cases in the 

year. Specifically, values of the adjusted determination coefficient R² can be divided 

into two groups of low and high values. Accordingly, for 2007, there is an increase in 

the value of R² from West to East. For the years after (2008, 2009 and 2010), the in-

crease in the value of R² turns into the direction from North to South. 

 

 

Fig. 5. R² of the GWR model for 2007, 2008, 2009 and 2010 

The advantage of GWR model is the ability to visually show the estimated coeffi-

cients of each explanatory variable for each space unit that is the district. This makes 

it easier to explore complex relationships. 

4.4 Discussion 

Some comments are drawn from the results of OLS and GWR regression analytics as 

follows: 

 On the annual basis, clear impact of climate to cholera cases in the years 2007, 

2009, 2010 is found, while the remaining year 2008 this effect is negligible. On the 

other hand, the impact of water surface to cholera cases is clearly found for all 

years from 2007 to 2010. Population factor has clear impact to cholera cases in two 

years of 2008 and 2010. The analytical results of the study show water surface fac-

tor plays an important role in forecasting models. 

 In terms of space, the predicted number of cases in urban areas is generally smaller 

than the actual number of cases. Meanwhile, in North and South suburb districts 

the predicted number is often greater. Further research is needed to understand the 

interaction of space in the impact to the cholera cases to provide the best forecast-

ing models. 

 In terms of models, both OLS and GWR models can explain the number of cholera 

cases. However, GWR model produces better results by years over OLS model 

thank to its ability to estimate the space-dependent coefficients of the model. 
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5 Conclusion 

This research has identified the hot spots of the cholera disease, which are often 

formed into clusters around the metropolitan area, where the population are very 

crowded and adjacent to the polluted rivers. The study also experiments OLS and 

GWR regression models to generalized forecast the cholera in Hanoi city by years 

based on climate variables, population and water surface area in the period 2001 - 

2011. The experimental results have shown that GIS can be effectively used for the 

cholera epidemic analysis of the research area. The research pointed out the hot spots 

of cholera disease as well as it explained the relationship between spatial distribution 

variables, including climate, water area and population, and the temporal distribution 

variable of the number of cholera cases. That contributes to support for the manage-

ment of the disease over space and time. At the same time, the research results have 

created important bases for further studies on the simulation and forecasting the chol-

era in the city of Hanoi. 

In addition to these achievements, there are some issues that need further research 

to improve as: (1) the monitoring period of cholera cases was relatively short, in 

which cholera cases only appeared in five years (2004, 2007, 2008, 2009 and 2010) in 

the whole period of 2001-2011. Besides, the number of cholera cases appeared in 

each year is small. Furthermore, the data of cholera cases from 2001 to 2011 was 

unbalanced. Therefore, in order to see the clearer impact of the climate, water surface 

and population to the cholera epidemic, the monitoring of the cholera epidemic should 

be continued in the coming years; (2) the spatial accuracy of the research is limited 

due to the fact that it analyses epidemic at the district level. Therefore, further analy-

sis should be conducted at the level of wards to improve the spatial accuracy. In addi-

tion, in the collection of cholera cases, detailed information should be recorded for 

each case, such as the address and GPS coordinates to give more detailed input to the 

GIS analysis. 
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Abstract. Biomedical data often carry chaotic character that can be
investigated with the tools of fractal geometry. Correlation dimension
is a suitable measure that can be used for the analysis of EEG signal
in order to discover Alzheimer disease (AD). However, its estimation
is often biased and inaccurate. We present rotational spectrum method
that estimates the correlation dimension without bias for arbitrary set
in Euclidean space and apply it to the EEG. Using multiple testing
we discovered channels with significant difference of fractal dimension
between CN and AD patients. Using space reconstruction theorem it
was possible to prove that the left occipital and temporal part of human
brain carries

Topic of article

Fractal behaviour of time series with chaotic character can be investigated in
many ways. The dependency of the time series can be measured by fractal di-
mension or Hurst exponent. In this paper we focus on the estimation of the
correlation dimension D2 that belongs to the family of entropy-based fractal
dimensions. The traditional approach of estimating the correlation dimension is
called correlation sum method. However it was proven that this method provides
biased estimates and therefore is unsuitable for data classification.

The more exact method of correlation dimension estimation that utilizes the
power spectrum of investigated set. The method employs the Fourier transform
of an n-dimensional set F ⊂ R

n that is defined as

F (ω) = Ex∼U(F ) exp(−iω · x) (1)

for angular frequency ω ∈ R
n and for x uniformly distributed on F . The rota-

tional spectrum is defined using the factorisation of angular frequency ω = Ω ·ψ
for Ω ∈ R

+
0 and normalisation vector ψ ∈ Sn−1 from n−dimensional sphere as

S(Ω) = E
R∈SO(n) Eψ∈Sn−1 Ex,y∼U(F ) exp(−iΩψR(x− y)), (2)

⋆
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2 Correlation Dimension Estimation from EEG Time Series

for any rotation R ∈ SO(n) from the group of all rotations in R
n around the

origin. The resulting characteristics has suitable properties, because it can be
expressed analytically as

S(Ω) = Ex,y∼U(F )Hn(Ω ‖x− y‖), (3)

for the kernel function Hn

Hn(q) =
2

n−2
2 · Γ

(
n
2

)
q

n−2
2

Jn−2
2
(q), (4)

where J is noninteger Bessel function. Due to the relationship between correla-
tion dimension and the rotational spectrum, the correlation dimension can be
calculated as following

limΩ→∞
lnS(Ω)

lnΩ
= −D2. (5)

The rotational spectrum can be estimated from any set by means of Monte
Carlo simulation and due to the linear dependance for high parameter ω in
log-log plot, the correlation dimension can be calculated using model

lnS(Ω) = A−D2 · ln Ω + ǫ (6)

for parameters D2, A using maximum likelihood method. The new method was
proven to be useful for the analysis of any sets in Euclidean space, including
the trajectories of time series. The aim of our work is to analyse EEG signals
from patients that are suffering from Alzheimer disease (AD) and control normal
(CN) patients. Based on the estimation of correlation dimension and statistical
testing it is possible to distinguish between these two groups of patients. The
subject of the analysis is 146 EEG samples of CN and 28 samples of AD patients.
Every sample contains 19 time series of the signal development in time from 19
electrodes located on the patient head. The EEG signal will be analysed in three
different ways.

The first possibility of EEG signal analysis considers the signal as a vector
process in 19-dimensional space and estimates the correlation dimension for each
patient. We call this approach as global channel based analysis.

The second possibility of the investigation is to use state space reconstruction.
Considering the time series is a dynamic process, we can employ the Whitney
embedding theorem for the estimation of attractor dimension. The structure of
the state series is the same as the structure of the attractor, therefore their
correlation dimension is the same.

The last approach for the EEG analysis is to estimate the correlation di-
mension of the graph. EEG time series graph is a set in two dimensional space,
therefore the correlation dimension can vary between one and two.

We performed 39 tests with the null hypothesis

H0 : µAD = µCN (7)
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where the µAD is the expected value of correlation dimension of AD patients
and µCN is the expected value of CN patients. The aim is to find the channels
where the difference between the dimension estimates is highest. Since in this
case multiple testing is presented, we need to diminish the significance level
based on Hochberg false discovery rate theorem.

The estimates of correlation dimension were proven to have normal distri-
bution along the both groups, therefore we use the two-sample t-test for the
hypothesis testing. Table 1 provides the results of the correlation dimension es-
timation together with the p-value for those channels, where the null hypothesis
was rejected. The D̂CN and D̂AD are the mean values of correlation dimension
in case of CN and AD patients, respectively, whereas std is their standard de-
viation. The abbreviation SR denotes the space reconstruction method and G
abbreviation denotes the EEG graph method.

channel method ̂DCN stdCN
̂DAD stdAD p-value

17 SR 5.5412 0.93852 4.8159 0.7146 0.0001

18 SR 5.5004 0.94848 4.8259 0.97334 0.0007

8 SR 5.4573 0.9181 4.8029 1.2555 0.0014

13 G 1.7776 0.27605 1.6051 0.12824 0.00151

13 SR 5.4947 0.8995 4.9561 0.8167 0.0037

14 SR 5.6979 1.1058 5.1039 0.6296 0.0065
Table 1. Correlation dimension of EEG signal.

The most significant changes were recorded on the channels in the left occip-
ital and the left temporal part of human brain where the null hypothesis about
the equality of mean values of correlation dimension was rejected. The more suit-
able for the EEG analysis is the state space reconstruction that was performed
in our case in 15-dimensional space that brought significant differences between
the two groups of patients.
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Abstract. The hybrid GAM-PCA-VAR model, which is the combina-
tion of the principal component analysis (PCA) and the generalized ad-
ditive model (GAM) along with a vector autoregressive (VAR) process,
is proposed for studying the health effects of air pollution. The model
is applied to a real data set with the aim of quantifying the association
between the number of hospital admissions for respiratory diseases as re-
sponse variable and air pollution concentrations, especially, PM10, SO2,
NO2, CO and O3, as covariates.

Keywords: Generalized additive model; Multicollinearity; Principal com-
ponent analysis; Relative risk; Serial correlation; Vector autoregressive
model.

The generalized additive model (GAM) with a Poisson marginal distribution
as the standard statistical methodology is frequently applied in environmental
epidemiological studies about the health effects of air pollution. In spite of its
widespread use, many authors claim that care is needed when applying the GAM
to multiple time series as covariates, see e.g. [1]. The problems identified by these
authors may be due to the fact that the pollutant variables not only possess serial
dependence, but also present interdependence amongst themselves. In a forth-
coming paper, see [2], we propose the hybrid GAM-PCA-VAR model to handle
these problems. The PCA is used to eliminate the multicollinearity between the
pollutants while the VAR model is used to handle the serial correlation of the
data in order to produce white noise processes as covariates in the GAM.

The mathematical definition of the GAM-PCA-VAR model is the following.
Let the response {Yt} ≡ {Yt}t∈Z be a count time series and the conditional
distribution of Yt, given the past Ft−1 which contains the available information
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2 An application of the GAM-PCA-VAR model

up to time t− 1, have Poisson distribution with mean µt which depends on the
covariates and the parameters. It is supposed that the multivariate covariates of
pollutants Xt = (X1t, . . . , Xqt)

> follows a VAR(1) process with autoregressive
coefficient matrix Φ and variance matrix Σε of the white noise innovation {εt}.
The principal components (PCs) Z1t, . . . , Zrt, r ≤ q, are defined by

Zit = a>i εt = a>i (Xt − ΦXt−1), i = 1, . . . , r,

where (λi,ai), i = 1, . . . , r, denote the first r-th eigenvalues/eigenvectors of
the variance matrix Σε. Therefore, the PC vector Zt = (Z1t, . . . , Zrt)

> has
uncorrelated components, and the process {Zit} is a white noise with variance
λi. The PCs are the explanatory covariates in the standard GAM using the
standard link function

µt = exp


r∑

i=0

υiZit +

p∑
j=q+1

fj(Xjt)


where Xjt, j = q + 1, . . . , p, denote the confounding variables (for example, the
temperature and the humidity).

Under the assumption that the distribution of the innovation vector is mul-
tivariate normal, the conditional log-likelihood of the GAM-PCA-VAR model,
given a sample (X1, Y1), . . . , (Xn, Yn), is derived as:

n∑
t=2

(Yt lnµt−µt)−
1

2

n∑
t=2

(Xt−ΦXt−1)>AΛ−1A>(Xt−ΦXt−1)− n− 1

2
ln detΛ,

where A is the (q, r) matrix whose ith column is ai and Λ = diag(λ1, . . . , λr).
Since the maximization of this log-likelihood is computationally intensive, the
following three-stage estimation method is proposed. First, a VAR(1) model is
fitted to the pollutant covariates by applying standard time series techniques.
We denote by Φ̂ the corresponding estimate of Φ and by ε̂t = Xt − Φ̂Xt−1
the estimated residuals. Next, the first r PCs Ẑit of ε̂t are computed using
PCA. Lastly, a GAM model is fitted by maximizing the Poisson part of the
log-likelihood where Zit is replaced by Ẑit.

The empirical results show that the GAM-PCA-VAR model is able to remove
the autocorrelations from the principal components. In addition, this method
produces an estimate of the relative risk for each pollutant, which is not affected
by the serial correlation present in the data.
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Abstract. This paper introduces cryptanalysis of a random number
generator (RNG) based on a chaotic ring oscillator. An attack system is
proposed to discover the security weaknesses of the chaos-based RNG.
Convergence of the attack system is proved using master-slave synchro-
nization scheme. Future evaluation of the RNG is obtained from a scalar
time series where the only information available are the structure of the
RNG and a scalar time series observed from the chaotic ring oscillator.
Simulation and numerical results verifying the feasibility of the attack
system are given. It is verified that deterministic chaos itself cannot be
pointed out as the source of randomness.

1 Introduction

Over the last decades there has been an increasing emphasis on using tools
of information secrecy. Certainly, random number generators (RNGs) have more
prominently positioned into the focal point of research as the core component
of the secure systems. Although many people are even unaware that they are
using them, we use RNGs in our daily business. If we ever obtained money from
a bank’s cash dispenser, ordered goods over the internet with a credit card, or
watched pay TV we have used RNGs. Public/private key-pairs for asymmetric
algorithms, keys for symmetric and hybrid crypto-systems, one-time pad, nonces
and padding bytes are created by using RNGs [1].

Being aware of any knowledge on the design of the RNG should not provide
a useful prediction about the output bit sequence. Even so, fulfilling the require-
ments for secrecy of cryptographic applications using the RNG dictate three
secrecy criteria as a “must”: 1. The output bit sequence of the RNG must pass
all the statistical tests of randomness [2]; 2. The previous and the next random
bit must be unpredictable [3] and; 3. The same output bit sequence of the RNG
must not be able to be reproduced [4].

An important principle of modern cryptography is the Kerckhoff’s assump-
tion [2], states that the overall security of any cryptographic system entirely
depends on the security of the key, and assumes that all the other parameters
of the system are publicly known. Cryptanalysis is the complementary of cryp-
tography. Interaction between these two branches of cryptology form modern
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cryptography which has become strong only because of security analysis reveal-
ing weaknesses in existing cryptographic systems.

There are four fundamental techniques for random number generation: 1.
Amplification of a noise source [5, 7]; 2. Jittered oscillator sampling [1, 6]; 3.
Discrete-time chaotic maps [8–10] and; 4. Continuous-time chaotic oscillators
[11, 12]. Although the use of discrete-time chaotic maps in the realization of
RNG has been widely accepted for a long period of time [8], it has been shown
during the last decade that continuous-time chaotic oscillators can also be used
to realize RNGs [11, 12]. In particular, a “true” RNG based on a chaotic ring
oscillator has been proposed in [11]. In this paper we target the RNG reported
in [11] and further propose an attack system to discover the security weaknesses
of the targeted system.

The strength of a cryptographic system almost depends on the strength of
the key used or in other words on the difficulty for an attacker to predict the key.
On the contrary to recent RNG design [12], where the effect of noise generated
by circuit components was analyzed to address security issue, the target random
number generation system [11] pointed out the deterministic chaos itself as the
source of randomness.

The organization of the paper is as follows. In Section 2 the target RNG
system is described in detail; In Section 3 an attack system is proposed to crypt-
analyze the target system and its convergence is proved; Section 4 illustrates the
numerical results with simulations which is followed by concluding remarks.

2 Target System

Fig. 1. Bifurcation diagram against the parameter ε.

Chaotic systems are categorized into two groups: discrete-time or continuous-
time, respectively regarding on the evolution of the dynamical systems. In target
random number generation system [11], a simple continuous-time chaotic circuit
is utilized as the core of the RNG. This chaotic system is derived from two ring
oscillators coupled by diodes [11].
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Using the normalized quantities: xn = vn/Vth, yd = idRd/Vth, t = T/RC,
α = GmR, β = C/(C+C1), γ = R/R1, δ = R/Rd, and ε = R/R2, the equations
of the chaotic circuit transform into the following equation Eqn. 1:

˙x1a1 = −x1a1 − αx3a1

˙x2a1 = −x2a1 − αx1a1

˙x3a1 = −β(γ + 1)x3a1 − αβx2a1 − βδyd
˙x1b1 = −x1b1 − αx3b1

˙x2b1 = −x2b1 − αx1b1

˙x3b1 = −(ε+ 1)x3b1 − αx2b1 + δyd

where

yd =

{
x3a1 − x3b1 − 1 for x3a1 − x3b1 > 1
0 for |x3a1 − x3b1| ≤ 1
x3a1 − x3b1 + 1 for x3a1 − x3b1 < −1

(1)

The equations in 1 generate chaos for different sets of parameters. Bifurcation
diagram against the parameter ε = R/R2 is constructed. As shown in Fig.1, the
given system generates chaos for the parameter ε over a wide range (1.81 < ε <
3.13) which points out that the non-ideal effect on the performance of the chaotic
system is not critical. The chaotic attractor (Horizontal : x3b1, V ertical : x2b1)
given in Fig.2 is obtained from the numerical analysis of the system with α = 3.7,
β = 0.1, γ = 1, δ = 100 and ε = 2.5.

Target random number generation mechanism is described in [11] where bit
generation method is based on jittered oscillator sampling technique. As depicted
in [11] output of a fast oscillator is sampled on the rising edge of a jittered slower
clock using a D flip-flop where the jittered slow clock is realized by a chaotic
ring oscillator circuit.

Fig. 2. Numerical analysis results of the chaotic system for α = 3.7, β = 0.1, γ = 1,
δ = 100 and ε = 2.5.
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In this design, if the fast and the slower clock frequencies are known as well
as the starting phase difference ∆T , the output of the fast oscillator, sampled
at the rising edge of the jittered slower clock, can be predicted. It can be shown
that the output bit sequence S(bit)i is the inverse of least significant bit of the
ratio between the total periods of the jittered slower clock and period of the fast
clock:

S(bit)i = (
⌊
(

∑i

j=1
Tslow j)−∆T

Tfast/2
⌋mod2

(2dfast)
)′

(2)

where Tfast =
1

ffast
, ffast, dfast are the period, frequency and the duty cycle

of the fast clock, respectively, and the periods of the jittered slower clock Tslow j

are obtained at times t satisfying:

s(t) = x3a1(t) = Q with ds
dt > 0 (3)

where x3a1(t) is the chaotic signal, and Q is the logic threshold of the D

flip-flop. We have numerically verified that, for high
ffast

fslow center
ratios, the effect

of ∆T becomes negligible and the mean value (moutput) of the output sequence
Sbit approaches the fast clock duty cycle dfast where frequency of the chaotic
signal, corresponding to mean frequency of the jittered slower clock fslow center,
determines the throughput data rate (frng). It should be noted that, anyone who
knows the chaotic signal output can reproduce the same output bit sequence.

The authors of [11] have preferred to use NIST 800-22 [13] statistical test
suite in order to analyze output randomness of their RNG design. However, Big
Crush [14] and Diehard [15] statistical test suites which are available at the
publication date of target paper weren’t applied to output bit stream of the
RNG. It should be noted that, the target random number generation system
[11] doesn’t satisfy the first secrecy criteria, which states that “RNG must pass
all the statistical tests of randomness.”

3 Attack System

After the seminal work on chaotic systems by Pecora and Carroll [17], synchro-
nization of chaotic systems has been an increasingly active area of research [18].
In this paper, convergence of attack and target systems is numerically demon-
strated using master-slave synchronization scheme [18]. In order to provide crypt-
analysis of the target random number generation system an attack system is
proposed which is given by the following Eqn. 4:
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Fig. 3. Synchronization error Log |ex1a(t)|.

˙x1a2 = −x1a2 − αx3a2

˙x2a2 = −x2a2 − αx1a2 + c(x2a1 − x2a2)
˙x3a2 = −β(γ + 1)x3a2 − αβx2a2 − βδyd
˙x1b2 = −x1b2 − αx3b2

˙x2b2 = −x2b2 − αx1b2

˙x3b2 = −(ε+ 1)x3b2 − αx2b2 + δyd

where

yd =

{
x3a2 − x3b2 − 1 for x3a2 − x3b2 > 1
0 for |x3a2 − x3b2| ≤ 1
x3a2 − x3b2 + 1 for x3a2 − x3b2 < −1

(4)

where c is the coupling strength between the target and attack systems.
The only information available are the structure of the target random number
generation system and a scalar time series observed from x2a1.

Fig. 4. Synchronization error Log |ex2a(t)|.
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In this paper, we construct the attack system expressed by the Eqn. 4 that
synchronizes (x2a2 → x2a1 for t → ∞) where t is the normalized time. We define
the error signals as ex1a = x1a1−x1a2, ex2a = x2a1−x2a2, and ex3a = x3a1−x3a2

where the aim of the attack is to design the coupling strength such that |e(t)| → 0
as t → ∞.

The master-slave synchronization of attack and target systems is verified by
the conditional Lyapunov Exponents (CLEs), and as firstly reported in [17], is
achievable if the largest CLE is negative. Largest CLEs are calculated for dif-
ferent values of coupling strength c while a scalar time series is observable from
x2a1. When c is greater than 0.42 then the largest CLE is negative and hence
identical synchronization of target and attack systems starting with different
initial conditions is achieved and stable [17]. (Largest conditional Lyapunov Ex-
ponent is −0.0108588 for c = 0.5). However for c is less than 0.42, largest CLE
is positive and identical synchronization is unstable.

Log |ex1a(t)|, Log |ex2a(t)|, and Log |ex3a(t)| are shown in Fig.3, Fig.4 and
Fig.5 respectively, for c = 3, where the synchronization effect is better than that
of c = 0.5. As shown in the given figures, the attack system converges to target
system and master-slave synchronization is achieved in less than 145t.

4 Numerical Results

We numerically demonstrate the proposed attack system using a 4th-order Runge-
Kutta algorithm with fixed step size and its convergence is illustrated in Fig.3,
Fig.4 and Fig.5, respectively. Numerical results of x1a1 − x1a2, x2a1 − x2a2, and
x3a1−x3a2 are also given in Fig. 6, Fig. 7, and Fig. 8, respectively illustrating the
unsynchronized behavior and the synchronization of target and attack systems.

Fig. 5. Synchronization error Log |ex3a(t)|.

It is observed from the given figures that, master-slave synchronization is
achieved and stable. As shown by black lines in these figures, no synchronous
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phenomenon is observed before 145t. In time, the proposed attack system con-
verges to the target system and identical synchronization is achieved where col-
ored lines depict synchronized behaviors of chaotic states in Fig. 6, Fig. 7, and
Fig. 8, respectively.

Fig. 6. Unsynchronized behavior and the synchronization of target and attack systems:
Horizontal : x1a1, V ertical : x1a2.

Since the identical synchronization of attack and target systems is achieved
(x2a2 → x2a1) in 145t, the estimated values of x3a1 and S(bit)i bit which is
generated according to the procedure explained in Section 2 converge to their
corresponding fixed values. As a result, it is obvious that identical synchroniza-
tion of chaotic systems is achieved and hence output bit streams of target and
attack systems are synchronized.

It is clearly shown master-slave synchronization of proposed attack system
is achieved. Hence, output bit sequences of target and attack systems are syn-
chronized. In conclusion, cryptanalysis of the target random number genera-
tion system not only predicts the previous and the next random bit but also
demonstrates that the same output bit sequence of the target random number
generation system can be reproduced. As a result, the target random number
generation system [11] satisfies neither the second, nor the third secrecy crite-
ria that a RNG must satisfy. It should be noted that, deterministic chaos itself
cannot be pointed out as the source of randomness.
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Fig. 7. Unsynchronized behavior and the synchronization of target and attack systems:
Horizontal : x2a1, V ertical : x2a2.

5 Conclusions

In this paper, we propose a cryptanalysis method for a chaos based random
number generator (RNG). An attack system is introduced to discover the se-
curity weaknesses of the chaos-based RNG and its convergence is proved using
master-slave synchronization scheme. Although the only information available
are the structure of the target RNG and a scalar time series observed from the
target chaotic system, identical synchronization of target and attack systems is
achieved and hence output bit streams are synchronized. The target RNG does
not fulfill Big Crush and Diehard statistical test suites, the previous and the
next bit can be predicted, while the same output bit sequence of the RNG can
be reproduced. Simulation results presented in this paper not only verify the fea-
sibility of the proposed method but also encourage its use for the cryptanalysis
of the other chaos based RNG designs. Proposed attack, renders generated bit
streams predictable, thereby qualifying the target RNG to be used as a not true
but pseudo random source.
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12. Ergün, S., Güler, Ü., and Asada, K., “A High Speed IC Truly Random Number
Generator Based on Chaotic Sampling of Regular Waveform” IEICE Transactions
on Fundamentals of Electronics, Communications and Computer Sciences, Vol.
E94-A, no.1, (2011) 180-190

13. National Institute of Standard and Technology, FIPS PUB 140-2, Security Re-
quirements for Cryptographic Modules, NIST, Gaithersburg, MD 20899, (2001)

14. P. L’Ecuyer, Universit’e de Montr’eal., “Empirical Testing of Random Number
Generators”, 2002, Available at http://www.iro.umontreal.ca/ lecuyer/

15. G. Marsalgia, “Diehard: A Battery of Tests of Randomness”, 1997, Available at
http://stat.fsu.edu/∼geo/diehard.htm

16. National Institute of Standard and Technology, “A Statistical Test Suite for Ran-
dom and Pseudo Random Number Generators for Cryptographic Applications”,
Available at http://csrc.nist.gov/groups/ST/toolkit/rng

17. Pecora, L.M., Carroll, T.L., “Synchronization in chaotic systems,” Physical Review
Letters, vol. 64, no. 8, (1990) 821-824

18. Hasler, M., “Synchronization principles and applications,” Tutorials IEEE Inter-
national Symposium on Circuits and Systems (ISCAS ’94), C. Toumazou, Ed.,
London, England, (1994) 314-327

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 330



adfa, p. 1, 2011. 

© Springer-Verlag Berlin Heidelberg 2011 

Factors Affecting Randomness in Pseudo-Random 

Number Series Extracted from Chaotic Time Series of 

Logistic Map and Chaos Neural Network 

Hitoaki YOSHIDA
1,

, Masatomo SASAKI
1
, Takeshi MURAKAMI

2
, Shogo 

SHIMONO
1 
and Satoshi KAWAMURA

3
 

1Faculty of Education, Iwate University, Japan 

{hitoaki, e0114070, e0112088}@iwate-u.ac.jp 
2Technical Division, Iwate University, Japan 

mtakeshi@iwate-u.ac.jp 
3Super-Computing and Information Sciences Center, Iwate University, Japan 

kawamura@iwate-u.ac.jp 

Abstract.  The time series of the logistic map and the chaos neural network 

have been studied from an empirical view point.  The pseudo-random number 

series are extracted from the chaotic time series by our own method.  A pseudo-

complexity is proposed on the basis of the staying time of the transient orbit and 

the period of the chaotic orbit.  The results of the NIST SP800-22 tests suggest 

that the pseudo-complexity may be useful as necessary conditions to pseudo-

random numbers for cryptographic applications.  We have studied also the 

property of pseudo-random numbers extracted from periodic chaos and the re-

lated chaotic time series, tombolo chaos that is not periodic chaos but outlines 

of islands still remain.  The findings are useful to evaluate chaotic time series 

for a pseudo-random number generator (PRNG) applied to a cipher system. 

Keywords: chaotic time series·chaos neural network·pseudo-random number  

1 Introduction 

  We have widely studied on the chaos neural network (CNN) that consists of conven-

tional artificial neurons and generates chaotic outputs [1-3].  We have studied com-

puter generated chaotic time series from an empirical view point.  Theoretical chaotic 

time series has no period and its orbit is infinite, computer generated chaotic time 

series, however, is eventually periodic by the calculation of the finite precision.  We 

have reported the estimation method of the period of chaotic time series, because 

which is too long to observe directly in some case [4-5].  Empirical chaotic time se-

ries from CNN are useful for extracting pseudo-random numbers (PRNs) which are 

applied to stream cipher, and have been commercialized as security systems [9].  The 

extraction method of PRN from chaotic time series is shown in Fig.1 [6, 8, 10].  

                                                           
 Iwate University, Ueda, Morioka, Iwate, 020-8550 Japan. 
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All PRNs extracted form chaotic time series by the method are not always useful 

for a PRNG empirically, because there are some limitations to use practically.  For 

example, an error originated from binarization [6], the properties of the chaotic time 

series [7], and so on.  In this work we report some other factors affecting randomness 

in chaotic time series of the logistic map and CNN.  In particular, pseudo-complexity 

of time series is proposed to study necessary conditions (minimum requirement) to 

pseudo-random numbers for cryptographic applications.  As for the properties of the 

chaotic time series we have reported preliminary result on periodic chaos which con-

sists of 2 islands [6, 14].  In this work we report the further finding on periodic chaos 

which consists of more number of islands and on related chaotic time series. 

2 Extraction of Pseudo-Random Number Series from Chaotic 

Time Series 

The iteration of CNN is computed by double-precision arithmetic, and a pseudo-

random number is extracted from a chaotic output of CNN by the method shown in 

Fig.1.  The lowest 3 bits of the mantissa are discarded because they contain statistical 

deviation.  The lower 24 bits in the remaining mantissa part are extracted as a pseudo-

random number, and following iterations afford pseudo-random number series [9-10, 

13].   

 

 
 

Fig. 1.   The method for extraction of a random number from a CNN output. 

In this work the time series of the well-known logistic map (equation 1) are studied 

for a comparable study [14].  Pseudo-random number series have extracted from the 

chaotic time series of the logistic map by the same method that shown in Fig.1.  Ob-

tained pseudo-random number series are tested by NIST SP800-22 test suite (version: 

sts-2.1.2) which corrects problems of a non-overlapping template matching test and 

an overlapping template matching test [11].  Maurer’s “universal statistical” test has 

been improved according to Coron’s approximation [12].  In our work a test fail rate 

is estimated by repeated NIST tests and an overall result is judged by the test fail rate: 

less than 1.0% for normal test, less than 2.7% for UN test [10, 12].   

 

 𝑥𝑛+1 = 𝜇𝑥𝑛(1 − 𝑥𝑛) (1) 

Exponent Part Mantissa Part 3 bits 

Random Number (24 bits) 

Sign bit 

CNN Output (IEEE 754 Representations) 

Higher Discarded bits 

Discard 
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3 Kolmogorov Complexity and Pseudo-Complexity 

The Kolmogorov complexity of an object is the minimal length (or the limit of the 

size of a compressed representation of the object) of a binary program that produces 

the object as output [15].   

As for a pseudo-random number series the Kolmogorov complexity may vary 

whether the algorithm and parameters are known or not, practically.  In this work we 

have proposed a pseudo-complexity for a pseudo-random number series extracted 

from a chaotic time series by the method shown in Fig. 1.  A pseudo-complexity (Pc) 

is defined as the maximal bits of a pseudo-random number series that has not a peri-

od.  The targeted pseudo-random number series should pass the following tests with 

high probability (< 10%) before calculation of a pseudo-complexity:  

(a) The frequency test and the run test which are the minimum requirements for 

NIST SP800-22 tests. 

(b) The serial test and the approximate entropy test which are the test for uniformi-

ty and compressibility. 

 

The threshold of the probability may choose a smaller value (e.g. < 1 %), but prac-

tically 10% is adopted expecting to obtain more information on a boundary region.  

Examples: (i) If a binary pseudo-random number is “10101110001”, a pseudo-

complexity is Pc = log211 ≈ 3.46.  (ii) If a period of a pseudo-random number block 

(24 bits for each block) is 786239, a pseudo-complexity is Pc = log2 (786239 × 24) ≈ 

24.17.  (iii) A pseudo-complexity is not applicable to the original time series of the 

logistic map, because the distribution is not uniform and consecutive numbers have 

correlation. 

4 Pseudo-Complexity of Logistic Map 

  Periods of the logistic map (p) are empirically obtained as shown in Table 1.  The 

period depends on an initial value (x0).  As for  = 4.00, 3.95, 3.94, 3.93, 3.92, 3.91, 

3.90, 1000 initial values between 0-1 are respectively studied with double-precision 

floating-point arithmetic.  In general the period of the logistic map under the condi-

tion is ca.10
3
-10

7
.  About 4×10

5
 bits of pseudo-random number need for 1 sequence of 

NIST tests and about 4×10
8
 bits (1000 sequences of 400 kbits) need for 1 set of NIST 

tests, because necessary length of binary bits is more than 387840 bits for UN test.  

Staying time of a transient orbit (q) before a periodic orbit also depends on the initial 

value (x0).  Because a 24-bit-pseudo-random-number sequence is generated by the 

method of Fig.1 for iteration, a pseudo-complexity (Pc) is calculated by p and q as 

follows: 

 𝑃𝑐 =  log2 24(𝑝 + 𝑞)    (2) 

As for the pseudo-random number of the chaos neural network (vide infra), a pseu-

do-complexity is calculated using equation 2 also by a period and staying time of a 

transient orbit of CNN.  
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Table 1. Empirically obtained periods of the logistic map. a) 

a) The specification of workstation.  CPU: Intel Xeon E5-2609 2.40GHz, compiler: gcc 

4.3.4 and OS: SUSE Linux. 

b) The column do not include 1 initial value which converged to a fix point.  

 

  Representative results on the examination of the proportion of sequences passing a 

test (hereinafter, called “the examination of the proportion”) in the NIST tests are 

summarized in Table 2.  x0 is the initial value of the logistic map and  = 4.0 in equa-

tion 1.   

  The result is sorted by the pseudo-complexity.  The test fail rate is an average of 

repeated 48 times of the NIST tests.  In this case the test fail rates of UN, OT and AE 

test are sometimes over the permissible range.  The passed series in the overall tests is 

very few compared with C-4nn under appropriate conditions. 

  Overall result is decided by the examination of the proportion and the examination 

of uniform distribution of P-values in the NIST tests, and the test fail rate of the ex-

aminations in our work.  The passed series in the overall tests is not found when Pc is 

less than 26.5, but as Pc increases the number of the passed series increases.  It sug-

gests that Pc > 26.5 is the necessary condition of suitable pseudo-number series.  The 

result is also true for  = 3.90, 3.91, 3.92, 3.95, 4.00.   

  In the next, correlation between Pc and the test fail rate is studied.  The selected 

correlation coefficient between the pseudo-complexity (Pc) and the test fail rate is 

shown in Table 3 on the logistic map ( = 4.0).  It suggests the negative correlation of 

the pseudo-complexity (Pc) only with the fail rate of NT test (the non-overlapping 

template matching test) on the examination of the proportion.  The correlation coeffi-

cients corresponding to other  are shown in Table 4.  All data suggests same nega-

tive correlation.  The necessary condition (Pc > 26.5) may originate from NT test, 

because the test fail rate of NT test is above 1% when Pc < 26.5. 

  The purpose of NT test is to detect generators that produce too many occurrences of 

a given non-periodic (aperiodic) pattern [11].  The correlation may be caused by the 

repetition originated from relatively short periods.  The details are expected in further 

study. 

 

 = 4.00  = 3.95  = 3.90 

period frequency period frequency
 b)

 period frequency
 b)

 

2441806 9 64386 7 1589143 3 

2625633 11 1257374 4 7724511 31 

5638349 708 1709862 19 9840432 99 

10210156 9 3061880 8 18143091 93 

14632801 106 3371345 25 60858285 773 

  21929348 164   

  64068460 772   
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Table 2.   Result of NIST SP800-22 tests and the pseudo-randomness on the logistic map. 

x0 
time a) Selected Test Fail Rate (%) 

b)
 

Pc 
overall 

result 
period transient RK NT OT UN AE RE SE LC 

0.798 2625633 864946 0.0 2.3 2.1 4.2 0.0 0.3 0.0 2.1 26.3 
 

0.060 2625633 1963946 0.0 1.7 14.6 2.1 0.0 0.5 0.0 0.0 26.7 
 

0.164 2625633 2481946 0.0 1.6 8.3 0.0 0.0 0.3 0.0 2.1 26.9 
 

0.988 2441806 2725760 0.0 1.4 2.1 2.1 6.3 0.3 0.0 0.0 26.9 
 

0.958 2441806 3208760 2.1 0.6 4.2 10.4 0.0 0.0 0.0 0.0 27.0 
 

0.171 5638349 254718 0.0 0.8 0.0 0.0 8.3 0.5 3.1 0.0 27.1 
 

0.025 2625633 3841579 2.1 1.7 2.1 10.4 0.0 0.0 0.0 0.0 27.2 
 

0.581 2625633 5868212 0.0 0.9 0.0 0.0 0.0 0.5 0.0 0.0 27.6 pass 

0.433 5638349 4027718 0.0 0.4 0.0 2.1 8.3 0.3 0.0 0.0 27.8 
 

0.489 2625633 7223212 0.0 0.6 0.0 4.2 0.0 0.5 0.0 0.0 27.8 
 

0.034 2441806 7414372 0.0 0.5 0.0 0.0 0.0 0.5 0.0 0.0 27.8 
 

0.393 2441806 7563372 0.0 0.5 0.0 2.1 0.0 1.6 0.0 0.0 27.8 
 

0.238 10210156 151440 0.0 0.5 0.0 14.6 0.0 0.5 0.0 0.0 27.9 
 

0.624 2441806 8718372 0.0 0.6 0.0 0.0 0.0 0.5 1.0 0.0 28.0 pass 

0.376 2441806 8718372 0.0 0.6 0.0 0.0 0.0 0.5 1.0 0.0 28.0 pass 

0.679 10210156 1539440 0.0 0.5 0.0 22.9 0.0 0.5 0.0 0.0 28.1 
 

0.431 5638349 8519067 0.0 0.3 0.0 0.0 6.3 0.3 0.0 0.0 28.3 
 

0.198 14632801 513393 0.0 0.1 0.0 12.5 0.0 0.5 0.0 0.0 28.4 
 

0.163 14632801 768393 0.0 0.1 0.0 6.3 0.0 0.5 0.0 0.0 28.5 
 

0.714 10210156 5240440 0.0 0.2 0.0 16.7 0.0 0.5 0.0 0.0 28.5 
 

0.249 10210156 8242596 0.0 0.2 0.0 22.9 0.0 0.3 0.0 0.0 28.7 
 

0.024 14632801 5782393 0.0 0.2 0.0 10.4 0.0 0.8 0.0 0.0 28.9 
 

0.937 10210156 11159596 0.0 0.2 0.0 8.3 0.0 0.0 0.0 2.1 28.9 
 

0.204 10210156 11760596 0.0 0.2 0.0 2.1 0.0 0.8 0.0 0.0 29.0 pass 

0.350 14632801 14758194 0.0 0.2 0.0 2.1 0.0 0.5 0.0 0.0 29.4 pass 

0.023 14632801 18212194 0.0 0.1 0.0 2.1 0.0 0.8 0.0 0.0 29.6 pass 

0.847 14632801 20759194 0.0 0.1 0.0 4.2 0.0 1.0 0.0 0.0 29.7 
 

0.432 5638349 64797557 0.0 0.2 0.0 6.3 0.0 0.3 0.0 0.0 30.7 
 

0.753 5638349 71333906 0.0 0.3 0.0 2.1 0.0 0.3 0.0 0.0 30.8 pass 

0.002 5638349 90090302 0.0 0.1 2.1 0.0 0.0 0.8 0.0 0.0 31.1 
 

a) 1 simulation time corresponds to an iteration of the map.  

b) Abbreviations of test names:  RK: Binary Matrix Rank Test, NT: Non-overlapping Tem-

plate Matching Test, OT: Overlapping Template Matching Test, UN: Maurer’s “Universal 

Statistical” test, AE: Approximate Entropy Test, RE: Random Excursions Test, RV: Random 

Excursions Variant Test, LC: Linear Complexity Test.    
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 Table 3.   Selected correlation coefficients between Pc and the test fail rate. 

  

Table 4.   Correlation coefficients between Pc and the test fail rate of NT test. 

 3.90 3.91 3.92 3.93 3.94 3.95 4.00 

R -0.683 -0.707 -0.670 -0.680 -0.698 -0.776 -0.746 

 

5 Maps in Chaos Neural Network 

  CNN that composed of 4 neurons in discrete-time system has been used for a chaos 

generator (Fig. 2) [6, 8, 13].   

 

 

 

 

 

 

 

Fig. 2. CNN having cyclic structure (C-4nn). 

  A total value of inputs in jth neuron at time t is defined as equation 3.  wij is a synap-

tic weight, xi is an input from ith neuron and Ij is an external input of jth neuron.  An 

output from jth neuron at time t+1 is defined as equation 4 with the asymmetric 

piecewise-linear-function (APLF)  [5, 6-9].   

 

               𝑢𝑗(𝑡) = ∑ 𝑤𝑖𝑗𝑥𝑖(𝑡)

𝑛

𝑖=1

+ 𝐼𝑗                                                                                       (3) 

 

                𝑥𝑗(𝑡 + 1) =   𝑓(𝑢𝑗(𝑡))                                                                                          (4) 

 

The input-output characteristics of C-4nn are shown in Fig.3, which is correspond-

ing to a bifurcation diagram of the logistic map.  Of course a bifurcation is observed 

in CNN, the mixing among neurons also occurs.  Therefore it is not a simple bifurca-

tion diagram. 

tests RK NT OT UN AE RE RV LC 

R -0.269 -0.746 -0.410 0.010 -0.261 0.227 -0.150 -0.262 

N2 

N1 N4 

N3 
w23 

w34 

w14 

w41 

w12 

I1 I4 
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The input-output characteristics in Fig.3 may not be suitable for pseudo-random 

number generation, because periodic chaos and periodic windows exist.  We dare to 

select the condition for studying factors affecting randomness in chaotic time series.  

The input-output characteristics of CNN are easily controlled with the parameters, 

synaptic weights, connection between neurons, and initial values of neurons.  Appro-

priate examples of PRNG for cipher have already reported [5-6, 8, 10]. 

The range of the external inputs (I) corresponding to chaotic outputs is about [3.79, 

4.63] in Fig.3.  The range of I which is corresponding to periodic chaos is [4.03, 4.06] 

(region B) and [4.52, 4.59] (region D).  Let the islands of periodic chaos be S1, S2, ..., 

S10 that is also a set of real numbers.  

If I = 4.0560, a range of outputs corresponding to each island of periodic chaos is 

obtained as follows:  

𝑆1 = {𝑥 ∈ ℝ|0.79190 < 𝑥 < 0.80770}, 𝑆2 = {𝑥 ∈ ℝ|0.59296 < 𝑥 < 0.60074} 

𝑆3 = {𝑥 ∈ ℝ|0.49048 < 𝑥 < 0.49479},         𝑆4 = {𝑥 ∈ ℝ|0.18468 < 𝑥 < 0.19364} 

𝑆5 = {𝑥 ∈ ℝ|0.08790 < 𝑥 < 0.08804}, 𝑆6 = {𝑥 ∈ ℝ|0.08412 < 𝑥 < 0.08440} 

𝑆7 = {𝑥 ∈ ℝ|0.06765 < 𝑥 < 0.06849}, 𝑆8 = {𝑥 ∈ ℝ|0.06699 < 𝑥 < 0.06700} 

𝑆9 = {𝑥 ∈ ℝ|0.06675 < 𝑥 < 0.06677},        𝑆10 = {𝑥 ∈ ℝ|0.06630 < 𝑥 < 0.06633} 

The order of cyclic access of the islands is with strict regularity, S1, S10, S6, S2, S9, 

S5, S3, S8, S4, S7, S1 and the same order shall apply hereinafter.  The island cannot di-

vide more islands, because the access frequencies of islands are all the same and be-

cause the order of cyclic access of islands is unique. 

If I = 4.5600, a range of outputs corresponding to each island is obtained as fol-

lows:  

𝑆1 = {𝑥 ∈ ℝ|0.48723 < 𝑥 < 0.50375}, 𝑆2 = {𝑥 ∈ ℝ|0.43539 < 𝑥 < 0.45007} 

𝑆3 = {𝑥 ∈ ℝ|0.19590 < 𝑥 < 0.20489}, 𝑆4 = {𝑥 ∈ ℝ|0.16818 < 𝑥 < 0.17821} 

𝑆5 = {𝑥 ∈ ℝ|0.08748 < 𝑥 < 0.08782}, 𝑆6 = {𝑥 ∈ ℝ|0.08657 < 𝑥 < 0.08688} 

𝑆7 = {𝑥 ∈ ℝ|0.06857 < 𝑥 < 0.06943}, 𝑆8 = {𝑥 ∈ ℝ|0.06851 < 𝑥 < 0.06853} 

𝑆9 = {𝑥 ∈ ℝ|0.06796 < 𝑥 < 0.06880},        𝑆10 = {𝑥 ∈ ℝ|0.06785 < 𝑥 < 0.06789} 

The order of cyclic access of the islands is S1, S10, S6, S3, S7, S2, S9, S5, S4, S8, S1 and 

the same order shall apply hereinafter.  The island cannot divide more islands because 

of as the same reason as mentioned above. 
The normal periodic chaos which originates from bifurcation consists of 2

n
 (n = 1, 

2, 3...) islands.  Yet, in this work the number of islands is 10 (≠2
n
).  It is not strange 

because not only a bifurcation but also the mixing among the outputs of the neurons 

occurs.  The chaotic region between two periodic-chaos region [4.06, 4.52] (region C 

in Fig.3) is not periodic chaos but outlines of islands still remain.  Since it seems to be 

a tombolo (a spit of sand linking an island to another island), we call it tombolo chaos 

(Fig.4).  
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Fig. 3. Input-output Characteristics of Neuron 1 (N1) in C-4nn. 

 

 

 
 

 

Fig. 4. Periodic Chaos and Tombolo Chaos (enlarged view of Fig.3). 

Periodic Chaos Tombolo Chaos 

Island 

Island 

Island 

Spit of Sand 

A B C D 
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(a) Tombolo Chaos (I = 4.503566).  (b) Periodic Chaos (I = 4.523918). 

Fig. 5.     Attractor of periodic chaos and tombolo chaos. 

The boundary line between tombolo chaos and periodic chaos is about 4.52 in 

Fig.3 and Fig.4. 

Region A in Fig.3 is not covered by this work, because region A may consist of not 

only tombolo chaos but also periodic windows which don’t afford pseudo-random 

number series. 

Attracter of C-4nn outputs is shown in Fig.5, 2500 outputs are plotted as circles.  

Fig.5b shows the attractor of periodic chaos (I = 4.523918) that consists of 10 islands 

enlarging the small islands into 8×.  The chaos time series analysis affords the correla-

tion dimension D2 = 0.95 and the maximum Lyapunov exponent max = 0.25.  Fig.5a 

shows the attractor of tombolo chaos (I = 4.503566), and the chaos time series analy-

sis affords the correlation dimension D2 = 1.05 and the maximum Lyapunov exponent 

max = 0.20.   

Representative result on the examination of the proportion is summarized in Table 

5.  I is an external input of C-4nn, and Ibn represents the external input value corre-

sponding to periodic chaos or tombolo chaos: Ib5 = 4.155010, Ib1 = 4.436959 and Ib2 = 

4.503566 for tombolo chaos, Ib3 = 4.523918 and Ib4 = 4.570233 for periodic chaos.  

The NIST recommended size of random numbers 10
9
 bits (1000 sequences of 1000 

kbits) is used for 1set of NIST tests.  A 48-bit-pseudo-random-number sequence is 

generated for each iteration.   

All results don’t have the correlation of the pseudo-complexity (Pc) with the test 

fail rate on the examination of the proportion.  It suggests that the obtained pseudo-

complexity is above necessary condition (Pc > 26.5). 

The result of NIST tests suggests that the property of chaos also affects random-

ness of the pseudo-random number series.  The pseudo-random number series from 

periodic chaos and tombolo chaos don’t always satisfy the permissible range of the 

test fail rate.  The result suggests that both time series are not suitable for application 
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to a cipher system.  Periodic chaos and tombolo chaos are visually detectable with the 

input-output characteristics. 

 

Table 5.   Result of NIST SP800-22 tests and the pseudo-randomness on C-4nn. 

I chaos type N 
Selected Test Fail Rate (%) 

a)
 

Pc 
overall 

result RK NT OT UN AE RE SE LC 

Ib4 periodic 2 0.0 0.3 4.0 0.0 0.0 0.1 0.0 1.0 32.1  
 

Ib4 periodic 3 0.0 0.3 2.0 7.0 0.0 0.6 0.0 0.0 32.1  
 

Ib4 periodic 1 0.0 0.4 0.0 0.0 0.0 0.4 0.0 0.0 32.1  pass 

Ib4 periodic 4 0.0 0.7 0.0 0.0 0.0 0.4 0.0 0.0 32.1  
 

Ib1 tombolo 2 0.0 0.1 0.0 2.0 0.0 0.5 0.0 1.0 33.4  pass 

Ib1 tombolo 3 0.0 0.1 0.0 2.0 0.0 0.3 0.0 0.0 33.4  pass 

Ib1 tombolo 1 0.0 0.1 4.0 0.0 1.0 0.3 0.5 0.0 33.4  
 

Ib1 tombolo 4 1.0 0.2 0.0 0.0 0.0 0.3 0.0 0.0 33.4 pass 

Ib3 periodic 2 0.0 0.2 0.0 0.0 0.0 0.3 0.5 0.0 33.5  pass 

Ib3 periodic 3 0.0 0.3 0.0 2.0 0.0 0.4 0.5 0.0 33.5  pass 

Ib3 periodic 1 0.0 0.2 2.0 1.0 0.0 0.4 0.0 0.0 33.5  pass 

Ib3 periodic 4 0.0 0.1 0.0 3.0 0.0 0.4 0.0 1.0 33.5  
 

Ib2 tombolo 2 1.0 0.2 5.0 1.0 0.0 0.1 0.0 1.0 33.5  
 

Ib2 tombolo 3 0.0 0.1 1.0 0.0 0.0 0.6 0.5 0.0 33.5  pass 

Ib2 tombolo 1 0.0 0.2 0.0 1.0 0.0 0.4 0.0 0.0 33.5 pass 

Ib2 tombolo 4 1.0 0.1 0.0 0.0 0.0 0.3 0.0 0.0 33.5  pass 

Ib5 tombolo 2 0.0 0.2 0.0 0.0 0.0 0.3 0.5 0.0 33.6 pass 

Ib5 tombolo 3 0.0 0.1 1.0 2.0 0.0 0.5 0.0 0.0 33.6 pass 

Ib5 tombolo 1 0.0 0.3 2.0 0.0 0.0 0.4 0.0 0.0 33.6  

Ib5 tombolo 4 0.0 0.3 1.0 0.0 0.0 0.3 0.0 0.0 33.6 pass 

a) Result of the examination of proportion in the NIST tests.  The test fail rate is averaged by 

repeated 100 times of the NIST tests.   

6 Randomness of Periodic Chaos and Tombolo Chaos 

Normal periodic chaos which originates from bifurcation consists of 2
n
 islands [2].  

Periodic chaos consists of 10 (≠2
n
) islands in this work, probably because it originates 

not only from bifurcation but also from a mix of chaotic time series.  Periodic chaos is 

known to be ergodic but not mixing [16].  The ergodic property can be evaluated 

through UN test, because UN test is designed to be able to detect any one of the very 
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general class of statistical defects that can be modeled by an ergodic stationary 

source.  There is no contradiction on ergodicity of chaotic maps.   

Yet, periodic chaos sometimes shows the higher test fail rate of UN test and OT 

test, but not always high.  Tombolo chaos also shows same tendency, but the fail rate 

of the test is lower than periodic chaos. 

The ergodic property is probably theoretically true, but is it also empirically true?  

If the number of iterations isn’t large enough, the outputs may be unevenly distributed 

even in the lower bits of the output.   

7 Conclusion 

The time series of the logistic map and the chaos neural network have been studied 

from an empirical view point.  The pseudo-random number series have been extracted 

from the chaotic time series by our own method.  The pseudo-complexity is proposed 

on the basis of the staying time of the transient orbit and the period of the chaotic 

orbit.  The results of the NIST SP800-22 tests suggest that the pseudo-complexity 

may be useful as necessary conditions (Pc > 26.5) to pseudo-random numbers for 

cryptographic applications.  The result also suggests that the negative correlation of 

the pseudo-complexity (Pc) with the fail rate of the non-overlapping template match-

ing test (Table 4).  

The pseudo-random number series have been studied as for periodic chaos and 

tombolo chaos.  The result suggests that the pseudo-random number series from peri-

odic chaos and tombolo chaos don’t always satisfy the permissible range of the test 

fail rate, therefore  both time series are not suitable for application to a cipher system.  

Periodic chaos and tombolo chaos are easily excluded in practical use, because they 

are visually detectable with the input-output characteristics. 

The generality of the pseudo-complexity should be checked in the future work.  

The detail properties of tombolo chaos will be studied in future work, and the relation 

between ergodicity and periodic chaos has remained an unsolved problem.   
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Abstract. This manuscript aims at illustrating the interest of hidden
Markov models mixing zero Beta-inflated distributions or one Beta-
inflated distributions for studying specific time series, involving continu-
ous proportions in the interval [0, 1]. More specifically, we are interested
in segmenting a time series of historical data stemming from the XVIth
and the XVIIth centuries, in order to bring to light the behavior of the
Savoy Duchy and the transitions which marked deep political changes in
the State functioning.

1 Introduction

Studying time series of continuous proportions or continuous ratios is of interest
in various fields of research such as economy, biology or history. But this data
may often have some specific features which make traditional time series or
regression models unfitted. One such common feature is an excess mass of zeros
and/or ones, combined with a behavior subject to changes in regime.

For regime switches, models based on hidden Markov models, [1], [2], were
long proved to be a good option for exploring and explaining data. For the
excess zeros and/or ones, one solution consists in using “inflated” distributions
and, more specifically for proportions, Beta-inflated distributions, [3], [4].

The starting point of the present manuscript and of the interest in hidden
Markov models with inflated Beta distributions lies in the study of a bivariate
time series of historical data, related to the legislative activity of the Duchy of
Savoy during the XVIth and the XVIIth centuries. The historian wished to know
whether there was a synchrony between the periods of conflict experienced by
the State and an intense legislative output or, on the contrary, whether the two
were not completely correlated.

In our first work on this data [5], the time series containing the counts of
legislative texts related to military logistics only was considered. The results were
very promising and showed, according to the fitted model, various temporalities
of the State, one of which enhanced the link between the diplomatic situation
and the military preparedness, although it dispelled their synchrony.
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The next step of our study was to include in the analysis a second series
containing the entire legislative output and focus on the ratio between the doc-
uments on military logistics and the whole legislation. In this case, the data is
no longer a time series of counts with excess zeros, but of continuous propor-
tions with excess zeros and ones. For this specific data, we proposed a hidden
Markov model with zero-and-one Beta inflated distributions [6]. Although the
results were mainly consistent with our previous findings, they were less convinc-
ing in terms of persistency of the states. One reason for this could be the fact of
having considered inflated distributions both in zero and in one. In the present
manuscript, we propose a restriction of the model to zero or one Beta inflated
distributions. As it will be shown later, the scale or the time-step used for ex-
ploring the data is crucial for the analysis, hence, according to it and according
to the composition of the time series, different models will be trained.

In the next section we recall the definitions and notations for the zero or one
Beta inflated distributions, and next we introduce the hidden-Markov models
that will be used hereafter. Some simulated examples illustrate the empirical
convergence of the EM algorithm. Section 3 contains an analysis of the historical
data and a conclusion follows in Section 4.

2 Zero-or-one Beta-inflated hidden Markov models

Two distinct HMM models will be used in this manuscript: on the one hand,
we shall introduce a two-state model mixing a zero-inflated distribution with
a one-inflated one. On the other hand, we shall use a hidden Markov model
with zero Beta-inflated distributions only. The latter is not new in the literature
and has been already studied in the recent paper [7]. For this reason, we shall
describe the entire estimation procedure for the first model, together with some
simulated examples, and only recall the formulae of the estimated updates for
the second. The estimation procedure is very similar to that of the previously
introduced ZOIB-HMM model [6].

2.1 Zero or one Beta-inflated distributions

Before introducing the hidden-Markov model, let us briefly recall the zero or
one Beta-inflated distributions. Transforming a regular Beta distribution into
an inflated one is achieved by mixing it with a Dirac mass either in 0, or in 1,
such that support of the density is either [0, 1[, or ]0, 1]. For a complete review
on Beta inflated distributions, the reader may refer to [8].

Let us recall that if X ∼ B(α, β) is a random variable Beta-distributed, with
α, β > 0 and probability density fB (•;α, β), and with the notations µ = α

α+β ,
φ = α+ β, the expectation and the variance of X may be expressed as :

E(X) = µ ; V(X) =
µ(1− µ)

φ+ 1
. (1)

Besides its support reduced to the interval ]0, 1[, the interest of using a Beta
distribution for statistical modeling also resides in the large variety of shapes
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for its density, which makes it quite appealing for applications. The zero Beta-
inflated distribution may then be defined as a mixture between a regular B(α, β)
distribution and a Dirac mass in 0, such as its density writes

f0(x; η, α, β) = η1x=0((1− η)fB(x;α, β))1x∈]0,1[ , (2)

while the one Beta-inflated distribution may be expressed in a similar manner,
but using a Dirac mass in 1:

f1(x; η, α, β) = η1x=1((1− η)fB(x;α, β))1x∈]0,1[ . (3)

Here, η is the parameter of the mixture and α, β are the parameters of the
Beta distribution. Throughout the rest of the paper, let ξ = (η, α, β) be the
three-dimensional parameter of a Beta-inflated distribution.

2.2 Estimation procedure for the zero or one Beta-inflated
hidden-Markov model

Let us now describe the hidden-Markov models having zero or one-inflated
Beta distributions as emission probability distributions. Consider (Xt)t∈Z the
observed time series, valued in [0, 1], and (St)t∈N the unobserved process, con-
trolling the parameters of the distribution of Xt. Throughout the rest of the
paper, St is supposed to be a homogeneous Markov chain, irreducible, recurrent
and aperiodic, with two possible states E = {e1, e2} and defined by its transition

matrix Π = (πij)i,j=1,2, πij = P (St = ej |St−1 = ei), with πij > 0,
∑2
j=1 πij = 1,

and by its initial probability distribution π0, π0
i = P (S1 = ei), ∀i = 1, 2.

Furthermore, let us suppose that Xt are independent conditionally to St, and
that Xt conditionally to St = e1 is distributed according to a zero Beta-inflated
distribution, while Xt conditionally to St = e2 is distributed according to a one
Beta-inflated distribution. With the notation ξi = (ηi, αi, βi) ∈]0, 1[× ]0,+∞[

2
,

the set of possible values for the parameters is

Θ =

θ = ((ξi)i=1,2, Π) ∈ (]0, 1[× ]0,+∞[
2
)2×]0, 1[4,∀i ∈ {1, 2},

2∑
j=1

πij = 1

 .(4)

The usual procedure for training hidden Markov models, the EM algorithm
[1], [9], is used here, with a slight modification for the updates of the parameters
in the Beta distribution. With the previous assumptions, and with the notations
XT

1 = (X1, ..., XT ), ST1 = (S1, ..., ST ), the complete likelihood is given by:

L(XT
1 , S

T
1 ; θ) =

T∏
t=1

2∏
i=1

f(Xt|St = ei; ξi)
1{St=ei}

T∏
t=2

2∏
i,j=1

π
1{St−1=ei,St=ej}
ij × C ,

(5)
where f(Xt|St = e1; ξ1) is the zero Beta-inflated density, defined in Equation
2, f(Xt|St = e2; ξ2) is the one Beta-inflated density, defined in Equation 3, and

C =
∏2
i=1

(
π0
i

)1{St=ei} is the likelihood of the initial state of the Markov chain.
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When replacing the Beta-inflated densities by their analytical expressions,
the complete likelihood may further be written as:

L(XT
1 , S

T
1 ; θ) =

T∏
t=1

[
η
1{Xt=0,St=e1}
1 (1− η1)1{Xt∈]0,1[,St=e1}η

1{Xt=1,St=e2}
2 ×

(1− η2)1{Xt∈]0,1[,St=e2}
]
×

T∏
t=1

2∏
i=1

(fB (Xt, αi, βi))
1{Xt∈]0,1[,St=ei} ×

T∏
t=2

2∏
i,j=1

π
1{St−1=ei,St=ej}
ij × C

= L1(XT
1 , S

T
1 ;η)L2(XT

1 , S
T
1 ;α,β)L3(XT

1 , S
T
1 ;Π), (6)

where η = (η1, η2), α = (α1, α2) and β = (β1, β2). The EM algorithm
consists in iteratively maximizing the expected value of the complete likeli-
hood L(XT

1 , S
T
1 ; θ) with respect to θ, and conditionally to the observed data

set XT
1 and a fixed value of the parameter θ?, and then updating θ? at each step.

E-Step. The E-step is given by the computation of the expected value of the
complete likelihood, conditionally to the observed data,

Q(θ|θ?) = Eθ?
[
lnL(XT

1 , S
T
1 ; θ)|XT

1

]
. (7)

According to Equation 6, Q(θ|θ?) can be split into :

Q(θ|θ?) = Q1(η|θ?) +Q2(α,β|θ?) +Q3(Π|θ?) , (8)

where

Q1(η|θ?) = Eθ?
[
lnL1(XT

1 , S
T
1 ;η)|XT

1

]
=

2∑
i=1

∑
Xt∈]0,1[

ωt(ei) ln(1− ηi) +
∑
Xt=0

ωt(e1) ln η1 +
∑
Xt=1

ωt(e2) ln η2 , (9)

with ωt(ei) = Pθ?(St = ei|XT
1 );

Q2(α,β|θ?) = Eθ?
[
lnL2(XT

1 , S
T
1 ;α,β)|XT

1

]
=

2∑
i=1

∑
Xt∈]0,1[

ωt(ei) ln (fB (Xt, αi, βi)) ; (10)

Q3(Π|θ?) = Eθ?
[
lnL3(XT

1 , S
T
1 ;Π)|XT

1

]
=

2∑
i,j=1

T∑
t=2

ωt(ei, ej) lnπij , (11)

with ωt(ei, ej) = Pθ?(St−1 = ei, St = ej |XT
1 ). The probabilities ωt(ei) and

ωt(ei, ej) may be easily computed using the forward-backward procedure,
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typical for the EM algorithm [10].

M-Step. The three terms of Q(θ|θ?) may be independently maximized in each
of the parameters, η for Q1, α and β for Q2 and, respectively, Π for Q3. For
ηi and πij , the analytical expressions of the updates may be straightforwardly
computed:

η̂1 =

∑
Xt=0 ωt(e1)∑
Xt∈[0,1[ ωt(e1)

, η̂2 =

∑
Xt=1 ωt(e2)∑
Xt∈]0,1] ωt(e2)

,

and π̂ij =

∑T
t=2 ωt(ei, ej)∑T
t=1 ωt(ei)

. (12)

Regarding αi and βi, there are no analytical expressions of the estimates, directly
tractable from Q2(α,β|θ?). Rather than numerically optimizing this function
and slowing down the algorithm which would also probably become numerically
unstable, we prefer the use of moment estimates, which appear as good substitues
for the MLE:

α̃i = µ̃iφ̃i , β̃i = (1− µ̃i)φ̃i, (13)

where

µ̃i =

∑
Xt∈]0,1[ ωt(ei)Xt∑
Xt∈]0,1[ ωt(ei)

, φ̃i =
µ̃i(1− µ̃i)

s2i
− 1,

s2i =

∑
Xt∈]0,1[ ωt(ei) (Xt − µ̃i)2∑

Xt∈]0,1[ ωt(ei)
. (14)

Experimental results For each of the following scenarios and for sample sizes
ranging from 500 to 5 000, 100 trajectories of the model were simulated. The
values of the parameters used for the simulations are the following:

Π =

(
0.9 0.1
0.1 0.9

)
, (α1, α2) = (1; 0.5) , (β1, β2) = (1; 2) ,

η1 ∈ {0.5, 0.7} and η2 = 0.5. The results are detailed in Tables 1 and 2 below. In
each case are reported the mean values of the estimates, as well as their standard
errors and medians. We also provide the ratio of errors in the a posteriori identi-
fication of the hidden regimes (mean-values, standard errors and medians). The
parameters are generally correctly estimated, even for short time series. The fact
of having replaced the maximum likelihood estimates with moment estimates for
the αi’s and βi’s does not affect the quality of the estimation procedure and the
convergence of the algorithm.

2.3 Some remarks on zero Beta-inflated hidden-Markov models

As mentioned previously, zero Beta-inflated hidden-Markov models were already
introduced in the literature a couple of years ago [7]. They are of particular
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T = 500 T = 1000 T = 5000

Π̂ 0.87(0.10 ) 0.13(0.10 ) 0.87(0.09 ) 0.13(0.09 ) 0.87(0.09 ) 0.13(0.09 )
0.90 0.10 0.90 0.10 0.90 0.10
0.13(0.09 ) 0.87(0.09 ) 0.12(0.07 ) 0.88(0.07 ) 0.13(0.11 ) 0.87(0.11 )
0.11 0.89 0.10 0.90 0.10 0.90

η̂1, η̂2 0.53(0.11 ) 0.50(0.10 ) 0.52(0.08 ) 0.50(0.06 ) 0.51 (0.11 ) 0.52(0.11 )
0.51 0.50 0.50 0.50 0.50 0.50

α̂1, α̂2 1.00(0.19 ) 0.52(0.13 ) 0.98(0.17 ) 0.52(0.10 ) 0.95(0.17 ) 0.51(0.07 )
1.00 0.51 0.99 0.52 1.00 0.50

β̂1, β̂2 1.03(0.16 ) 1.91(0.50 ) 1.01(0.15 ) 1.99(0.38 ) 0.98(0.11 ) 1.92(0.28 )
1.04 1.90 1.00 1.99 1.00 2.00

%ERR 6.72(6.82 ) 5.97(5.73 ) 6.59(6.43 )
4.40 4.40 4.31

Table 1. Simulation results for η1 = 0.5, η2 = 0.5 and 100 time-series of length T .
Mean, standard error (italics) and median (bold) of the estimates.

T = 500 T = 1000 T = 5000

Π̂ 0.88(0.06 ) 0.12(0.06 ) 0.89(0.03 ) 0.11(0.03 ) 0.89(0.03 ) 0.11(0.03 )
0.90 0.10 0.90 0.10 0.90 0.10
0.12(0.08 ) 0.88(0.08 ) 0.12(0.08 ) 0.88(0.08 ) 0.14(0.12 ) 0.86(0.12 )
0.11 0.89 0.10 0.90 0.10 0.90

η̂1, η̂2 0.70(0.08 ) 0.51(0.09 ) 0.69(0.06 ) 0.52(0.09 ) 0.68 (0.07 ) 0.55(0.14 )
0.70 0.50 0.70 0.51 0.70 0.50

α̂1, α̂2 1.04(0.24 ) 0.52(0.10 ) 1.04(0.20 ) 0.50(0.06 ) 0.96(0.17 ) 0.51(0.10 )
1.00 0.51 1.01 0.50 0.99 0.50

β̂1, β̂2 1.03(0.19 ) 2.06(0.50 ) 1.06(0.17 ) 1.99(0.33 ) 1.02(0.08 ) 2.00(0.34 )
1.02 1.99 1.05 1.97 1.02 2.00

%ERR 4.58(4.82 ) 4.14(4.88 ) 5.16(5.70 )
3.40 2.95 2.96

Table 2. Simulation results for η1 = 0.7, η2 = 0.5 and 100 time-series of length T .
Mean, standard error (italics) and median (bold) of the estimates.

interest for time series of proportions with excess zeros and (almost) no ones. In
this case, the emission probability distribution in each state of the Markov chain
is a zero-inflated Beta distribution. This can be written similarly to Section 2.2
and the updates for the estimates are identical to those in Equations 12, 13 and
14, except for the mixture parameters which become:

η̂i =

∑
Xt=0 ωt(ei)∑
Xt∈[0,1[ ωt(ei)

, i = 1, 2.

3 Segmenting a century of historical data

In order to attempt to bring some answers to the historian questioning on the
temporality of the Savoy State and on the synchrony between the diplomatic
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situation and the legislative activity of the Duchy, we used a bivariate time series
stemming from the XVIth and the XVIIth centuries. The corpus comes from the
massive work of F-A. Duboin [11]. The opus was aimed at the restauration of
the Sabaudian law, following the Napoleonic age, and contains all documents
stored in the Piedmontese institutions. According to [12], the edition would be
exhaustive and few texts would be missing. The historian resumed the corpus
of data in a bivariate monthly representation, one component storing the whole
number of legislative texts issued during each month, and the other the number
of texts linked to military logistics. 3

As mentioned in the introduction, our first work considered the series of texts
related to military logistics [5] only. The results were very promising, since they
allowed to highlight two temporalities of the State, one of them more related
to the diplomatic situation and the military preparedness, and the other to the
inner structure of the State. These historical insights were close to the Braudelian
architecture of time, and, furthermore, they allowed to understand the path from
the event to the trend.

Naturally, the next step of our work was then to use the bivariate data and
more specifically the ratio between the two series, which gives the importance
of military logistics in the legislative activity. We wanted to investigate the leg-
islative behavior of the State and the variations of the importance of military
logistics. Two levels of representations were finally studied: a monthly series of
ratios and an aggregate quarterly series of ratios. More than a half of the monthly
series (illustrated in Figure 1) elements are equal to zero, while the mean value
is 0.09 and the standard deviation is 0.17. The quarterly series (illustrated in
Figure 2) contains less zeros and is more homogeneous, with a median equal
to 0.07, a mean value equal to 0.09 and a standard deviation of 0.10. The two
series, and more particularly the quarterly one, appear to change their behavior
during the second half, which contains less zeros and also less spikes, and during
which the activity of the State seems to be more regular. This hypothesis is to
be confirmed by the hidden-Markov models.

3.1 A zero-or-one Beta-inflated HMM for monthly data

The monthly series of the ratios has already been investigated in a previous
work [6], using a zero-and-one Beta-inflated hidden Markov model. Although
the results were globally consistent with our previous findings, the transition
matrix showed that regimes were not very persistent and the numerous switches
from one state to the other made the interpretation of the results difficult to
achieve.

Since one of the hypothesis supporting the hidden Markov chain approach
is the possible existence of two regimes, a “sparse” one in terms of legislative

3 In the first version of this proposal, which was submitted as an extended abstract, we
also mentioned an illustration of the proposed models on another time series, related
to the proportion of rainy days recorded by a weather station in the Netherlands.
Due to the limited number of pages, these results will not be presented here, but
they are available upon request.
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Fig. 1. Ratio of texts on military logistics among the entire production of law (monthly
representation). The periods of war for the Duchy are in grey.
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Fig. 2. Ratio of texts on military logistics among the entire production of law (quarterly
representation). The periods of war for the Duchy are in grey.

activity, with plenty of zeros, and a more intense one, with a maximum value of
one reached by the ratios, we trained the more constrained model proposed in
Section 2.2. The parameters estimated for the monthly data are:

Π̂ =

(
0.79 0.21
0.62 0.38

)
, (α̂1, α̂2) = (25.19; 4.36) , (β̂1, β̂2) = (24.49; 15.96),
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and (η̂1, η̂2) = (0.94, 0.04), with a BIC equal to 1191.05. The estimated Beta
components of the distributions are illustrated in Figure 3. According to these
results, one may easily notice that the first regime is essentially containing zeros,
more than 90% in average, and that the Beta component is having a probability
mass concentrated around large values of the ratios (between 0.4 and 0.7), while
the second regime captures the maximum values of the ratios (4% of ones in
average), whereas, at the same time, the probability mass of the Beta distribution
is more related to the smaller values of the ratios (between 0 and 0.4).
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Fig. 3. Beta components in the emission distributions for the zero-or-one inflated HMM
model (monthly data)

The a posteriori probabilities of the series being in the second state of the
Markov chain were computed using the Viterbi filter and are represented in
Figure 4. As it may be seen, the shifts from one regime to the other occur very
often, and the two regimes are not at all persistent, although the second regime
seems to be more present in the second half of the series. The results are similar
to the ones found in [6], but they do not improve them. One of the reasons for
this may be linked to the empirical observation above: during almost half of the
period, the data contains plenty of zeros and some spikes, the State is generally
not legislating and when it does it produces a lot of texts, while during the
second half, the activity appears as more regular with less zeros and less spikes.
The zero-or-one Beta-inflated or the zero-and-one Beta-inflated HMM models
do not seem able to capture this, as least not at a monthly level.

3.2 A zero Beta-inflated HMM for quarterly data

For the quarterly data, the maximum value of the series is 0.6, which means that
one-inflated Beta distributions are not fitted. Instead, we shall train a two-state
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Fig. 4. Conditional a posteriori probabilities of the second regime - monthly data

hidden-Markov model with zero Beta-inflated distributions in each state. The
estimated parameters are

Π̂ =

(
0.99 0.01
0.00 1.00

)
, (α̂1, α̂2) = (2.04; 2.47) , (β̂1, β̂2) = (8.83; 16.72),

and (η̂1, η̂2) = (0.54, 0.26). The BIC criterion is equal to 12.01 for this configura-
tion. The corresponding estimated Beta components of the mixed distributions
in each state are illustrated in Figure 5. According to the estimated parameters
and the graphs in Figure 5, the two regimes are very persistent, the second one
being moreover absorbing. The first regime contains a high proportion of zeros,
but also a higher probability mass on the large values, while the second regime
has a lower proportion of zeros and the probability mass of the Beta component
is more concentrated around the smaller values. This appears more consistent
with the empirical observations on the time series.

In Figure 6, the probabilities of the time series being in the first regime of the
Markov chain are illustrated, after having been computed with the Viterbi filter.
The time series switches from one state to the other once only, and the transition
lasts about ten years. As anticipated and according to the estimated parameters,
the first regime contains more zeros and more spikes, while the second is more
regular. Hence, the State appears to have changed its behavior with respect to
issuing legislation and also with respect to the importance of military logistics.
From the historian perspective, this model brings out a transition from a system
yet medieval to a modern State. The transition occurs right before the first
War of Monferrat, which started in April 1613 and ended in October 1617.
The beginning of the war corresponds to the beginning of the second regime.
These results are very consistent with our previous findings in [5], although the
transition appears to be shifted in time with about twenty years. The historical
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Fig. 5. Beta components in the emission distributions for the zero-inflated HMM model
(quarterly data)
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Fig. 6. Conditional a posteriori probabilities of the first regime - quarterly data

reasons and the detailed interpretation of these results are yet beyond the scope
of the present manuscript, which is moreover limited in the number of pages,
and will not be presented here.

4 Conclusion

Several hidden-Markov models with Beta-inflated distributions in zero or in one
were trained on a historical time series of ratios. The performances of the models
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were quite uneven, and the difference came mainly from the scale chosen for
representing the data. While all models we used for the monthly data appear to
fail in capturing the series behavior, the results obtained with quarterly data are
very promising, and consistent both with the empirical observations on the data
set and with our previous findings [5]. The “zoom level” was crucial here for
tracking interesting features from the data. We aim at further investigating this
issue during the next months, and also testing change-point detection strategies
for the monthly data, although the transitions one may derive from hidden-
Markov models were more appealing to the historian in the first instance.
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Abstract. Time series segmentation is a basic task in time series data mining. Time series 

segmentation is a pre-requisite step for many tasks, such as dimension reduction, 

representation, classification, clustering, prediction, motif discovery and anomaly detection in 

time series. Since there have been several segmentation techniques, it is difficult to select a 

suitable one for a specific application if we do not know how to evaluate the performance of 

various segmentation methods. This paper focuses on comparing the quality of three well-

known segmentation methods: Important Extreme Points, Perceptually Important Points and 

Polynomial Least Square Approximation by using some existing evaluation criteria for time 

series segmentation. However, the existing evaluation criteria required prior knowledge about 

the time series and their segments as external information in their measures. Therefore, we 

propose one more evaluation criterion for segmentation. Experimental results show that the set 

of novel evaluation criteria can help to quantify a segmentation result and the quality of each of 

the three segmentation methods depends on the characteristics of each tested dataset. 

Keywords: time series segmentation; important extreme points; perceptually important 

points; polynomial least square approximation; evaluation criteria 

1 Introduction  

Time series segmentation is an important task in time series data mining ([10]). In 

general, time series can consist of hundreds or thousands of observations. The main 

goal of segmentation is the extraction of time segments with similar observations or 

different from the rest of the time period. By that way, time series is divided into a 

small number of homogeneous pieces. In order to perform advanced tasks such as 

classification, clustering, anomaly detection, motif discovery or forecasting, in time 

series, segmentation is often a pre-requisite step. 

Depending on various applications, segmentation methods can be divided into two 

categories. The first category is segmentation for time series reconstruction and 

representation purposes. The algorithms in this category evaluate the approximation 

error in some form and aim to represent a time series by sequence of linear 

approximations. The excellent review on this kind of time series segmentation was 

given by Keogh in 2001 [9]. The approximation of original time series in the form of 

straight lines is the essence of Piecewise Linear Representation (PLR). The three most 

common segmentation algorithms, based on the PLR are as follows: Top-down, 
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Bottom-Up and Sliding Window algorithm [9]. The second category contains 

algorithms performing time series segmentation based on changes in the 

characteristics of the time series in a certain way. Some well-known segmentation 

methods in this category include Important Extreme Points by Fink and Gandhi in 

2007 [2], Perceptually Important Points (PIP) by Fu et al. in 2006 [3], and the 

Polynomial Least-Squares Approximations method by Fuchs et al. in 2010 [5]. The 

Important Extrema Points method by Fink and Gandhi aims to identify important 

extrema (maxima and minima) in time series data. The PIP method by Fu et al. 

searches for the important points in financial time series. The Polynomial Least-

Squares Approximations method by Fuchs et. al. aims to identify turning points by 

using the orthogonal polynomials. Besides, these methods have a characteristic in 

common such that they are interested in the time point where a state is turned. For the 

Important Extrema Points method, maxima point marks the status from increase to 

decrease and minimum point marks the status from decrease to increase. For The PIP 

method, PIP points are also similar to maximum or minimum points. Turning points 

in the Polynomial Least-Squares Approximations method are the same as maximum 

or minimum points. Moreover, these segmentation methods have been applied widely 

in several applications of time series data mining ([4], [14], [8], [13], [1], [6]). Based 

on the aforementioned reasons, a choice of these three segmentation methods is made 

for comparison about their resulting segments. 

However, there has been little work in the field of evaluation of time series 
segmentation methods. It can be observed that most segmentation methods evaluate the 
performance of a segmentation of a time series by the least-squares construction error 
that an approximation method makes when approximating the segments of a time 
series ([3],[5],[9]). The commonly used reconstruction error criterion is not suitable 
since it only evaluates the quality of the reconstruction  rather than the quality of the 
segmentation points. To address this problem, Gensler and Sick in 2014 [7] proposed a 
new set of evaluation criteria for time series segmentation methods which are grouped 
in classification-based criteria and segmentation-zone criteria. 

This paper focuses on comparing the quality of three well-known segmentation 

methods: Important Extreme Points, PIPs and Polynomial Least Square 

Approximation by using the existing set of evaluation criteria for time series 

segmentation proposed by Gensler and Sick [7]. These evaluation criteria for 

segmentation need datasets to be annotated with segmentation-zones in advance by 

experts. In practice, it is hard for experts to mark all datasets for evaluation. This 

makes the number of datasets used for experiments significantly reduced. So, we 

propose one more evaluation criterion for segmentation which is based on the number 

of segments with the lengths approximately equal to the average length of all 

segments in the time series. This proposed evaluation criterion does not require any 

prior knowledge except for the data points themselves. An empirical study on several 

benchmark datasets shows that the evaluation measures can help to quantify 

segmentation results. In addition, it is found that the quality of each segmentation 

method depends on the characteristics of each tested dataset.  

The rest of this paper is organized as follows. Section 2 reviews the three 

segmentation methods: Important Extreme Points, PIP and Polynomial Least Square 

Approximation. In Section 3 we describe the evaluation criteria for time series 
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segmentation proposed by Gensler and Sick. In this Section 3, we also present our 

proposed evaluation criterion which is called Percentage of Average Length Segments 

(PALS) measure. Section 4 reports the experimental results in examining how the 

criteria perform and comparing the performance of the three time series segmentation 

methods. Finally, Section 5 gives some concluding remarks. 

2 Three Time Series Segmentation Methods 

In this section, we briefly review three time series segmentation methods: 

Important Extreme Points, PIP and Polynomial Least Square Approximation.  

2.1 Important  Extreme Points 

Fink and Gandhi [2] proposed a method for compressing time series which is based 
on the concept of important extreme points. Important extreme points in a time series 
contain important features of the time series. The definition of important extreme 
points is given as follows. 

Definition 1. Important Extreme Points: A point tk of a time series T = t1,…, tm is 

an important minimum if there are indices i and j, where  i < k < j, such that tk is the 

minimum among ti,…, tj and  ti /tk ≥ R,and  tj /tk ≥ R  

Similarly, a point tk is an important maximum if there are indices i and j, where  i < 

k <  j, such that tk is the maximum among ti,…, tj and  tk /ti ≥ R,and  tk /tj ≥ R        

In the above definition, the parameter R is called compression rate which is 

greater than one. An increase of R leads to selection of fewer important extreme 

points.  

Given a time series T, starting at the beginning of the time series, all important 

minima and maxima of the time series are computed by using the algorithm given by 

Fink and Gandhi [2]. The algorithm takes linear time and constant memory.  

2.2 Perceptually Important Points 

The PIP method is an important point finding method for time series compression, 

proposed by Fu et al., 2006 [3]. The PIPs extracted from a time series are identified by 

the following algorithm.  

  Given a time series C = {c1, …, cn}. The first two PIPs are c1 and cn. The third 

PIP is the point in C with the maximum distance to the first two PIPs. The next PIP is 

the point in C with the maximum distance to its two adjacent PIPs and so on. The 

PIPs identified in the earlier iterations are considered to be more important than those 

points identified later.  

Fig. 1.a illustrates the process of identification of 5 PIPs. The distance metric used 

in the PIP identifying process is the vertical distance between the test point and the 
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line connecting the two adjacent PIPs. To determine the maximum distance to the two 

adjacent PIPs (x1, y1) and (x2, y2), as described in Fig. 1.b, is the vertical distance (VD) 

between the test point p3 and the line connecting the two adjacent PIPs, i.e., formula 

(1). 

VD(p3, pc) = |yc – y3 | = |(y1 + (y2 - y1)(xc - x1)/(x2 - x1)) - y3 | 

where xc = x3. 
(1) 

           

  

Fig. 1 (a) PIP identification process  (b) Vertical distance measure 

The only parameter of PIP segmentation method is the number of perceptually 

important points (PIPs) used to represent the time series. 

2.3 Polynomial Least Square Approximation 

In this subsection, we review briefly the time series segmentation method 

proposed by Fuchs et al. ([5]). This segmentation method is based on a least-squares 

approximation of time series in sliding windows using a basis of orthogonal 

polynomials. This allows the definition of fast update steps for the approximation 

polynomial where the computational effort depends only on the degree of the 

approximating polynomial and not on the length of the sliding window. The 

coefficients of the orthogonal expansion of the approximating polynomial can be 

interpreted as optimal estimators for average, slope, curvature, change of curvature, 

etc. of the time series in the time window considered. 

Fig. 2 shows an example for a time series modeled by polynomials of degree 1, 

and 2, respectively. The shaded area indicates the least-square error of the polynomial 

approximation. Due to space limit, here we skip the details of  Polynomial Least-

Squares Approximation method. Interested reader can refer to [5]. 

 

(a) (b) 
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(a)                                             (b) 

Fig. 2. Example of a time series modeled by polynomials of various degrees (a) a polynomial of degree 1 
and b) a polynomial of degree 2 ([6]). 

3 Evaluation Criteria For Time Series Segmentation Methods 

3.1 Measures proposed by Gensler and Sick 

First, this section presents the set of eight evaluation criteria which was proposed 

by Gensler and Sick in 2014 [7]. The set consists of two kinds of criteria: 

classification-based criteria and segmentation-zone criteria. Both kinds of criteria are 

based on the concepts of segmentation zone. The authors model each segment to be 

determined with the earliest point and the latest point. Such a segment forms an 

allowed segmentation zone (SZ).  

    Gensler and Sick proposed an interpretation of the confusion matrix for 

segmentation problems as follows. When one SZ is assigned exactly one determined 

segmentation point, it is treated as a true positive (TP). If the method does not set a 

segmentation point in an area where none is expected, it is treated as a true negative 

(TN). If no segmentation point is found in a SZ, it is treated as a false negative (FN). 

False positives (FP) can be created in two situations: (1) An SZ is assigned more than 

one segmentation point, each segmentation point more than one is treated as a FP, and 

2) A segmentation point is found in an area where no SZ exists. 

    From the defined TP, TN, FN and FP, Gensler and Sick proposed the following 

criteria for time series segmentation methods: ACC (Accuracy), F1 (F1 score [12]), 

MCC (Matthew correlation coefficient [11]), Prec. (Precision) and Rec. (Recall). The 

higher values of these criteria, the better segments are found. 

    The formula for ACC is as follows: 

FNTNFPTP

TNTP
ACC




  (2) 

    The F1 score describes the harmonic mean of precision and sensitivity and is 

calculated by the formula: 

)2(

2
1

FNFPTP

TP
F


  (3) 

    The MCC considers all entries of the confusion matrix and is computed by the 

formula: 

))()()((

..

FNTNFPTNFNTPFPTP

FNFPTNTP
MCC




  (4) 

    The MCC takes values from -1 to 1, where +1 represents perfection correlation, 0 a 

result not better than random guess and -1 absolute disagreement between prediction 

and ground truth. 

    Besides ACC, F1 score and MCC, we can use Precision and Recall which are 

calculated by formula (5) and (6) as follows: 
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   Besides the classification-based criteria for segmentation methods, Gensler and Sick 

also proposed the three other criteria which are based on segmentation-zones. For the 

sake of the presentation of these criteria, some important notations are shown in Table 

1.  

Table 1.  Notations in segmentation-zone measures.  

Notation Meaning 

SZ Set of segmentation zones 

SP Set of found segmentation points 

p Segmentation point 

c(p) Segmentation zone center of the 

segmentation point p 

|SZ| Total number of segmentation zones 

|SP| Total number of segmentation points 
  

    The first measure in this group is the Average Segmentation Count (ASC), which 

determines how many times the method creates a segmentation while being inside an 

SZ in average. The ASC can be calculated by Algorithm 1. The value of ASC closer 

to 1 is better, a value lower than 1 means too few segments are set inside SZ while a 

value greater than 1 means too many segments are found. 
Algorithm 1 Calculation of Average  Segmentation Count 

(ASC ) 

procedure Cal_ASC(SP, SZ) 

Create variable countz for every segmentation zone z in SZ 

ASC := 0  

 for each z  SZ do  

for each p SP do 

    if  p is inside z then 

        countz := countz +1 

     end if  

     end for 

     ASC := ASC + countz 

end for  

return ASC/|SZ| 

end procedure 
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To keep track of how accurately segmentation points hit the target segmentation, 

Gensler and Sick proposed another measure, called Absolute Segmentation Distance 

(ASD) which accumulates the distance between target segmentation point and found 

segmentation point. The ASD can be calculated by the following formula:  

||

))(,()(

SP

pcpdistp

ASD
SPp








 (7) 

 where (p) = 1 if p is inside its segmentation zone otherwise,  (p) =  0; and 

dist(p, c(p)) is the distance between p and its segmentation zone center. Notice that a 

smaller value of ASD is better. 

To keep track of whether an algorithm tends to set its segmentation points too 

early or too late, Gensler and Sick  proposed another measure, called Average 

Direction Tendency (ADT). ADT describes a quotient of early and late segmentation 

points. If the segmentation method tends to set its segments too early, the value will 

be less than 0.5 while a late segmentation will bring out a value greater than 0.5. ADT 

can be calculated by following formula:  

EarlySegLateSeg

LateSeg
ADT


  (8) 

where LateSeg and EarlySeg are computed by the following formula: 





SPp

pcplatepLateSeg ))(,().(  
(9) 





SPp

pcpearlypEarlySeg ))(,().(  
(10) 

where (p) = 1 if p is inside its segmentation zone, otherwise,  (p) =  0; late(p, 

c(p)) = 1 if p is after its segmentation zone center c(p), otherwise, late(p, c(p)) = 0; 

and early(p, c(p)) = 1 if p is before its segmentation zone center c(p), otherwise, 

early(p, c(p)) = 0. 

3.2 Our proposed measure 

In addition to Gensler and Sick’s criteria, we propose one more measure to 

evaluate the quality of segmentation methods. This measure, called Percentage of 

Average Length Segments (PALS), focuses on the percentage of the number of 

segments which have the length approximately equal to the average length of all 

extracted segments with the range 10% over the total number of extracted segments. 

The higher percentage indicates a better segmentation. With this measure, we assume 

that the lengths of extracted segments by a segmentation method have a Gaussian 

distribution and expect that a better segmentation method will bring out the higher 

number of segments which have the length approximately equal to the average length 

of all extracted segments. Given a time series T and the positions t1, t2,…,tm of change 

points of T, we calculate the average length of all segments. One segment includes 

points between ti and ti+1. PALS measure is the percentage of number of segments that 

their length is between 90% * average_length and 110% * average_length.  
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4 Experimental Evaluations 

We compare the performance of the three segmentation algorithms: Important 

Extreme Points (abbreviated as IEP), Perceptually Important Point method 

(abbreviated as PIP), Polynomial Least-Squares Approximations method (abbreviated 

as PLSA) using the set of nine novel evaluation criteria. We used the five selected 

heart beat datasets downloaded from the website https://www.physionet.org. Each 

dataset was annotated by an expert. We used these annotations to determine the 

segmentation zones for each dataset in our experiments. According to these 

annotations, we sketched the segmentation zones in between 5% value of positions 

of the annotated points in the datasets. The test datasets are presented in Table 2. 

These experimental datasets in Table 2 were annotated in terms of segmentation zones 

by experts before being tested in the experiments. 

Table 2. Descriptions of the test datasets. 

No. Dataset Length 

1 Abdominal and Direct Fetal ECG Database: Record r01 10.000 

2 AF Termination Challenge Database: Record learning-set/n01 1.280 

3 AHA_Database_ahadb: Record 0001 2.500 

4 MIT-BIH ST Change Database: Record 327 3.600 

5 PAF Prediction Challenge Database: Record n01-ECG0  1.280 

   

4.1 Experiment 1- How the Criteria Perform 

For this experiment, we want to examine how the criteria perform with a specific 

segmentation method on a given dataset. The dataset used in this experiment is the 

first one, Abdominal and Direct Fetal ECG Database: Record r01. To show how the 

criteria behave, we use the PIP segmentation method with two different values for the 

parameter of the method. In Case I, the number of PIPs is set to 18 and in Case II, 23. 

We compute the measure values for each case by doing a process consisting of the 

following steps.criteria 

    Step 1: Identify the true segmentation points in the dataset using expert-based 

annotations for the dataset. 

    Step 2: Apply the PIP segmentation method on the dataset to get the segmentation 

points. 

    Step 3: Compare the true segmentation points in Step 1 and the segmentation points 

found in Step 2 and then build the confusion matrix. Using the confusion matrix, we 

can obtain the classification-based criteria: Acc, Pre., Rec., F1 and MCC for the 

segmentation results. Notice that the criteria such as ACC, F1, MCC, Prec., Rec. are 

calculated based on the values of TP (true positives), TN (true negatives), FP (false 

positives) and FN (false negatives). 
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   Step 4: Also using the true segmentation points and the found segmentation points, 

we can compute the segmentation-zone criteria: ASC, ASD, and ADT. 

   Step 5: Using only the found segmentation points, we can compute the PALS 

measure: compute the average length of all the extracted segments and derive the 

percentage of the number of segments which have the lengths approximately equal 

to the average length of all extracted segments, with the range 10% over the total 

number of extracted segments. 

Table 3. Confusion matrix resulting from the PIP method (Case I). 

                                                               Actual classes 

 

Prediction 
 Positive Negative 

Positive 3 16 

Negative 16 7798 

 

From our aforesaid evaluation process, we obtain the confusion matrices for the 

two cases, and report them in Table 3 and Table 4. Next, we compute the evaluation 

criteria for the two cases, and report them in Table 5. In Table 5, the classification-

based criteria are reported on Table 5.a while the segmentation zone criteria and PALS 

are shown in Table 5.b. For most of the criteria, Case I brings out a better 

segmentation quality than Case II. 

Table 4. Confusion matrix for the results in case II. 

                                                              Actual classes 

 

Prediction 
 Positive Negative 

Positive 1 11 

Negative 17 7803 

 

Table 5.a Values of the classification-based criteria of the PIP method in two cases over 

Dataset 1.  

 
Acc Prec Rec F1 MCC 

Case I 0.996 0.16 0.16 0.16 0.16 

Case II 0.996 0.08 0.06 0.07 0.07 

 

 Table 5.b Values of the other criteria of the PIP method in two cases over Dataset 1.  

 
ASC ASD ADT PALS 

Case I 0.41 33.0 0.44 27% 

Case II 0.45 32.6 0.70 0% 

 

We can see that ACC is unable to distinguish between the results of Case I and 

Case II. Precision remarkably increases from 0.08 to 0.16. Recall also increases from 

0.06 to 0.16. F1 increases from 0.07 to 0.16. ASC, ASD, and ADT improve from Case 
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II to Case I. ADT shows a roughly balanced segmentation in Case I (0.5 would be 

perfectly balanced). The measure PALS also improves remarkably from Case II to 

Case I. This means that the parameter used in Case I is better than the one used in 

Case II.      

In short, these criteria help to evaluate the quality of a segmentation result. 

Besides, we can observe that PIP method is very sensitive to the specified value of the 

number of PIPs. 

4.2 Experiment 2-Comparing Three Time Series Segmentation Methods 

In this experiment, we want to compare the three segmentation methods using the 

existing evaluation criteria and ours. For each dataset, we executed one segmentation 

algorithm several times and set different parameters to each test. After that, we 

calculated the evaluation criteria to find the best set of parameters of a segmentation 

algorithm. Therefore, for one dataset and each segmentation algorithm, we could find 

the best set of parameters. We applied the same procedure for all the test datasets. 

Table 6 reports the best parameters for the three segmentation methods over five 

datasets. For the Polynomial Least Square Approximation method, we set the degree 

of the polynomials to 2 and the window size to 10. 

Table 6.  The best parameters for the three methods over the five datasets. 

Dataset 

Methods 

IEP PIP PLSA 

R # of PIPs Slope Curve 

1 1.5 22 0.005 -0.005 

2 1.5 16 0.005 -0.005 

3 1.2 15 0.00105 -0.006 

4 1.2 15 0.00106 -0.008 

5  1.2 10 0.0001 -0.009 

   

 

Finally, we report the evaluation results in Table 7 to compare the quality of these 

methods based on the criteria: ACC, F1, MCC, Prec., Rec. ASD, ASC, ADT, and 

PALS.  

In Table 7, for each dataset, if any evaluation measure gets the best value, the 

result will be printed in bold. We can see from Table 7 that: 

 With dataset 1, the IEP method has the criteria ASC, ADT better than those of 

the other methods. Besides, the IEP method also has the best measure Acc., F1, 

MCC, Prec. among the three segmentation methods. Finally, the IEP method has 

the best value for the PALS measure. In sum, for dataset 1, the IEP method can 

be considered better than the PIP and PLSA methods.  

 With the same analysis as above, for dataset 2, the PIP method is better than the 

IEP and PLSA methods, especially in Acc., F1, MCC, Prec., Rec.  and PALS. 
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 For datasets 3 and 5, the PIP method can be considered better than the IEP and 

PLSA methods in terms of the classification-based criteria. 

 Particularly for dataset 4, the PIP and PLSA methods are equivalent to each 

other and better than the IEP method. 

In sum, the results reveal that (i) the quality of each segmentation method depends 

on the characteristics of each tested dataset and PIPs seems to be more suited to ECG 

datasets and (ii) a combination of multiple evaluation criteria helps to specify the 

characteristics of the segmentation method. 

Table 7.  Values of evaluation measures for the three segmentation methods over the five 

datasets.  

Data 

set 
Methods Acc. F1 MCC Prec. Rec. ASC ASD ADT PALS 

1 

IEP 0.997 0.270 0.269 0.263 0.278 0.591 45.083 0.462 35% 

PIP 0.996 0.158 0.156 0.158 0.158 0.409 32.609 0.444 27% 

PLSA 0.992 0.198 0.230 0.129 0.421 0.636 8.758 0.615 2% 

2 

IEP 0.981 0.323 0.379 0.208 0.714 1.333 2.226 0.467 0% 

PIP 0.987 0.462 0.461 0.400 0.545 0.667 2.353 0.375 13% 

PLSA 0.985 0.261 0.253 0.273 0.250 0.250 1.000 0.333 9% 

3 

IEP 0.990 0.154 0.192 0.095 0.400 1.538 4.188 0.800 3% 

PIP 0.991 0.387 0.393 0.316 0.500 0.615 2.238 0.750 5% 

PLSA 0.994 0.125 0.158 0.333 0.077 0.077 0.000 1.000 0% 

4 

IEP 0.967 0.018 0.024 0.010 0.111 0.300 0.392 1.000 3% 

PIP 0.993 0.154 0.155 0.125 0.200 0.200 1.294 1.000 0% 

PLSA 0.995 0.118 0.117 0.143 0.100 0.100 2.250 1.000 0% 

5 

IEP 0.953 0.107 0.178 0.059 0.600 2.714 1.705 0.686 0% 

PIP 0.988 0.435 0.440 0.556 0.357 0.357 1.100 0.600 0% 

PLSA 0.987 0.125 0.186 0.500 0.071 0.071 0.000 1.000 0% 

5 Conclusions 

Surprisingly, there has been little work in the field of evaluation of time series 

segmentation methods. In this paper, we investigated the utility of the evaluation 

criteria for time series segmentation. The evaluation criteria discussed include the 

criteria proposed by Gensler and Sick and our proposed measure PALS. We conduct 

the experiments on five benchmark datasets which are annotated by the experts in 

advance to examine how the criteria perform and compare the effectiveness of the 

three segmentation algorithms: Important Extreme Points, PIP method and 

Polynomial Least-Squares Approximations method. Experimental results reveal that a 

combination of multiple evaluation criteria helps to specify the characteristics of the 

segmentation method. 

In the future, we will utilize the results of the evaluation of the segmentation 

methods for segmentation-based anomaly detection in time series.  
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Abstract. We consider a class of random matrices BN = XNTNXt
N ,

where XN is a matrix (N × n(N)) whose rows are independent, the
entries Xij in each row satisfy an autoregressive relation AR(1) and
TN is a diagonal matrix independent of XN . Under some conditions we
show that if the empirical distribution function of eigenvalues of TN con-
verges almost surely to a proper probability distribution as N −→∞ and
n(N)
N
−→ c > 0, then the empirical distribution function of eigenvalues

of BN converges almost surely to a non random limit function given by
Marcenko and Pastur. Numerical simulations illustrate the behavior of
the estimator.

Keywords: Large dimensional random matrix; Empirical distribution
function of eigenvalues; Covariance matrix; Autoregressive processes;
Stieltjes transform.

1 Introduction

Consider a random matrix
BN = XNTNX

t
N (1)

where XN = ( 1√
N
Xij),(i = 1, .., N ; j = 1, .., n(N)) is a matrix (N × n(N))

with independent rows with the entries Xij of each row satisfy an autoregressive
relation AR(1), and TN is (n×n) diagonal matrix with real entries independent
of XN (Xt

N is the transpose matrix of XN ). More precisely, for each i ≥ 1 we
have

Xij+1 = ρXij + εij+1, j ≥ 1 (2)

where (εij , i, j ≥ 1) are i.i.d. rv’s (random values) with mean 0 and variance
σ2 > 0, such that the rv’s εij admit a density with respect to Lebesgue measure.
The parameter ρ is such that |ρ| < 1. The diagonal matrix TN = diag (τ1, ...., τn)
is independent of XN and the rv’s τi are real.

The empirical distribution function (e.d.f.) of the eigenvalues (λi) of the
symmetric matrix BN is defined by

FBN (x) =
1

N

N∑
i=1

1(λi≤x),
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2 Eigenvalues distribution limit of covariance matrices

where 1A denoting the indicator function of the set A.
A large number of papers has dealt with the problem to identify the limit

of the empirical distribution function of eigenvalues of random matrices BN as

N −→ ∞ and n(N)
N −→ c > 0. Marcenko and Pastur [9] originally studied this

problem for more general forms of random matrices. They establish, under some
conditions on moments, that if the empirical distribution function FTN of TN
converges to a proper distribution function H, then FBN converges in probability
to a proper distribution function. Their method involves the Stieltjes transform,
where they shown that the Stieltjes transform of the limiting distribution func-
tion satisfies a first order partial differential equation, then via the characteristics
they shown that this function is a solution of an algebraic equation identifying
hence the limit.

Afterwards, several authors ([6], [7], [10], [12], [13]) extended this result giving
the almost sure convergence of the empirical distribution function of eigenvalues
under mild conditions on the entries Xij . Most of the papers employ the same
transform as [9]. Many domains found out interest of this type of result. We
may cite only the case of multivariate statistics where the results are used in the
detection problem in signal processing.

In most of the previous works the entries Xij of the matrices are independent
random variables, except the paper [4], where dependent entries are considered.

Our goal in this paper is to study, under some assumptions, the limit of
the empirical distribution function of eigenvalues FBN of the random matrix
BN = XNTNX

t
N , where the entries Xij of the random matrix XN satisfy an

autoregressive relation AR(1) for each i. We follow the approach given in [10],
where the authors apply Marcenko and Pastur method to study the Stieltjes
transform of the (e.d.f.) of BN and then to identify the limit law.

The paper is organized as follows. Section 2 provides the main result. Section
3 presents some numerical simulations. The proof of the main result will be
postponed to the Appendix.

2 Main result

First, we introduce some rv’s and random matrices, truncating and centralizing
the entries Xij of the random matrix XN to obtain new corresponding random
matrices as follows: for i = 1, .., N ; j = 1, .., n(N), let

X̂ij = Xij1(|Xij |<
√
N), X̂N =

(
1√
N
X̂ij

)
, B̂N = X̂NTN X̂

t
N , (3)

X̃ij = X̂ij − E
(
X̂ij

)
, X̃N =

(
1√
N
X̃ij

)
, B̃N = X̃NTN X̃

t
N , (4)

and 
X̄ij = X̃ij1(|Xij |≤lnN) − EX̃ij1(|Xij |≤lnN),

X̄N =
(

1√
N
X̄ij

)
, B̄N = X̄NTN X̄

t
N .

(5)
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We pointed out that the problem described above has been often handled by
the method of Stieltjes transform as in [10]. LetM (R) be the set of distribution
functions on R. The Stieltjes transform of a distribution function F ∈M (R) is
defined by

mF (z) =

∫
1

λ− z
dF (λ) , z ∈ C+ ≡ {z ∈ C : =mz > 0} ,

where =m is the imaginary part. The inversion formula is given by

F ([a, b]) =
1

π
lim
ε→0+

∫ b

a

=mmF (x+ iε) dx,

where a, b are continuity points of F . Recall that weak convergence of probabil-
ity distribution functions is equivalent to the convergence of Stieltjes transforms
(Theorem B.9, [1]) and from the inversion formula, it follows that for any count-
able set S ⊂ C+such that R ⊂ S̄ the closure of S, and a sequence (FN ) ∈M (R) ,
F ∈M (R) , we have the following equivalence

lim
N→∞

mFN (z) = mF (z) ,∀z ∈ S ⇐⇒ FN → F as N →∞, (6)

where FN → F is the vague convergence of distributions functions.
We also consider the following matrices. For j, l = 1, 2, ..., n(N), denote by

q̄j the j−th column of X̄N defined by (5) that is

q̄j =
1√
N

(
X̄1j , ..., X̄Nj

)t
:=

1√
N
Vj

and by

B̄(j) = B̄N(j) := B̄N − τj q̄j q̄tj , (7)

where τj are the elements of TN , and define

x = xN :=
1

N

n∑
j=1

τj
1 + τjmF B̄N (z)

, x(j) = xN(j) :=
1

N

n∑
l=1

τl
1 + τlmF

B̄(j)
(z)

, (8)

where mF B̄N and m
F
B̄(j)

are Stieltjes transform of the matrices B̄N and B̄(j)

respectively. Finally, set

C1
(j) :=

(
B̄(j) − zI

)−1
, C2

(j) :=
(
x(j) − z

)−1 (
B̄(j) − zI

)−1
(9)

where I is the identity matrix.

Now, we state the main result of this paper giving the almost sure conver-
gence of the empirical distribution function (e.d.f.) of the eigenvalues of (1). (tr
indicates trace of the matrix).
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4 Eigenvalues distribution limit of covariance matrices

Theorem Assume
(a) For N = 1, 2, ..., let XN =

(
1√
N
Xij

)
be a matrix (N × n(N)) with

independent rows and autoregressive relation (2) in each row. The entries Xij

have all their moments finite and n(N)
N → c > 0 as N →∞.

(b) TN = diag (τ1, ...., τn) , τi ∈ R, and the e.d.f. of TN converges almost
surely to a distribution function H as N →∞.

(c) The matrices XN and TN are independent.

(d) For k = 1, 2 and j = 1, 2, ..., n(N), the matrices Ck(j) defined in (9)

satisfy E
∣∣∣V tj Ck(j)Vj − trCk(j)∣∣∣6 ≤ KN3, where K is a positive constant.

Then almost surely, the e.d.f. FBN of the random matrix BN = XNTNX
t
N

converges vaguely, to the distribution function F , as N −→∞, whose Stieltjes
transform mF (z) satisfies the relation

mF (z) = −
(
z − c

∫
τdH (τ)

1 + τmF (z)

)−1

; z ∈ C+. (10)

Remark. Assumptions (a) is fulfilled in part if the white noise (εij) has all mo-
ments (Gaussian white noise). Assumptions (b), (c) are standard and analogous
of that existing in [10]. Assumption (d) requires a control of six-th moment of
quadratic form of a matrix and its trace by a third power of size N. It is done to
handle high order moments of sum of dependent rv’s appearing in rows of the
matrix XN . It remains to find sufficient conditions on the entries of the matrix
such that Assumption (d) is satisfied. When the entries of XN are i.i.d. and the
corresponding matrices Ck(j) are deterministic (Lemma 3.1 [10]).

3 Numerical Simulations

As practical repercussions of the main result, we illustrate in [8] the behavior of
the empirical density estimator of empirical distribution function of eigenvalues
of large random matrices BN , and identify the density function of the limit law
by numerical simulations. First, we introduce the formulas giving the empirical
estimators and density of limit law. From [11], recall that for all x ∈ R − {0} ,
and z = x + iy, y > 0, the distribution function F (limit of the (e.d.f.) FBN )
has a continuous derivative f on R− {0} given by

f(x) = (1/π)=mm0(x),

where m0(x) is given by Stieltjes transform mF (z) as

lim
z→x

mF (z) = m0(x).
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Fig. 1. Densities of the limit law and empirical estimators with TN identity matrix.

To simulate the empirical density function of the large symmetric random ma-
trices BN = XNTNX

t
N we treat two cases:

Case 1: TN is the identity matrix (n× n) ,
Case 2: TN is a diagonal matrix: TN = diag (τ1, ...., τn) , τi are real rv’s. (n =
n (N) ).

Fig. 2. Densities of the limit law and empirical estimators where matrix TN has three
eigenvalues: 1, 3 and 10.

Conclusion
The performance of estimators strongly depend on the choices of the dimen-

sion c, AR parameter ρ and sample size N . We may observe that the variability
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6 Eigenvalues distribution limit of covariance matrices

of parameters has a direct impact on the stabilization and convergence rate of
estimators. Particular choices of parameters confirm a good performance of the
estimators and lead to indicate optimal values for these parameters. We also
observe marginal influence of the dimension c on density estimator convergence
rate. For small values of c (c < 0.2), for both weak and strong dependencies
(ρ = 0.2, ρ = 0.7), the estimators perform well from on N = 100. However for
c > 1, we observe the influence of parameter values on the convergence rate.
For weak dependence (ρ = 0.2) the estimators perform quite well for moderate
value N = 100, whereas for strong dependence (ρ = 0.7) the estimators accurate
enough well only for large N (when N > 1000). The number of eigenvalues of
TN has an effect on the shape of the estimators as well as on their performance.

Appendix: Proof of Theorem

Recall these well known facts. Let (Zn) be a stationary sequence of random
variables and denote by Fm0 and F∞m+k the σ−field generated by {Z0, Z1, ...Zm}
and {Zm+k, Zm+k+1, Zm+k+2, ...} respectively. The strong mixing coefficient αk
is defined by

αk = sup
{
|P (A ∩B)− P (A)P (B)| ;A ∈ Fm0 , B ∈ F∞m+k

}
.

If η ∈ Lp and ζ ∈ Lq are Fm0 and F∞m+k-measurable respectively, then we have

|E (ηξ)− E (η)E (ξ)| ≤ 12 ‖η‖p ‖ξ‖q α
1
r

k (11)

for all 1 ≤ p, q, r ≤ ∞ with 1
p + 1

q + 1
r = 1, and the norm ‖.‖p = E

1
p |.|p , (see

[5]).

On the other hand, for each i the process (Xij , j ∈ Z) satisfying relation (2)
is a stationary AR(1) process. Then (Xij , j ∈ Z) satisfies the geometric strong
mixing property (G.S.M) with mixing coefficient : αk = O

(
ρk
)

where 0 < ρ < 1,
whenever εij has a strictly positive continuous density (see [3] p 58).

The following distance defines a metric between on the space of e.d.f. of
matrices (see [10]). Let {fi} be a sequence of continuous functions taking a
constant 1

m (m a positive integer) on interval [a, b], where a, b are rational, 0 on(
−∞, a− 1

m

]
∪
[
b+ 1

m , +∞
)
, and linear over each

[
a− 1

m , a
]
,
[
b, b+ 1

m

]
.

For F, G ∈M (R) , the metric

D (F,G) ≡
∞∑
i=1

∣∣∣∣∫ fidF −
∫
fidG

∣∣∣∣ 2−i
induces the topology of vague convergence. Also by Helly selection theorem, for
two sequences (FN ), (GN ) ∈M (R) , we have

lim
N→∞

‖FN −GN‖ = 0 =⇒ lim
N→∞

D (FN , GN ) = 0, (12)
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where ‖.‖ denotes the sup-norm of bounded functions from R to R. Note that for
x, y ∈ R, |fi (x)− fi (y)| ≤ |x− y| and then for empirical distribution functions
F, G over the sets {x1, ..., xN} , {y1, ..., yN} , we have

D2 (F,G) ≤

 1

N

N∑
j=1

|xj − yj |

2

≤ 1

N

N∑
j=1

(xj − yj)2
. (13)

Now, we replace T by a suitable matrix for further analysis: for θ ≥ 0 define,
Tθ = diag

(
τ11(|τ1|≤θ), ...., τn1(|τn|≤θ)

)
, and let Q be any (N × n) matrix. If θ

and (−θ) are continuity points of H, then by Lemma 2.5 of [10] and assumption
(b) of the Theorem, as N →∞ and n

N → c > 0, we have

∥∥∥FQTQt − FQTθQt∥∥∥ ≤ 1

N
rg (T − Tθ) =

1

N

n∑
j=1

1(|τj |>θ) → cH {[−θ, θ]c} a.s.

It follows that if θ = θN →∞ then∥∥∥FQTQt − FQTθQt∥∥∥→ 0 a.s. (14)

Choose θ such that

θ4

[
E

2
3 |X11|2 1(|X11|≥lnN) +

1

N

]
→ 0 (15)

and
∞∑
N=1

θ8

[
1

N7/6
E1/6 |X11|4 1(lnN≤|X11|<

√
N) +

1

N2

]
<∞. (16)

For continue, we need the following results.

Lemma 1. Let the (N × n) matrices X =
(

1√
N
Xij

)
verifying Assumption (a)

of Theorem, and X̂ =
(

1√
N
X̂ij

)
where X̂ij = Xij1(|Xij |<

√
N). For θ ≥ 0 set

Tθ = diag
(
τ11(|τ1|≤θ), ...., τn1(|τn|≤θ)

)
, τi ∈ R. We have

D
(
FXTθX

t

, F X̂TθX̂
t
)
→ 0 a.s.

Proof. From Corollary A.42 of [1], we find

D2
(
FXTθX

t

, F X̂TθX̂
t
)
≤
[

2

N
tr
(
XXt − X̂X̂t

)
+

4

N
trX̂X̂t

] [
θ2

N
tr
(
XXt − X̂X̂t

)]
.

In order that this distance tends almost surely to 0, we can show by Borel-

Cantelli Lemma, that
[
θ2

N tr
(
XXt − X̂X̂t

)]
tends to 0 and

[
4
N trX̂X̂

t
]

is bounded

almost surely.
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Also, for (N × n) matrix X =
(

1√
N
Xij

)
verifying Assumption (a) of The-

orem. With help to inequality (11) and the fact that (Xij) satisfies the G.S.M
property, we obtain

M1 ≤ E
(
tr
(
XXt

)2) ≤M2 (17)

where

M1 =
K

N
{nE |X11|4 + n (N + n− 2)E2 |X11|2 − E

2
3 |X11|6},

M2 =
K

N
{nE |X11|4 +n (N + n− 2)E2 |X11|2 +E

2
3 |X11|6 +(N − 1)E

4
3 |X11|3}.

And with the same arguments, we deduce a bound of the variance

var
(
tr
(
XXt

)2) ≤ K

N4
{N4E |X11|4E2 |X11|2 (18)

+N3[E
4
3 |X11|6 + E

1
2 |X11|4E

1
3 |X11|6E

1
3 |X11|12

+ E |X11|2E
2
3 |X11|9]

+N2[E
2
3 |X11|6E

1
6 |X11|24

+ E
1
3 |X11|15

E |X11|3 + E
2
3 |X11|12

+ E
5
12 |X11|12

E
1
6 |X11|18

]}.

Using (14) and (12), we may write

D
(
FXTX

t

, FXTθX
t
)
→ 0 and D

(
F X̂TθX̂

t

, F X̂TX̂
t
)
→ 0 a.s.

Furthermore by Lemma 1, we get

D
(
FXTX

t

, F X̂TX̂
t
)
→ 0 a.s. (19)

For B̂N and B̃N defined by relations (3) and (4), we have from Lemma 2.5
of [10] ∥∥∥F B̂N − F B̃N∥∥∥→ 0. (20)

Let ¯̄Xij = X̃ij − X̄ij or

¯̄Xij = X̃ij1(|Xij |≥lnN) + EX̃ij1(|Xij |<lnN),
¯̄X =

(
1√
N

¯̄Xij

)
where X̃ij and X̄ij are defined by the relations (4), (5) respectively. Then, from
(13), and Cauchy-Schwartz inequality, it follows that the squared distance

D2
(
F X̃TθX̃

t

, F X̄TθX̄
t
)

is bounded by

1

N

{
θ2tr

(
¯̄X ¯̄X

t
)2

+4

[
θ4tr

(
¯̄X ¯̄X

t
)2

tr
(
X̄X̄t

)2] 1
2

+4

[[
θ4tr

(
¯̄X ¯̄X

t
)2

tr
(
X̄X̄t

)2] 1
2

θ2tr
(

¯̄X ¯̄X
t
)2
] 1

2

 .
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Therefore, in order to show that almost surely

D
(
F X̃TθX̃

t

, F X̄TθX̄
t
)
→ 0, (21)

it suffices to verify that

θ4 1

N
tr
(

¯̄X ¯̄X
t
)2

→ 0,
1

N
tr
(
X̄X̄t

)2
= O (1) a.s. (22)

Since E
(

¯̄X11

)
= 0 and ¯̄Xij = X̃ij1(|Xij |≥lnN) + EX̃ij1(|Xij |<lnN), we have

E
∣∣∣ ¯̄X11

∣∣∣2 ≤ KE |X11|2 1(|X11|≥lnN) → 0. (23)

For p ≥ 4,

E
∣∣∣ ¯̄X11

∣∣∣p ≤ K (N p−4
2 E |X11|4 1(lnN≤|X11|<

√
N) + 1

)
. (24)

By dominated convergence theorem this yields

E
∣∣X̄11

∣∣2 → E |X11|2 = γ. (25)

For p ≥ 4 and definition of rv’s X̄11 we have

E
∣∣X̄11

∣∣p ≤ K (lnN)
p−2

. (26)

From (15), (23), (24), E(|X11|4 1(lnN≤|X11|<
√
N)) ≤ NE |X11|2 and relation

(17), we may write

E

[
1

N
θ4tr

(
¯̄X ¯̄X

t
)2
]
≤ Kθ4

[
E

2
3 |X11|2 1(|X11|≥lnN) +

1

N

]
→ 0,

Also (18) gives

var

(
1

N
θ4tr

(
¯̄X ¯̄X

t
)2
)
≤ Kθ8

[
1

N7/6
E1/6 |X11|4 1(lnN≤|X11|<

√
N) +

1

N2

]
,

which is summable by (16). Hence we obtain 1
N θ

4tr
(

¯̄X ¯̄X
t
)2

→ 0 a.s.

Now it remains to show that 1
N tr

(
X̄X̄t

)2
= O (1) a.s. Using (17), (25) and

(26), we find

K{− (lnN)
8
3

N2
} ≤ E

[
1

N
tr
(
X̄X̄t

)2]− n

N

(
n

N
+ 1− 2

N

)
E2
∣∣X̄11

∣∣2
≤ K{ n

N

(lnN)
2

N
+

(lnN)
8
3

N2
+

(lnN)
4
3

N
}.
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Consequently

E

[
1

N
tr
(
X̄X̄t

)2]− n

N

(
n

N
+ 1− 2

N

)
E2
∣∣X̄11

∣∣2 → 0,

and

E

[
1

N
tr
(
X̄X̄t

)2]→ γ2 [c (c+ 1)] .

Concerning the variance, by (18), (25) and (26), we obtain

var

(
1

N
tr
(
X̄X̄t

)2) ≤ K (lnN)
17/3

N3
,

which is summable. Then, (22) is verified from which (21) follows. This result
with (14) allow us to write

D
(
F X̃TX̃

t

, F X̄TX̄
t
)
→ 0 a.s.

With (19) and (20), in order to prove D
(
FXTX

t

, F
)
→ 0 a.s, it suffices to verify

that

D
(
F X̄TX̄

t

, F
)
→ 0 a.s.

For this aim we shall show that for any z ∈ C+

mF X̄TX̄t (z)→ mF (z) a.s.

Let z ∈ C+ and B̄N = X̄T X̄t, the sequence {F B̄N } satisfies the assumptions
of Lemma 2.8 of [10]. So ∃m > 0 such that

inf
N
F B̄N [−m,m] > 0, δ = inf

N
=m
(
mF B̄N (z)

)
> 0 a.s.

Write
B̄N − zI = (x− z) I + X̄T X̄t − xI.

Then

(x− z)−1 −mB̄N (z) =
1

N

n∑
j=1

τj
1 + τjmF B̄N (z)

dj , (27)

where

dj = dNj =
1 + τjmF B̄N (z)

1 + τj q̄tj
(
B̄(j) − zI

)−1
q̄j
q̄tj
(
B̄(j) − zI

)−1
(

(x− z)−1
I
)
q̄j

− 1

N
tr
(
B̄N − zI

)−1
(

(x− z)−1
I
)
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with q̄j denote the j−th column of X̄, and B̄(j), x, x(j) are defined in relations
(7) and (8).

Lemma 3.1 of [10] and assumption (d) of the Theorem permit us to obtain

max
j≤n

max [β1, β2, β3]→ 0 a.s. (28)

Where

β1 =
∣∣∣‖q̄j‖2 − 1

∣∣∣ ,
β2 =

∣∣∣∣q̄tj (B̄(j) − zI
)−1

q̄j −
1

N
tr
(
B̄(j) − zI

)−1
∣∣∣∣ ,

β3 =
∣∣∣q̄tj (B̄(j) − zI

)−1 ((
x(j) − z

)
I
)−1

q̄j

− 1

N
tr
(
B̄(j) − zI

)−1 ((
x(j) − z

)
I
)−1
∣∣∣∣ .

Lemma 2.6 of [10] gives us

max
j≤n

max[| γ1 |, | γ2 |]→ 0. (29)

Where

γ1 = m
F
B̄(j)

(z)−mF B̄N (z) ,

γ2 = mF B̄N (z)− q̄tj
(
B̄(j) − zI

)−1
q̄j .

So that for N large enough, we have

max
j≤n

max[|=mγ1| , |=mγ2|] <
δ

2
.

Then for j, l ≤ n, ∣∣∣∣∣ 1 + τjmF B̄N (z)

1 + τ tj q̄j
(
B̄(j) − zI

)−1
q̄j
− 1

∣∣∣∣∣ < 2

δ
| γ2 |,

and ∣∣∣∣∣ τl
1 + τlmF B̄N (z)

− τl
1 + τlmF

B̄(j)
(z)

∣∣∣∣∣ ≤ 2

δ2
| γ1 | .

Therefore

max
j≤n

max[

∣∣∣∣∣ 1 + τjmF B̄N (z)

1 + τ tj q̄j
(
B̄(j) − zI

)−1
q̄j
− 1

∣∣∣∣∣ , ∣∣x− x(j)

∣∣]→ 0. (30)

Using Lemmas 2.6, 2.7 of [10] and (28)–(30), we may have

max
j≤n

dj → 0.
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Since ∣∣∣∣ τj
1 + τjmF B̄N (z)

∣∣∣∣ ≤ 1

δ
,

we may conclude from (27) that

(x− z)−1 −mB̄N (z)→ 0.

Hence, the relation (10) is satisfied.
Finally, using (6) the proof of the Theorem is now complete.
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Abstract. Modelling the time of occurrence of events from data streams
is a challenging task, since the underlying distributions can be both cyclic
and multimodal. Moreover, in order to avoid the indefinite growth of data
storage, historical streaming data has to be represented only with model
parameters, discarding the single values. In this work, we introduce an
incremental framework for a mixture of circular von Mises distributions
to model the time of occurrence of events. Applying our framework to
the time of occurrence of human activities, we show that it is able to
represent the relevant information of a cyclic data stream by storing
only the distribution parameters, highlighting that its use can extend to
a number of applications.

1 Introduction

When analysing information from data streams, modelling efforts have to satisfy
conflicting goals, such as representing the data as faithfully as possible while op-
timising data storage, as saving all data for an indefinitely long period of time
is not sustainable. Among the most common data in streams is the time of oc-
currence of events, the analysis of which is nevertheless particularly challenging,
since underlying distributions are usually both cyclic and multimodal.

The distribution of choice for modelling cyclical data is the von Mises distri-
bution, which wraps around over a specified period [13]. Mixtures of von Mises
(VMM) have been used before to model cyclical multimodal data, but all exist-
ing approaches require the availability of all data to generate the mixture model.
By applying core circular statistics concepts to the standard VMM, we have de-
veloped IVMM, an Incremental von Mises Mixture model. IVMM fits a cyclical,
multimodal distribution over the data, and for the first time this is performed
incrementally, so that only summary statistics of the model need to be saved,
and not all the data as in standard applications.

Incremental model building, here introduced for the first time for circular
processes, is in some cases very important, as efficiency can become an issue
when considering long term data from multiple sources. Consider for example
data from millions of users of a smartphone application coming in continuously,
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and having to be merged and processed together, or people passing in front of
multiple sensors in public places. In this work we offer a solution to this issue
when it refers to cyclic, multimodal events, and apply it to the time of occurrence
of human activities.

We next describe the type of data we are dealing with, and existing related
works and techniques. We then introduce our new IVMM framework, and show
and discuss its experimental evaluation.

2 Background

In this section we describe in detail the type of data we are dealing with, the
task, and review current approaches to the problem.

2.1 The problem and data description

Modelling data such as the daily times of occurrence of a human activity is
not straightforward, because the data are typically both cyclic and multimodal.
This can be appreciated looking at the example activity in Fig. 1, obtained
from the Consolidated Human Activity Database (CHAD)3. CHAD is a large
registry of domestic human activities collected in smart-homes and organised into
several datasets. A typical CHAD dataset includes dozens of activities, each with
hundreds or thousands of occurrences collected daily, in some cases for more than
two years. Each activity instance specifies the location and time of occurrence
of the activity, among other information. The time of occurrence is normally
rounded to the nearest minute, but some sensors have a one second precision.
The plots in Fig. 1 represent the same histogram of the time of occurrence of
515 instances of activity Converse (dataset code: CAA, activity code: 17241),
plotted in polar (a) and Cartesian (b) spaces.

On the one hand, the activity frequency distribution covers the 24 hours
completely, without any time gaps, and there is no easy and correct way to
split the data at a certain time (e.g. midnight, as conventionally done, or any
other time). This means that any analysis needs to consider the data as wrapped
around in a continuous fashion, otherwise there would be a discontinuity in the
model at the splitting time. On the other hand, most activities are expected to
have a multimodal nature: they cannot be fitted by a single function with only
one maximum, but require instead a mixture of functions, like the data in Fig. 1.

Considering that events can have different periodicity T (e.g. 360 for radial
directions, 86400 for time of the day in seconds, 366 for days in a year), we express
our problem as the following. Let us consider a set X of N points xi, i = 1, ..., N,
coming from a data stream of variable x, taking values within the interval [0, T [.
We want to create and continuously update a model of x using a mixture of
distributions, without having to store all data points in memory.

3 https://www.epa.gov/healthresearch/consolidated-human-activity-database-chad-
use-human-exposure-and-health-studies-and
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(a) Polar plot (b) Cartesian plot

Fig. 1. Example of activity time data requiring a cyclic, multimodal fitting. To preserve
the proportion between frequencies and plot bar surface, bar height in the polar plot
is proportional to the square root of the frequency.

2.2 Existing solutions

Circular statistics techniques are typically applied to geographical, meteorolog-
ical, zoological and biochemical data (see e.g [6, 10, 12, 14]). Their use in human
studies, particularly for what concerns time periodicity, is virtually unexplored.
Typical methods are non-parametric and require the storage of all datapoints [2,
9], whilst here we are more concerned with parametric and incremental methods.

For what concerns the analysis of time of occurrence of human activities,
previous works have often employed non-homogeneous Poisson processes, for
classifying and predicting daily patterns and day types [8, 15], or for spatio-
temporal identification of people for robotics applications [17]. Works that take
into account the cyclic nature of data to avoid discontinuities in the models have
recently become more common. They mostly use wrapped Gaussian distribu-
tions [4, 3], in one case mixed with von Mises [11]. So far, all of them can only
be applied in batch to the whole dataset, and not incrementally, so their mod-
els cannot be updated dynamically with the data stream, and they require the
storage of every single data point.

Different approaches have been proposed for implementing incremental ver-
sions of Gaussian mixture models (see e.g.[16, 5]), but they have not been so far
extended to the case of von Mises, or any other circular distribution. An incre-
mental update of a von Mises mixture model is introduced in [1], but only for
inserting new points into existing models in the mixture, while in this work we
test new data batches against all existing models, and are thus able to add new
models to the mixture when necessary. The conceptual complexity of allowing a
certain flexibility to the mixture while keeping it parametric is testified by the
fact that current split-and-merge methods (see e.g. [18]) are not incremental,
and require saving all data in order to add models to the mixture.
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2.3 Mixture of von Mises fitting

Cyclic processes are better represented, and fitted, on a circular space, following
techniques developed in the field of directional statistics [13]. The distribution of
choice for fitting circular data is the von Mises, analogue to a normal distribution
on the circle. It is typically employed to fit radial directions or periodical events.
Multimodal data that cannot be modelled by a single distribution require the
fitting of mixtures of von Mises [12, 7]. The blue curves in Fig. 1 show the
outcome of fitting a mixture of von Mises distributions over the data, in polar
and Cartesian coordinates, respectively. Fig. 1(b) also shows the contribution of
each von Mises component.

3 Incremental von Mises Mixture [IVMM]

3.1 The von Mises distribution

A von Mises distribution is described by a preferred direction or mean, µ, and a
concentration parameter, κ:

f(x|µ, κ) =
eκ cos(x−µ)

2πI0(κ)
, (1)

where I0(κ) is the modified Bessel function of order 0 (the canonical solution of
a type of differential equation on purely imaginary numbers). µ is the average of
the vectors of all datapoints, and can be estimated by using either angular, or
complex number representations. κ is a measure of concentration – reciprocal of
dispersion, and thus akin to 1/σ2 – which cannot be compute analytically, but
only estimated by approximation.

Given a dataset of n data points xi , and a selected period T , all data points
can be represented by angles θi = 2πxi/T on the unit circle, i = 1, ..., n.

The mean Cartesian coordinates C̄ and S̄ of all the points are the fundamen-
tal descriptors for building the circular statistics.

C̄ =
1

n

n∑
j=1

cos θj , S̄ =
1

n

n∑
j=1

sin θj (2)

The mean resultant length R̄ and mean direction θ̄ of the dataset can be
computed directly from C̄ and S̄.

R̄ =
√

C̄2 + S̄2 θ̄ = arctan
S̄

C̄
(3)

Estimated µ̂ and κ̂ of a von Mises can be computed through maximum Like-
lihood Estimation. Considering a samples of n values θ1, ..., θn originating from
a von Mises distribution vM(µ, κ), the Log-likelihood to maximise is:

l(µ, κ; θ1, ..., θn) = n(− log 2π + κR̄ cos(θ̄ − µ)− log I0(κ)) (4)
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The resultant maximum likelihood estimators are:

µ̂ = θ̄ (5)

A(κ) =
I1(κ)

I0(κ)
= R̄ → κ̂ = A−1(R̄) (6)

where I1(κ) is the modified Bessel function of order 1. The preferred direction
µ̂ can thus be computed directly from the sets of θi, while the concentration
parameter κ̂ can be estimated numerically from R̄ by using one of various existing
approximations of the inverse of function A(κ) [13, 7].

3.2 Incremental approach

In order to build an incremental mixture of von Mises it is necessary to test if
two samples are likely to belong to the same generating distribution or not. A
two samples F test on the hypothesis of equality of means is performed for this
purpose:

H0 : µ1 = µ2, H1 : µ1 6= µ2 (7)

The approximated value of the F distribution to check is [13]:

(n− 2)(R1 +R2 −R)

n−R1 −R2
≈ F1,n−2 (8)

where R1, R2 and R are the resultant lengths of the two samples of size n1

and n2, and of the combined sample of size n = n1 + n2, respectively.
The above formulation allows us to develop a schema for incrementally up-

dating a mixture of von Mises distributions. The only requirement is that each
sample has enough datapoints to be suitably modelled by a von Mises function.
Our feature vector for representing a single von Mises function is composed
of only three elements:(n, SC = nC̄, SS = nS̄). Let us consider an initial von
Mises mixture vMM , composed of N von Mises distributions:

vMM = {vMi, i = 1, ..., N}, vMi = (ni, SCi, SSi) (9)

A new data sample received at time t can again be modelled by a mixture of
von Mises:

vMM t = {vMj , j = 1, ..., N t}, vMj = (nj , SCj , SSj) (10)

In order to merge the two mixture models, each new vMj is tested against
each existing vMi. If we can accept the null hypothesis H0(µi = µj), the current
vMi is updated:

vM ′
i = (ni + nj , SCi + SCj , SSi + SSj) (11)

If, instead, for a certain j we reject the null hypothesis for all existing models,
H1(µi 6= µj), ∀i, it means that vMj cannot be merged with any existing vMi,
and must be added to vMM .

As a last update step, after the model vMM has been modified accord-
ing to all vMj , each pair of distributions (vMi, vMi+1) of vMM (including
(vMN , vM1)) are tested for equality against each others, and merged if H0.
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3.3 Using IVMM

The new schema introduces the possibility of testing new samples, or whole new
datasets, against the current model. An example of how datasets are represented
by gradually increasing, but eventually stabilising, number of von Mises distribu-
tions is shown in Fig. 2. Clear continuous lines show the evolution of the number
of components for eight different example activities, whilst the thicker black line
is the average trend.

Fig. 2. Evolution of the number of components with number of data samples for eight
example von Mises mixtures. Black line is the average trend.

Fig. 3 shows an example of the different outputs obtained by applying the
IVMM framework (left) and the standard VMM approach (right). Fitting curves
are shown in black, and the contribution of each component in grey. This par-
ticular example shows that in some cases the number of components given by
IVMM or VMM can be different (here it is 5 and 3, respectively), but there is
no implication that either model is better than the other.

4 Experimental validation

The main purpose of the IVMM framework is to produce faithful models of time
of occurrence of events when saving all data is not possible or convenient, and
standard mixture models cannot thus be applied. The key objective in our ex-
perimental validation is then to ensure that information loss in IVMM compared
to non incremental methods, particularly standard VMM, is small.

In all experiments we have employed the same values for the fundamental
parameters required by the IVMM. The period is in our case always set to 86400,
the number of seconds in a day. The maximum number of components allowed
for each single VMM is 7 (no limits are set for the total number of components in
an incremental model). We have been using the Bayesian Information Criterion
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Fig. 3. Comparison between IVMM (left hand side) and VMM (right hand side) fitting
(CHAD activity 12100, care of baby).

(BIC) for choosing the best number of von Mises components of each mixture,
both for IVMM and VMM. The significance level α to compare with F value in
equation 8 is set to 0.1. Different datasets and activities achieve better perfor-
mance for different values of α, but a sensitivity analysis showed that there are
no major effects for values between 0.05 and 0.15.

4.1 Testing within a dataset

Even when considering only time of day analysis, the IVMM technique offers
a great range of practical applications. For example, it can be used to detect
changes in habits, anomalous behaviours or people identities, by assessing the
novelty of new data with respect to the accumulated experience.

In order to compare the discrimination capabilities of the models generated
by IVMM and VMM, we employed both techniques for identifying atypical data,
using only time information, by assessing their response to new samples coming
from the same activity or from different ones. We have performed the test on 16
datasets from CHAD, on an average of 13.3 activities per dataset (we omitted
all activities with less than 500 points in total, or with less than 3 samples).
For each activity in a dataset, we built a full IVMM model, and then tested all
samples from all other activities against it, using Equations 7 and 8. We have
also tested each activity on its own models, by using a 3-fold validation to avoid
testing on data used for building the model.

Fig. 4 shows the percentage of (correctly) passed tests for the same activity
(full circles) and that of (wrongly) passed tests for different activities (empty
circles). Average passed tests for all activities against themselves was 86.7±8.0%,
while average passed tests for other activities was 54.3 ± 14.9% (experiments
(a) and (b), respectively, in Tab. 1). This last figure may appear high as a false

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 385



8 Eris Chinellato, Kanti V. Mardia, David C. Hogg, and Anthony G. Cohn

positive, but it is expected, since most activities are consistently overlapping. For
example, activities such as personal hygiene (code 14120) or general household
(11000) are typically spread throughout the day and show in many cases very
little regularity or clear patterns. These can thus be easily confused with many
other activities on the base on pure time information. We also included place-
holder activities such as uncertain (code U) or missing (code X). Moreover,
all samples were drawn regularly (one per month) for each activity, with the
consequence that, for some activities/datasets there were many points available
and precise models could thus be built, whilst for others there were just a few
points, resulting in very generic and sparse models.

Finally, tests performed by changing the order of presentation of samples
have shown that, while IVMM is sensitive to sample order for small numbers of
samples, models obtained from the same set of samples in different sequences
are substantially indistinguishable from each others if the number of samples is
large enough, as in the CHAD case.

Fig. 4. Cross-activity testing on different datasets from CHAD, identified by their
three letter codes. Full dots: passed tests on same activity (true positives); empty dots:
average passed tests on other activities (false positives).

4.2 Comparison with standard VMM

To verify if and how much the incremental approach reduced the predictive
capabilities of a standard, batch Mixture of von Mises, we performed the same
tests as in experiments (a) and (b) in Tab. 1 on standard VMM, computed
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Table 1. IVMM experiments, summary of results. Rec Same Act = Recall on target
activity, FP Other Act = False Positives on different activities.

Experiment Mean (%) Std. Dev. (%)

(a) Rec Same Act, IVMM 86.7 8.0
(b) FP Other Act, IVMM 54.3 14.9
(c) Rec Same Act, VMM 89.8 5.0
(d) FP Other Act, VMM 52.6 20.2
(e) Generalisation, IVMM 80.5 9.2
(e) Generalisation, VMM 82.9 11.9

over all the available data. The results of tests (c) and (d) in Tab. 1 show
that recall increased by about 3%, while false positives decreased by almost 2%.
The expected performance loss of IVMM with respect to VMM is thus small.
Quite importantly, the standard deviation of results is similar in the two cases,
indicating that the incremental framework never carries to catastrophic failures
in modelling the data. The opportunity of using VMM or IVMM would thus
depend on the application, but it can be argued that the observed information
loss is compensated by the increased long term usability of the IVMM approach.

4.3 Generalisation test

Sensitivity for a modelled activity is particularly useful if it generalises over
datasets. As a validation test, we have thus performed an additional experiment,
in which a mixture model created for an activity based on a certain dataset is
tested with samples of the same activity obtained from other datasets, thus
implementing a leave-(n-1)-out validation. The average percentage of successful
tests over 37 activities (e) was 80.5 ± 9.2, compared to the same set value (a)
86.7 ± 8.0, showing that IVMM models were indeed able to generalise across
datasets. Generalisation capabilities of standard VMM were only slightly better
at 82.9, and had a higher variance in performance across activities. The detailed
results depicted in Fig. 5 show that only for few particularly difficult activities
the generalisation performance was below 0.7. Overall, our results show that
faithful modelling of time of occurrence can be used to provide a useful prior to
a classifier which combines this and other, non-temporal, features.

5 Conclusions

We have introduced in this work a new incremental von Mises mixture model for
analysing and modelling time of occurrence of human activities. We have shown
that our IVMM framework allows for both high quality representation of the
data and efficient compression, being able to generalise over different datasets,
with a small amount of information loss compared to standard VMM.

The gain in processing times and storage requirements of IVMM over VMM
can be substantial for big datasets. In fact, space and time complexity of IVMM
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Fig. 5.Generalisation of activity identification across CHAD datasets. Full dots: passed
tests on same dataset; crosses: average passed tests on other datasets.

depend only on the number of models in the mixture. Space requirements are
negligible, and processing time is always instantaneous for the small number
of models expected to compose a mixture (never more than a dozen in all our
experiments). For VMM, space requirements increase linearly with data, and
this becomes an issue after a sufficiently long time. Computing time also grows
linearly with the amount of data, eventually making online updating of models
infeasible. Millions of data items are generated daily by increasingly high num-
bers of sensors, and on our PC applying a standard von Mises Mixture to one
million data points (maximum k = 12) took 16 minutes.

The proposed methodology can be applied to a number of different fields,
and the fast growth of big data technologies and global connectivity suggests
that tools such as IVMM, able to represent data in compact and efficient ways
will be more and more required in the future. We are currently working on an
extension of the IVMM approach in order to make it more dynamic and flexible
to changing trends in the data. The plan is to make it time-aware, giving higher
importance in the model to more recent data. The incremental nature of the
approach makes such a goal relatively easy, for example by modifying at each
new sampling the importance of each model component according to the last
time it has been updated.
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Abstract. The purpose of this study is to propose a simulation model to predict the occurrence of 
defects over time. This simulation model estimates the total amount of defects and the amount of 
individual defects according to the characteristics of the target building based on past similar cases. It 
is considered that the prediction of the occurrence of defects over time, which is the result of this 
model, can be utilized throughout the life cycle of buildings. Especially, it can be used as a key 
indicator to prevent defects or to establish appropriate management level in the design stage. 
According to the results obtained by applying the proposed model, it is necessary to reflect the 
management level of the building and to supplement the defect related data. Therefore, further studies 
on the above-mentioned additional items will be needed to be practically used in the proposed model. 

Keywords: Defect, Life Cycle, Simulation, Prediction, Management Level, Building Façade 

1 Introduction 

1.1 Background and purpose  

Buildings are designed and constructed to meet the various requirements of the client and to produce the best value 
results. However, after the completion of the construction, the building becomes defective due to environmental and 
social factors as time passes, and the value of the building is lowered. Since the defects are the main cause of the 
depreciation of the buildings, appropriate measures are needed to prevent them in advance. The countermeasures 
against defects include prevention, repair, and replacement. Since these methods have different costs and impacts, 
each method should be analyzed first. For preliminary analysis of countermeasures, it is important to predict the 
occurrence of defects according to time and environmental factors.  

In this study, the authors propose a simulation model to predict the external wall defects according to time and 
environmental factors. 

1.2 Method 
  

This study is conducted through the following process. First, the authors review the theories related to this study and 
suggest the need for the results of this study. The concept of simulation and its characteristics are presented. Second, 
build the database necessary for simulation implementation. Third, a simulation procedure for predicting defects 
based on a database is presented. Finally, the authors propose a defect prediction simulation technique.  

The scope of this study is limited to building exterior walls, and the main focus is to introduce defect prediction 
simulation model. 

2 Theoretical Considerations

2.1 The defect of a building 

The defects of a building generally mean defects that reduce the value of its use due to the lack of quality of the 
finished structure, such as durability and strength, which are required to be provided by the contract. In general, 
defects are limited to those occurring during design and construction phases and after a certain period of time, and 
subsequent problems can be judged to be due to deterioration. However, the problems caused by deterioration do not 
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only occur over time, but can occur in different ways depending on the type of proactive response, because various 
factors such as use conditions and location conditions are involved in a complex manner. 

In this study, the occurrence of defects was extended not only in the design and construction phase, but also in the 
period until the end of the building life, such as demolition of the building. 

2.2 Relationship between defect and building characteristics 

There are many factors that affect the defect, and it is rare that one factor acts independently. Factors affecting 
defects are elapsed years, geographical factors, social factors, conditions of use, design characteristics, construction 
characteristics, and maintenance neglect. In this regard, Kim(2016) analyzed the relationship between facade 
elements and defects, and Lourenço, et al. (2006) analyzed the effect of building shape, material, indoor temperature 
and humidity on defects. In addition, Neto and Brito (2012) analyzed the relationship between exterior walls and 
stone defects, and Kim(2017) analyzed the relationship between location conditions and defects. Until now, various 
studies are under way, but there is a limit to focus on relationship analysis. 

2.3 Pixelization Method 

The pixelization method divides the elevation of a building into sections of a certain size and creates data based on 
the representativeness of each section(see Figure 1). In other words, it means a method of simplifying the elevation 
of a building into a mosaic shape, inputting the characteristic of the unit division as data by referring to the unit 
division as one pixel (Lee, 2016). 

This method has the feature that it cannot be applied when the elevation is not plane, and there is a limit that some 
loss occurs to the elevation factor information, but there is a characteristic that it can intuitively recognize and 
analyze the position and relation of each unit division. Therefore, in this study, the authors collected the data through 
the pixelization method and applied it to the simulation implementation. 

*Legend : 1- none of  facade element, 2-adjacent of  facade element, 3-presence of  facade element 
*Façade element : Entrance, Window, Stair, Peak, Dent, Tilting, Open, Fixture, Etc
Fig. 1. “Pixelization Method” data collection process 

3 Simulation model of defects occurrence over time

3.1 Concept 

The authors propose a simulation model of defects occurring over time, which is a model for visually expressing the 
amount of occurrence and the amount of occurrence region of defects over time. This simulation is applied at the 
beginning of the life cycle of a building and aims at creating an effective defect response. The simulation process 
proposed in this study is shown in Figure 2. 
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Analysis of target building information
Analysis of location condition and elevation 

factor of target building

Case study of similar buildings
Based on the similarity analysis, Extracting a

case similar to the target building in the 
database

Analysis of similar building information
Analysis of defect occurrence rate and defect 

type ratio in extracted similar cases

Estimation of defects in target buildings over 
time

Estimation of occurrence mode by elevation 
section

Based on the analysis data of similar 
buildings, Estimating the amount of defects of 

the target building over time

Based on the relationship between defects and 
elevation factors, Estimating the occurrence mode 

of defects by elevation sections.

Estimation of the occurrence of defects in the target building over time
Total amount of defects

Total amount of defect types
Total amount of defect by elevation section

Total amount of elevation block and defect type

Fig. 2. Simulation process diagram 

3.2 Database for simulation implementation  

In order to implement the simulation, a database should be built in advance, which consists of variable setting, 
information collection, and database construction. 

3.2.1 Variable setting 

Variables are classified into the variables related to buildings and the variables related to defects.  

3.2.1.1 Variables related to buildings 

The information related to the buildings varies greatly depending on factors such as the shape of the building, the 
purpose and size of the building, the social environment factors such as the floating population and the size of the 
adjacent buildings, and natural environmental factors such as the weather, wind and sunshine hours. In this study, 
Based on the results of the previous research, the variables related to buildings were set as shown in Table 1. 

Table 1. Variables related to buildings  
Division Description Source

Building Factor Year Year of New, Extension or Remodeling Building ledger
Floor area Floor area of building
Floor Number of floors

Façade Factor Shape Shape Pixelization
Material Material
Entrance Entrance
Window Window
Stair Stair
Peak Peak
Dent Dent
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Tilting Tilting
Open Open
Fixture Fixture
Etc. Etc.

Natural Factor Temperature Weather information of measuring points 
adjacent to the target building

KMA(2011), 1981~2010 
CLIMATOLOGICAL 
NORMALS OF KOREA

Humidity
Atmospheric Pressure
Wind
Cloud
Rain
Evaporation
Daylight hour
Direction Façade direction of building NGII
Altitude Altitude of building site NGII

Social Factor Population Population of district KOSIS
Population density Population density of district KOSIS
Floating population Floating population of building SE&MS
District area District area KOSIS
Land value Land value of building site Onnara Service
Car amount Car amount of district KOSIS
Road condition Road condition of building site Onnara Service
Building density Building density of district KOSIS
Aging index Rate of over 30 years building KOSIS

3.2.1.2 Variables related to defects 

Defects appear in different patterns depending on the materials used, but they generally have common 
characteristics. Theclassification of defects based on common and similar features is shown in Table 2. (Kim Woo-
ram, 2016) At this time, the result of collection of individual defects should be presented as an index so that the 
degree of defects in each case can be compared and analyzed. This study utilizes the method proposed by Kim 
(2016). 

Table 2. Variables related to buildings
Division Description

Physical 
damage

Crack Resulting from separation of one part from another
Chipping Local loss of the surface
Missing part Local miss of the from wall
Scaling Detachment as a scale or stack of scales, not following structure
Abrasion Loss of material clearly due to a mechanical action
Glossy Aspect of a surface that reflects totally or partially the light

Pollution Soiling Deposit of a very thin layer of exogenous particles(e.g. Soot) giving a dirty appearance to the 
surface

Efflorescence Generally whitish, powdery or whisker-like crystals on the surface
Joint Contamination on the joint and surrounding due to joint material
Chemical Change of the color cause of chemical substance
Rust Change of the color cause of rust
Moisture Change of the color cause of moisture
Biological Colonization by plants and micro-organisms

Etc. Etc. Depreciation due to other factors

3.2.2 Information gathering 

There is a practical limit to collecting information on variables in this study for all buildings. Therefore, it was 
considered that it would be reasonable to select the area considering the statistical significance of the characteristics 
of the building related variables, and to select any building in each area. At this time, consideration was given to the 
applicability of the simulation, so that commercial buildings less than 10 stories in the area were selected. Figure 3 
shows the number of buildings selected and the district of buildings surveyed. 
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Fig. 3. Building survey area

3.2.3 Database construction 

An example of a database constructed based on the above-mentioned process is shown in Figure 4, and the 
simulation is implemented by using the constructed database. 

Fig. 4. Example of building a database

3.3 The defect-occurrence-prediction simulation model 

Based on the database, the authors propose a simulation model to predict the occurrence of defects. The defect- 
occurrence-prediction simulation model is a method of estimating the value by case-based reasoning from past cases 
similar to the object to be analyzed. The model is largely divided into the predicted total amount of defects and the 
estimated elevation occurrence part according to over time. The explanation of each process is as follows. 
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3.3.1 Collection of target building information 

Since this simulation is based on case-based reasoning, the authors need to collect information of the target building 
in advance to derive similar cases. In this case, building information collection targets the same variables as the 
database construction, and when information on some variables is missing due to limitations in the collection 
process, the information about the items is excluded in the evaluation of similarity. Table 3 summarizes the virtual 
cases set for the simulation. 

Table 3. Virtual case building information
Division Condition Remarks

Building Factor -. Floor area : 1,095.88
-. Number of floors : 5 floors above ground, No basement

Façade Factor -. Number of elevation shape : 164 Wall, depression, window, and attachment.
Natural Factor -. Average temperature : 14.3℃

-. Average Relative Humidity : 66.4%
-. Average precipitation : 1,439mm
-. Average daylight time : 2,321hrs

Social Factor -. Population density : 538 people/
-. Official price : 1,830,000won
-. Road conditions : Located on a wide road

3.3.2 Deriving similar cases 

Similar cases were derived to estimate the results of the target buildings. Similar case derivation is done by applying 
GA(Genetic Algorithm) / kNN(k-Nearest Neighbor) algorithm. The kNN algorithm is a method of comparing the 
cases with new cases by a certain similarity measure among the stored cases and then weighing them together. The 
similarity is a similarity measure between the input case information and the storage case information (Kim Jong-il, 
2009). Because the total amount of defects and the types of defects should be estimated from the extracted cases, 30 
cases of similar cases were selected to ensure the reliability of the results. Figure 5 shows the selection example. 

Fig. 5. Summaries for 30 similar case information

3.3.3 Estimation of total amount of defects  

Based on the selected similar cases, the defects of the target buildings were estimated over time. Figure 6 shows the 
total amount of defects in the derived cases. Therefore, Table 4 shows the estimates of the total defects of the target 
buildings on a 5-year basis. 
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Table 4. Estimating total amount of defects for every five years 
year 5 10 15 20 25 30

defect total amount estimation value 1.777 2.381 2.984 3.588 4.191 4.795

Fig. 6. Regression analysis chart for the defects 

3.3.4 Estimation by individual elevation shape 

Based on the incidence rate in the defect elevation shape, the amount of occurrence in the individual elevation shape 
was estimated. The relation between the defects and the elevation shape was referenced by Kim (2016). As for the 
building to be targeted, the elevation is formed like Figure 7. In case of Soiling, the possibility of occurrence at each 
elevation is analyzed as shown in Figure 8. 

Fig. 7. Relationship between defect and elevation shape                 Fig. 8. Possibility of soiling

As a result of analysis, it can be seen that Soiling occurs with higher probability to the upper layer. Figure 9 shows 
the estimation of the location with time. As shown in Figure 9, the Soiling can be seen to be enlarged as time elapses, 
and similar patterns are analyzed for other defects. In this case, the accuracy of the defect occurrence probability of 
the elevation should be supplemented by additional studies, and the reliability of the simulation of this study should 
be strengthened. 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 396



3.3.5 The defect-occurrence-prediction simulation model assessment 

The results obtained from the above simulation process are as follows. First, an estimate of the total defects of the 
entire building over time. Second, estimates of defects type over time. Third, estimation of total defects by elevation 
shape. Fourth, an estimate of the occurrence of individual defects by the elevation shape. 

The simulation process in this study has the following limitations. First, consideration of management level is 
excluded. The management level is one of the main indicators in the analysis of defects. Next, it is limited to the 
occurrence of individual defects. Actual defects differ in intensity and area within the unit area. However, in this 
study, data were collected by limiting the presence or absence of occurrence. This is an abbreviated data approach to 
examine the feasibility of the simulation. 

After 5 years After 10 years After 15 years

After 20 years After 25 years After 30 years

Fig. 9. Location of soiling over time 

Considering the above, there is room for some corrections and additions, but considering the feasibility and 
practical application to be described later, it is considered appropriate to put it into practical use through additional 
studies related to the simulation. 

4 Application of simulation model 

The following is a description of how to use the simulation model of defects predicted over time according to the 
planning, design, construction , maintenance stages of the building. 

4.1 Planning and Design Phase 

The planning and design phase is a major step in designing the simulation model of this study. It aims at predicting 
the expected results at the use stage in the process of designing the building. In other words, it is possible to consider 
the expected maintenance cost or the level of depreciation by estimating the amount of defects over time based on 
the presented design book and conditions. By analyzing defects occurring in each elevation shape, It is possible to 
respond in the form of the application of the model at this stage plays a major role in establishing the basis for 
responding to defects in the building in advance. 

4.2 Construction phase 

The construction stage is to select a key management subject in consideration of the expected defects in the process 
of constructing each part of the building, and to establish a basis for actively responding through the change of the 
construction method. This can be regarded as a somewhat passive application compared to the design stage, but it is 
necessary to utilize it as a reference material in the construction process since the possibility of the prevention and 
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minimization of the defect can be additionally expected according to the quality of the construction. 

4.3 Maintenance stage 

The application at the maintenance stage can be broadly divided into two perspectives. First, estimates of the degree 
of future maintenance or expected depreciation can be estimated through estimates of the amount of defects that are 
expected of completed and in-use buildings. Based on this, discussions on whether to maintain or modify existing 
maintenance plans can be made. Second, it is in laying the foundations for the manual on maintenance measures. 
This is not limited to a specific building, and suggests a way to optimize the efficiency of maintenance by 
integrating analysis of existing buildings. 

5 Conclusion 

The purpose of this study is to propose a simulation model to predict the occurrence of defects over time. This 
simulation model estimates the total amount of defects and the amount of individual defects according to the 
characteristics of the target building based on past similar cases. The prediction of the occurrence of defects over 
time, which is the result of this model, can be considered as a major index to prevent the occurrence of such defects 
or to set appropriate management levels in the design phase. It is important to note that there are some items that 
require supplement, such as the estimation result of model application, the reflection of management level, and the 
supplementation of defect related data. However, considering the result and process, based on the additional study of 
this simulation model, it is reasonable to establish the foundation of practical use. 
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Abstract. We present a novel framework for time series classification
that leverages the geometric structure of covariance matrices when label-
ing signals. Our method maps each signal to a new multivariate localized
feature signal (MLFS) representation, from which we compute a covari-
ance descriptor. This robust MLFS covariance representation handles
classification tasks where the sampling rates of the signals vary within a
class, and classes. We demonstrate that simply using the k-nearest neigh-
bor classification rule with the Riemannian metric between the MLFS
covariance matrices produces state-of-the-art results on a number of stan-
dard datasets. Moreover, for the first time, we showcase results on the
full Library of Typical Infrasonic Signals dataset which contains four
categories of infrasound observations.

Keywords: Signal classification, Riemannian geometry, covariance ma-
trices, infrasound

1 Introduction

Signal classification problems arise in a variety of application domains (e.g. mon-
itoring, security, social media) with differing degrees of complexity. Real-world
(one-dimensional) signals are noisy, possibly multi-channel (array observations),
and may have differing observation lengths due to varying sampling rates or
detection windows. Most often simplifying assumptions are made to facilitate
the application of machine learning algorithms that were not originally designed
with these real-word issues in mind. The machine learning framework we propose,
breaks away from the mold of almost all current automated signal classification
techniques [9, 19], and is able to inherently handle the aforementioned processing
issues. The basic approach of contemporary methods can be simply summarized
(at a high level) by the following two steps: (1) represent each signal as a fea-
ture vector, and (2) employ classification algorithms that learn using the feature
vectors to decide the category labels. In our development, we jettison the use
of feature vectors in favor of the richer descriptive power of covariance matrices
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Fig. 1. MLFS Covariance Representation. Our approach maps each input signal (top
left) to a multivariate localized feature signal (MLFS) covariance descriptor (far right).
The dynamics of a signal are captured by extracting per-window feature vectors and
then looking at the temporal signature across each feature dimension. The resulting
time series, per feature dimension, are then used to estimate a covariance matrix that
encodes all pairwise correlations between feature dimensions. Our k-NN classification
algorithm uses the Riemannian metric between covariance matrices to classify the
signals.

and follow suit by utilizing classification algorithms that leverage the geometric
structure of covariance matrices.

Our classification framework begins by mapping each one-dimensional wave-
form to a multivariate localized feature signal (MLFS). (Note: We will often use
the terms waveform, curve, and time series as all being synonymous with signal.)
The MLFS is created by applying a sliding window to the original signal, and
extracting various features for each window position. If n features are extracted
for each window and there are m windows, then the resulting MLFS is a n×m
matrix. Each row of the matrix can be considered as feature signal that captures
the dynamics of how the feature evolves over time t. Next, we create a n × n
covariance descriptor (matrix) using the m samples; see Fig. 1 for an illustration
of our overall representation process. Once each signal is mapped to a covariance
matrix, we utilize the Riemannian geometry of symmetric positive definite ma-
trices (SPD), which encompasses covariance matrices, to develop our k-nearest
neighbor classification rule. The use of covariance matrices as the fundamental
object for classification adopts a relational view for classification rather than
the independent dimensions approach of the usual feature vectors. Our results
will favorably demonstrate the utility of encoding pairwise relationships between
feature dimensions and their subsequent use for signal classification.

The remainder of the paper is organized as follows. We begin with a brief
discussion of related work in signal classification, Section 2. This is followed
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by Section 3 where we provide a detailed description of our MLFS covariance
representation. Next, a high-level overview of the geometry of SPD matrices
is discussed in Section 4. Experimental results in Section 5 showcase state-of-
the-art performance on a number of standard time series datasets as well as
an infrasound collection. Section 6 concludes with a summary discussion and
potential directions for future research.

2 Related Work

Given the popularity of time series classification, numerous methods to clas-
sify them have been investigated. A majority of these techniques incorporate
a feature-vector approach, where multiple features are extracted from a signal
and then represented as vector in R

n. Recently, Fulcher and Jones [9] investi-
gated over 1,000 feature combinations for time series classification. They used a
greedy forward selection method to sequentially search over the various features
to obtain the combination that yield the highest accuracies under a linear clas-
sifier. Their results on the UCR time-series dataset [3] demonstrated the utility
of feature-based methods, obtaining the top scores on many datasets. In [19],
the authors gave comprehensive reviews of feature and distance methods for
time-series classification, with final comparative analysis on two common meth-
ods: Euclidean distance and Dynamic Time Warping (DTW) [18]. Prekopcsk
and Lemire[15] learn a Mahalanobis-like distance for signal classification . They
claim that these metric learning techniques are comparable or even better than
Large Margin Nearest Neighbor (LMNN) [6] and DTW when one nearest neigh-
bor is used to classify time series data. Our experimental results demonstrate
state-of-the-art performance on many UCR datasets, achieving a higher accu-
racy when compared to these methods. Our method only employs 10 features
and does not employ a variety of classifiers or greedy feature selection.

Covariance-based signal classification has been previously explored by [11]
and [1]. However, both of these methods worked directly on the amplitudes of the
signals or their power spectral density curve. In addition, they assumed that all
signals are of the same length and did not evaluate their technique on benchmark
datasets like UCR. Our method is much more general, generating covariance
matrices from multivariate localized feature signals and using the Riemannian
covariance distance measure for discrimination between classes. These previous
covariance methods are considerably different from what we develop with our
MLFS and they provide no performance analysis of their methods. We illustrate
the performance of our method on standard benchmarks and also showcase its
performance on an infrasound dataset with varying length signals.

3 MLFS Covariance Descriptors

Most feature-based classification approaches extract global features that charac-
terize the entire signal [9, 16]. Hence, any time-dependent feature characteristics
are lost during the feature extraction process. We take an alternative approach
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of extracting n features within a windowed portion of the signal. As we slide the
window over our signal repeating the feature extraction, this process captures
the dynamics of how these n features evolve over time. Hence, an original signal
f : R → R now becomes a multivariate time series F : R → R

n of time evolving
features. We refer to this new time series as a multivariate localized feature signal
(MLFS), see Fig 1. It is possible to use any feature extraction technique of choice
to construct F . In the present work, we have selected the following features: the
identity map (returns the signal), instantaneous frequency (IF) [4], derivatives
(first and second order), local statistics (standard deviation, skewness, kurtosis)
, local binary pattern (LBP) [13], and stationary wavelet transform (SWT) [12].
The identity map , instantaneous frequency, wavelet, and derivative features do
not require windowed samples, and are simply computed at each time index.
The identity map and IF are defined as

identity map:I [f ] =f(t),

IF:ν [f ] =
1

2π

d

dt
∠H [f ] ,

where H [f ] is the Hilbert transform [4] of signal f . The SWT is a time-invariant
version of the usual discrete wavelet transform (DWT) and has been shown to be
highly effective in noise filtering [5]. We use standard numerical approximations
for the derivative order calculations. The local statistics are computed using the
standard definitions and applied to only the windowed samples. The LBP was
originally defined on images [13] to encode texture properties of local patches.
We employ the same coding scheme as the original paper but now apply it to the
windowed samples of a one-dimensional signal. For the features that operate on
windowed-samples, we use an overlapping sliding strategy, shifting the window
a single sample at a time over the signal. We construct a MLFS that is of the
same duration as the original signal. Hence, for a signal f with m sample points,
the resulting MLFS F will be of dimension n×m. Once the MLFS F is created,
it is straightforward to map this to a covariance matrix. We treat each of the m
samples as independent and form the n× n sample covariance.

Notice that regardless of the length of the original signal, the resulting covari-
ance descriptor will always be of the dimension corresponding to the n number
of features. This allows us to apply our MLFS covariance descriptor to scenar-
ios where signals may have different sampling rates. Admittedly, having too few
samples in the original signal will result in a degenerate covariance estimate (not
strictly positive definite). In our empirical evaluations, the shortest duration sig-
nals had at least 128 samples producing non-degenerate covariances.

4 Geometry of SPD Matrices

A (non-degenerate) n×n covariance matrix is identifiable as an element of the set
of symmetric positive definite (SPD) matrices, denoted Pn. This space of SPD
matrices also has the properties of differential Riemannian manifold [2] and can
be proven to be a n(n+ 1)/2 dimensional open cone in the vector space of real
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Fig. 2. Cone of Covariance Matrices. A covariance matrix is identifiable as an element
on the cone of symmetric positive definite (SPD) matrices Pn. The cone is a differen-
tiable manifold; hence, at a given covariance matrix C1, a directional derivative (aka
tangent vector) Si is an element of the tangent space of symmetric matrices TC1(Pn).
The exponential (Exp) and log (Log) maps can be used to move back-and-forth be-
tween the manifold and the tangent space (locally).

symmetric n × n matrices, see Fig. 2. This additional structure immediately
allows us to carry out familiar operations, like differentiation and integration,
directly on the SPD set. In the present context, we are interested in the following
intrinsic Riemannian distance [8] between two SPD matrices C1 and C2

d(C1, C2) =
∥∥log (C−1

1 C2

)∥∥
F
=

√√√√ n∑
i=1

log2 (λi), (1)

where, log(·) is the principal matrix logarithm, ‖·‖F is the Frobenius norm, and
λi’s are the joint eigenvalues of C−1

1 C2. An important property of the Rieman-
nian distance between covariance matrices is that it is invariant under congruent
transformations, i.e. d(ATC1A,A

TC2A) = d(C1, C2), ∀A ∈ GL(n), where GL(n)
represents the set of all n×n invertible linear transformations. The SPD manifold
is also equipped with generalized logarithmic (Log) and exponential maps (Exp)
that allow covariance matrices to be projected to the local tangent space and a
tangent space element to be projected back to the manifold, respectively. The
present work does not employ these maps, strictly focusing on the Riemannian
distance measure between two covariance matrices.

In our signal classification framework we directly apply the Riemannian dis-
tance measure between MLFS covariance descriptors to determine similarity of
signals. Hence, given a dataset of signals consisting of multiple classes, we begin
by computing the MLFS covariance matrix of each signal using the features de-
tailed in Section 3. In order to assign a class label to a test signal, we compute
the distance between its covariance descriptor and all training data covariances.
We then select the top k nearest distances and take the majority vote to assign
the test signal an appropriate class label. It is possible to define various other
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Table 1. UCR time-series data sets used for MLFS experiments. C presents the number
of classes in a data set. Ntrain and Ntest provides the number of signals in training and
testing sets, respectively, while m denotes the number of time samples of each signal
in the training and testing sets.

# Data set C Ntrain/Ntest m

1 Beef 5 30/30 470
2 Adiac 37 390/391 176
3 Lighting-7 7 70/73 319
4 50Words 50 450/455 270
5 Face (all) 14 560/1690 131
6 OSU Leaf 6 200/242 427
7 Fish 7 175/175 463
8 Swedish Leaf 15 500/625 128
9 Yoga 2 300/3000 426
10 Lighting-2 2 60/61 637

distance measures over SPD matrices [7]. We plan to explore the effectiveness of
these other measures in future extensions of the present work.

5 Experimental Results

We detail the performance of the MLFS covariance descriptor technique using
time series datasets from the “UCR Time Series Data Mining Archive” [3] and
the infrasound dataset from [20]. The UCR benchmark, we selected the ten most
difficult datasets according to the classification accuracies listed by the reposi-
tory’s owners and in [9]. Details regarding the number of classes, training and
test split, and length of the signals are provided in Table 1. Infrasound is a
low frequency acoustic signal below audible. Most commonly generated by natu-
ral and man-made sources to include atmospheric turbulence, aurora, lightning,
bolides, explosions, volcanoes, and rockets. The infrasound library contains four
classes (Auroral Infrasonic Waves (AIW), Mountain Associated Waves (MAW),
Microbaroms (MB), Volcanic Infrasound (VOL)) (see Figure 3). The number
of signals per class, samples per signal are as follows: AIW{115, 768}, MAW
{110, 768}, MB{(44, 512) ; (14, 480)}, VOL {65, 768}. AIW is generated in the
upper atmosphere by the supersonic motions of large scale auroral electrojet
during periods of intense geomagnetic disturbances at polar latitudes. MAW are
generated by mountain ranges that create atmospheric turbulence when inter-
rupting the tropospheric wind flow. MB are waves that result from the interac-
tion at the surface of the sea during marine storms. VOL are produced by the
volcanic eruption which causes a sudden displacement of a very large air mass
by the rising cloud of hot gas. Notice that the Microbaroms class has a mix of
two different length signals. This is a fairly common situation in infrasound pro-
cessing due to automatic event detection algorithms producing different length
detection windows for the same event observed by a multi-channel array[10, 14].
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(a)

(b)

(c)

(d)

Fig. 3. Infrasound waveforms. Representative time series from each of the four infra-
sound categories (Library of Typical Infrasonic Signals). (a) microbaroms (MB), (b)
mountain associated waves (MAW), (c) volcanic (VOL), (d) auroral infrasonic waves
(AIW)
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This data has been referenced previously [17]; however, they all extracted
one or two classes from the entire dataset due to the issue of differing sample
rates. Our reported results are a first for the entire collection. We performed a
random 70/30 training versus test split of the data for our experiments.

Dataset
(# classes)

Euclidean
1-NN(%)

DTW 1-NN
best WW(%)

Feature
linear (%)

MLFS
k-NN (%)

U
C
R

Beef (5) 53.3 53.3 56.7 83.3
Adiac (37) 61.1 60.9 64.5 72.6
Lightning-7

(15)
57.5 71.2 56.2 61.6

50 Words (50) 63.1 75.8 54.7 43.0
FaceAll (14) 71.4 80.8 70.8 67.9
OSU Leaf (6) 51.7 61.6 83.5 87.6

Fish (7) 78.3 84.0 82.9 77.41
Swedish Leaf

(15)
78.9 84.3 77.3 91.2

Yoga (2) 83.0 84.5 77.4 77.8
Lightning-2 (2) 75.4 86.9 80.3 88.9

Infrasound (4) NA NA NA 81.6
Table 2. Classification accuracy on UCR (rows 2− 10) and Infrasound datasets (last
row). The first column contains the name of the datasets. For UCR, we picked the ten
most difficult. The columns reflect the previous state-of-the-art accuracies as reported
in [9]. Results using Euclidean nearest neighbor, dynamic time warping (DTW) , and
‘Warping window’ which have been abbreviated as ‘WW’. Our MLFS covariance de-
scriptor k-NN classifier accuracies are in column five. We outperform the other methods
on half of the UCR datasets by significant amounts. These are the first-ever results for
the full infrasound collection.

Table 2 has a summary of our classification accuracies and provides com-
parative analysis to the other leading techniques as reported in [9, 3]. Table 3
provides a list of the parameters used to achieve the comparable results on the
datasets. The features used to create the MLFS covariance descriptors and other
free parameters are also included. In half of the UCR datasets, our MLFS co-
variance descriptor approach achieves the highest accuracies—all by significant
amounts over the competing methods. It is worth noting that, in the present
work, we have only explored the use of 10 localized features. Whereas contem-
porary methods such as [9] optimized close to 1,000 possible features to produce
their classification results. In their experiments, training on larger datasets took
over eight hours. The longest run time for any our datasets was on the order of
a few minutes, for both training and testing together. The DTW method is able
to achieve higher scores on some datasets largely due to the fact it non-linearly
warps the signal. Being a strictly feature-based technique, we anticipate that
with improved transformation-invariant features, our method can increase its
performance on these remaining datasets. The results on the full infrasound li-
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Dataset (#classes) MLFS (Parameters)

U
C
R

Beef (5) (1, 1, 9, {1− 10})
Adiac (37) (1, 1, 9, {1− 5, 8− 10})

Lightning-7 (7) (1, 0, 15, {1, 5, 9})
50 Words (50) (1, 1, 9{1− 10})
FaceAll (14) (1, 1, 9{1− 10})
OSU Leaf (6) (5, 1, 9{1− 10})

Fish (7) (1, 1, 15{1 − 9})
Swedish Leaf (15) (1, 1, 9, {1− 10})

Yoga (2) (1, 0, 9, {1− 3, 5− 10})
Lightning-2 (2) (1, 0, 17, {2− 5, 8− 10})

Infrasound (4) (1, 0, 17, {1− 3, 5, 9})
Table 3. The MLFS free parameter choices are coded as a 4-tuple: (k value for NN,
boolean flag for feature normalization, window size, feature coding). The feature cod-
ing is as follows: 1-identity map, 2-instaneous frequency, 3-1st order derivative, 4-2nd

order derivative, 5-standard deviation, 6-skewness, 7-kurtosis, 8-median, 9-local binary
pattern, 10-wavelet transform.

brary are also encouraging. The MLFS covariance descriptor approach produced
a very favorable accuracy score on this difficult data; one that we anticipate will
improve with better features.

6 Conclusion

In this work, we detailed a new approach to signal classification framework that
leverages the relational modeling strengths of covariance descriptors. Specifi-
cally, our method transforms each signal to a multivariate localized feature signal
(MLFS) from which we obtain our covariance matrix representation. We then
perform k-NN classification by utilizing the Riemannian distance measure that
leverages the geometric structure of covariance matrices. Our method was eval-
uated on the UCR time series benchmark and achieved the highest performance
to date on several of the datasets. In addition, we demonstrated the robustness
of the method in handling a difficult infrasound classification task where the
signals were not of the same length, sometimes even within the same class. Our
proposed method leverages the power of pairwise relational modeling through
the use of covariance matrices, rather than the usual feature vector approach.
Our experimental results perform favorably against other state-of-the-art feature
based techniques, demonstrating the value of the MLFS covariance descriptor.
In the future, we plan to investigate various other localized features and explore
the use of other classification techniques like support vector machines that can
be reformulated to work directly with covariance matrices.
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Abstract. Toll roads or controlled-access roads are very commonly used,
e.g. in Asia. Drivers expect to drive smoother and faster on the toll roads
compared to on regular roads. However, long queues on toll roads, par-
ticularly at the tollgates, often happen and create many problems. Being
able to accurately predict travel time and volume of the tollgates would
allow appropriate measures to improve traffic flow and safety to be taken.
This paper describes a novel investigation on the use of scaling methods
with Support Vector Regression (SVR) for highway tollgates travel time
and volume prediction tasks as well as an investigation of the most im-
portant features for these tasks. Experiments were done as part of the
Knowledge Discovery and Data Mining (KDD) Cup 2017. Suitability of
certain scaling methods for different types of time series and reasoning
why certain features are important for these tasks are also discussed.

Keywords: Traffic flow prediction; traffic volume prediction; highway
tollgates; time series analysis; SVR with scaling; robust scaling; SVR;

1 Introduction

Transportation problems are increasing along with urbanisation and motorisa-
tion. Traffic jams are common scenes in most roads. Toll roads or controlled-
access roads are no exception. Highway tollgates, in particular, have been well
known as bottleneck in traffic networks, especially during rush hours and hol-
idays. Reliable methods to predict future traffic flow are important for traffic
management authorities as well as the road users. With precise predictions, the
traffic regulators can decide how to deal with traffic jam or some other problems
of highway tollgates (e.g.,to deploy additional toll collectors and/or divert traffic
at upstream intersections). Such accurate predictions can also help road users
to plan their journey.

In this paper, we address two prediction tasks, travel time prediction and
traffic volume prediction, as part of a competition in Knowledge Discovery and
Data Mining (KDD) Cup 2017 [7]. The tasks are to predict travel time and
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volume for a given road and tollgate during rush hours, knowing the previous
two-hour data and some days before. Support Vector Machine for Regression
(SVR) with different scaling methods are applied for these prediction tasks.

Travel time is a measurement of time from a designated start point to a
designated end point, which is the raw element for a number of performance
measures in different transportation analyses [3]. Traffic volume is a record of
the number of vehicles at a designated point. Both travel-time and volume calcu-
lations depend on many stochastic factors, such as weather conditions, holidays,
time of the day, season, etc, making the tasks of predicting travel time and traffic
volume become challenging.

SVR is a version of SVM for regression that was proposed in 1996 by Vladimir
N. Vapnik, Harris Drucker, Christopher J. C. Burges, Linda Kaufman and Alexan-
der J. Smola [10]. It is an application of SVM (Support Vector Machine) for
time-series forecasting [3]. SVR has shown some good performances in different
areas, such as financial time series forecasting [4], stock market price forecasting
[5] and real-time flood stage forecasting [6]. It was applied for travel-time pre-
diction and achieved good result as well [3]. Those successful results motivate
us to use SVR for travel time and volume predictions. However, compared to
the previous work, we introduce a novel approach by combining scaling meth-
ods with SVR. Furthermore, we also introduce a special approach to fill in the
missing data for these tasks.

The rest of this paper is arranged as follows. Section 2 describes the raw data
and the two prediction tasks. Section 3 introduces the methods used. We describe
and discuss the results of our experiments for travel time prediction and traffic
volume prediction in Section 4 and Section 5, respectively. The conclusions are
presented in Section 6.

2 Data and tasks description

The data used here was provided by organizers of the KDD Cup 2017. Four
different types of data set were provided: road network topology of the area
(Fig. 1), vehicle trajectories, traffic volume at tollgates, and weather data for
the area.

The road network is represented as a sequence of road links and implemented
as a directed graph (Fig. 2). The network includes three intersections (A, B, C)
and three tollgates (1, 2, 3). These make up six routes: routes from Intersection
A to Tollgates 2 and 3, routes from Intersection B to Tollgates 1 and 3, and
routes from Intersection C to Tollgates 1 and 3 (Fig. 1).

Vehicle trajectories data lists time-stamped records of actual vehicles driving
from intersections to tollgates. Specifically the data about vehicle trajectories
consists of intersection ID, tollgate ID, vehicle ID, date time when the vehicle
enters the route, trajectory (sequence of link traces with each trace consists of
a link ID, time entering the link, and total travel time (in seconds) passing the
link), and total travel time (in seconds) from the intersection to the tollgate.
Only data about vehicles using Amap navigation software was included in the
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Fig. 1. An overview of road network. This figure is taken from the description of KDD
CUP 2017 [7].

Fig. 2. The link-representation of road network. Each route is composed by a sequence
of links, each link is represented by an arrow. The value without parentheses over a
link represents the unique id of the link and the value in parentheses represents the
length of the link. The total length of each route is presented at the upper left corner.
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vehicle trajectories data [7]. Therefore, there was quite a lot of missing data in
the provided data set.

The data about traffic volume at tollgates consists of date time when a vehicle
passes the tollgate, tollgate ID, direction (0 for entry, 1 for exit), vehicle model
(integer 0 to 7 to indicate the capacity of the vehicle), boolean values indicating
if the vehicle uses electronic toll collection (ETC) or not, and vehicle type (0 for
passenger vehicle, 1 for cargo vehicle).

The weather data consists of weather related measurements collected every
three hours in the target area. Specifically the data consists of date, hour, air
pressure (in hundred Pa), sea level pressure (in hundred Pa), wind direction
(in degrees), wind speed (in m/s), temperature (in Celsius degrees), relative
humidity, and precipitation (in mm).

The objectives of this project are to address the following tasks as best we
can:

– Task 1 : Travel time prediction. Given training data described above for the
period of 19th July to 24th October, estimate the average travel time of
vehicles for each route during rush hours (08:00-10:00 and 17:00-19:00), per
20-minute interval, for the period of 25th October to 31st October.

– Task 2: Traffic volume prediction. Given training data described above for
the period of 19th September to 24th October, estimate the volume for each
of the five tollgate-direction pairs (Tollgate 1-entry, Tollgate 1-exit, Tollgate
2-entry, Tollgate 3-entry, and Tollgate 4-exit) during rush hours, per 20-
minute interval, for the period of 25th October to 31st October.

3 Methods

Experiments using SVR with and without scaling methods were conducted. The
scaling methods investigated include Standard-scaling, Mix-Max-scaling, and
Robust-scaling (Section 3.2). The use of different combinations of features was
also tested. Cross-validation was used to measure the predictive performance of
each model built using different scaling method and feature set.

3.1 Support Vector Regression

The Support Vector Regression (SVR) uses the same principles as the support
vector machine for classification (SVC). The goal of SVR is to find a function,
with at most ε deviation from the actual target y. The problem can be written
as a convex optimization problem

minimize
1

2
‖w‖2

subject to yi − 〈w, xi〉 − b ≤ ε
〈w, x〉+ b− yi ≤ ε
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If the problem is not feasible, slack variables ξi, ξ
∗
i are introduced. The for-

mulation becomes

minimize
1

2
‖w‖2 + C

∑
i=1

(ξi + ξ∗i )

subject to yi − 〈w, xi〉 − b ≤ ε+ ξi

〈w, x〉+ b− yi ≤ ε+ ξ∗i

ξi, ξ
∗
i ≥ 0

where the constant C > 0 is penalty parameter. More about SVR can be found
in [2][13].

In this project, we used the SVR implementation from Scikit-learn library in
Python [12].

3.2 Scaling methods

Scaling is a way to systematically alter all the values in a data set. The simplest
method, Min-Max-scaling, is rescaling the data to a fixed range, usually [0, 1]
or [−1, 1]. For a given data set X, a Min-Max-scaling is typically done via the
following equation:

lb+
X −min(X)

max(X)−min(X)
(ub− lb),

where lb is a lower bound of the range, ub is an upper bound [15].
One common and widely used scaling method is Standard-scaling. The idea

of Standard-scaling is to make the values of each feature in the data have zero-
mean and unit-variance, according to

X −mean(X)

standard deviation(X)
.

Another scaling method is Robust-scaling, which is based on the median and
the interquartile range. If the data set X contains many outliers, Robust-scaling
often gives better results [11]. Robust-scaling is defined as

X −median(X)

IQR
,

where IQR is interquartile range [11].

3.3 Error measurements and validation method

Mean Absolute Percentage Error (MAPE) has been chosen by KDD cup team
to evaluate the predictions.
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For Task 1 (travel-time prediction), the MAPE is defined

MAPEtravel−time =
1

R

R∑
r=1

(
1

T

T∑
t=1

|drt − prt
drt

|) (1)

In the Eq. 1 above, drt and prt are the actual and predicted average travel time
for route r during time window t.

For Task 2 (volume prediction), the MAPE is defined:

MAPEvolume =
1

M

M∑
m=1

(
1

T

T∑
t=1

|fmt − pmt

fmt
|). (2)

In the Eq. 2, M is the number of tollgate-direction pairs (1-entry, 1-exit, 2-entry,
3-entry and 3-exit), T is the number of time windows in the testing period, and
fmt and pmt are the actual and predicted traffic volume for a specific tollgate-
direction pair m during time window t.

Cross validation was used to assess the predictive performance of our models.

4 Travel time prediction

In order to build a model that can make good estimations for Task 1, we were
given training data for the period of 19th July to 17th October, and was asked
to estimate the average travel time, per 20 minutes interval, from designated
intersections to tollgates during rush hours (08:00-10:00 and 17:00-19:00) for the
period of 18th October to 24th October. For the purpose of testing our models,
data from the previous two-hours of the rush hours period to be predicted were
used as test-data.

Since there are many missing data, particularly in routes B-1, B-3, C-1 and
C-3, the missing data were filled in before experiments were run. In these four
routes, the missing data were filled in by applying “complementary” method and
then linear interpolation. “Complementary” method means that if there is no
data in a 20-minute time window of a route, this missing part will be filled in by
the relevant part of other route(s) data. For instance, if the data for a specific
time window is missing in route C-3, we gather part of data for that specific
time window from route C-1 to get Intersection C to point p (C → p) and part
of data from route B-3 to get point p to Tollgate 3 (p → 3) to fill the missing
part in C-3 (see Fig. 2). Similar ways were done for the routes B-1, B-3 and
C-1. For the routes A-2 and A-3, the missing data were only filled in by linear
interpolation.

As we assumed the travel time of a given route in the morning and afternoon
are independent of each other, the same prediction procedure was applied for
every route in the morning and afternoon respectively. SVR was used as the
main prediction method. After testing with several experiments (with different
values chosen randomly), radial basis function (RBF) was chosen as the kernel
function, with γ = 0.005 and ε = 0.5. Parameter C was chosen according to

max(|ȳ + 3σy|, |ȳ − 3σy|) (3)
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where ȳ and σy are the mean and the standard deviation of the y values of
training data [9]. SVR with RBF has been found less sensitive to preprocessing
of data such as scaling [15].

Many cross-validation experiments were conducted: using different scaling
methods, different amount of training data, and different features sets. Two basic
features were always included: time window position and the previous two-hour
travel time. Time window position: The prediction is for every 20-minute time
window of the rush hours (rush hours are defined as 08:00-10:00 and 17:00-19:00),
therefore the rush hours are split into six 20-minute time windows. For example,
for the rush hours in the morning, 08:00-08:20 is the first position, 08:20-08:40
is the second, and so on. Previous Two-hour travel time: They are the two-hour
travel time data before the rush hours. For instance, the previous two-hour travel
time for the rush hours in the morning are the data from 06:00-08:00. They are
also split into six 20-minute time windows.

Obviously, the travel-time are a result of dynamic interplay of traffic demand
and traffic supply [14]. High traffic flow indicates high traffic demand. Factors
influencing traffic demand include temporal effects like daily and weekly pattern,
as well as holiday [3]. Factors influencing the traffic supply includes crashes, road
works, weather, etc. For this reason, extra features were added one by one and
the predictive performance of each resulting model was evaluated by comparing
the validation and the prediction result. Additional features that can capture the
traffic demand are as follows. Special days: working days, weekends, or holidays.
Tollgate volume: this feature is the volume of the tollgate of the target route.
For example, when predicting the travel time of route A-2, the tollgate volume
is the volume at tollgate 2 (shown in Fig. 2). Adjacent tollgate volume: this
feature is the volume of the predicting route’s adjacent tollgate. If two routes
come from the same intersection and go to different tollgates, one of the two is
the predicting route, as a result, another is the adjacent route. The tollgate of
the adjacent route is called adjacent tollgate. For example, for route A-2, the
adjacent tollgate volume is the volume of tollgate 3.

Table 1. Average MAPE from 13-fold cross-validation experiments with features: time
window position and two-hour travel time; Data used for training are from 19/7 to
17/10; Data used to test are from 18/10 to 24/10;

Scaling method validation result prediction of test data

Robust-scaling 0.2302 0.1886
Standard-scaling 0.2296 0.1902
Min-Max-scaling, [0,1] 0.2276 0.1935
No scaling 0.2464 0.2081

The predictive performances of using SVR combined with different scaling-
methods are presented in Table 1 and Table 2. The results of the experiments
using two different amount of training data sets are shown in Table 1 (training
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Table 2. Average MAPE from 4-fold cross-validation experiments with features: time
window position and two-hour travel time; Data used for training are from 19/9 to
17/10; Data used to test are from 18/10 to 24/10;

Scaling method validation result prediction of test data

Robust-scaling 0.1901 0.2073
Standard-scaling 0.1888 0.2083
Min-Max-scaling, [0,1] 0.1811 0.1928
No scaling 0.1977 0.2001

Table 3. Average MAPE from different cross-validation experiments with Min-Max-
scaling in range [0,1] and features: time window position and two-hour travel time;
Data used for training are from 19/9 to 17/10; Data used to test are from 18/10 to
24/10;

Extra Feature(s) validation result prediction of test data

None 0.1811 0.1928
Special days 0.1795 0.1920
Tollgate volume (vol) 0.1770 0.1931
Tollgate volume & special days 0.1773 0.1938
Tollgate vol. & adjacent tollgate vol. 0.1771 0.1900

data from 19/7 to 17/10) and in Table 2 (training data from 19/9 to 17/10).
The results of the experiments using different sets of features are shown in Table
3.

Comparing Table 1 and Table 2, one can see that using fewer weeks data
for training gives better validation results, but worse prediction results. This
also means that our experiments did not show anything conclusive about the
influence of season on the travel time prediction (note that the period 19/7 to
18/9 is summer season). Similarly, our experiments (not shown here due to space)
suggest that most of the weather-related features did not increase predictive
performance of our models. If any, only temperature was worth adding. Based
on the experiments with the same amount of training data (data from 19th
September to 17th October), adding more features (tollgate volume and adjacent
tollgate volume) provides better validation and prediction results (Table 3).

The best experimental result from the travel-time prediction task appears
in Table 1 by applying Robust-scaling with the two basic features (the previous
two-hour travel time and time window position). From Table 1 and Table 2, us-
ing scaling method gives better predictive performance compared to no scaling.
Robust-scaling seems to be particularly good for time series with more vary-
ing patterns (that include summer season), while Min-Max-scaling seems to be
particularly good for time series with more similar patterns.

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 418



SVR with Scaling Methods for Travel Time & Volume Predictions 9

5 Traffic volume prediction

Similarly to Task 1, in order to build a good model for Task 2, we addressed the
following sub-task: given training data for the period of 19th September to 17th
October, estimate the average volume for each of the tollgate-direction pairs,
per 20 minutes interval, during rush hours (08:00-10:00 and 17:00-19:00) for the
period of 18th October to 24th October.

As we assumed the volume of a given tollgate direction pair in the morning
and in the afternoon are independent of each other, the same prediction proce-
dure was applied for all tollgate direction pairs in the morning and afternoon
respectively. The average error of all tollgate direction pairs was calculated us-
ing MAPE defined in Eq. 2. SVR was applied for the volume prediction too.
After testing with several experiments (with different values chosen randomly),
radial basis function (RBF) was chosen as the kernel function with γ = 0.01 and
ε = 0.01. Parameter C was chosen according to Eq. 3.

The feature selection strategy for volume prediction was similar as for travel
time prediction (Section 4). The two basic features here were time window po-
sition and the previous two-hour volume. The previous two-hour volume means
the two hours volume before the rush hours to be predicted and time window
position is similar as in Section 4.

The results presented in Table 4 and 5 was obtained by The results of per-
formances by using different scaling-methods combined with SVR are presented
in Table 4. In addition, the comparisons of performances for different features
are presented in Table 5.

Traffic volume depends on many factors, including time of day, day of week,
holiday, weather, etc. For this reason, an additional feature called special days
(explained in Section 4) to capture the holidays and weekends effect was added.
Moreover, other features (basically extracted from the provided volume data),
including the number of vehicles with ETC and the number of vehicles have
vehicle model n (n ∈ [0, 7]), were also tested in our experiments (see Table 5).

Table 4. Average MAPE from cross-validation experiments with features: time window
position and two-hour volume; Data used for training are from 19/9 to 17/10; Data
used to test are from 18/10 to 24/10;

Scaling method validation result prediction of test data

Robust-scaling 0.2710 0.1472
Standard-scaling 0.2717 0.1502
Min-Max-scaling, [0,1] 0.3467 0.1526
No scaling 1.0374 0.3128

For the volume prediction, applying SVR combined with a scaling method
gives a huge improvement to the result compared with only using SVR, see Table
4. And again, it appears that Robust-scaling is particularly good for time series
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Table 5. Average MAPE from cross-validation experiments with Robust-scaling and
features: time window position & two-hour volume; Data used for training are from
19/9 to 17/10; Data used to test are from 18/10 to 24/10;

Extra Feature validation result prediction of test data

None 0.2710 0.1472
special days 0.2647 0.1470
use ETC 0.3605 0.1705
vehicle model (veh. mod.) 1 0.2854 0.1472
veh. model 2 0.2759 0.1621
veh. model 3 0.3240 0.1531
veh. model 4 0.3138 0.1476
veh. model 5 0.3107 0.1504
veh. model 6 0.2708 0.1476
veh. model 7 0.2738 0.1447
veh. model 7 & special days 0.2682 0.1440
veh. mod. 6 & veh. mod. 7 & special days 0.2691 0.1436

with more varying patterns. Note that the period of 1st October to 7th October
is a big holiday period in China and it is widely known that the traffic volume
is very different during that period compared to usual days.

The best performance shows up in Table 5, with features: two-hour volume,
time window position, vehicle model 6, vehicle model 7, and special days. Table
5 suggests that the feature special days is a very important feature for traffic
volume prediction.

6 Conclusion

In this experiment, we demonstrated the application of SVR with scaling meth-
ods for travel-time prediction over a very short distance in rush hours and tollgate
traffic volume prediction in rush hours. The performances of SVR-predictor com-
bined with three scaling methods (Robust-scaling, Standard-scaling, and Min-
Max-scaling) were compared. Our results suggested that SVR with a scaling
method performs better compared to without scaling, Robust-scaling is par-
ticularly good for time series with varying patterns, and Min-Max-scaling is
particularly good for time series with more similar patterns.

Features that capture different travel-time/volume influencing factors were
analyzed in the experiments. In general, SVR combined with scaling provides
a more accurate prediction than without scaling, especially for volume predic-
tion. Adding extra features (travel-time/volume influencing factors) did not give
significant improvement.

When our model was applied to Task 1, the mean absolute percentage error
of the travel-time prediction is around 0.19, which differs by only 0.02 from the
best result obtained by other contestants (this is a competition task, the best
prediction result was announced). Similarly, when our model was applied to
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Task 2, the mean absolute percentage error of the volume prediction is around
0.144, which differs by only 0.03 from the best result. We conclude, for the
training data containing many outliers (like holiday data) and without deep
analysis of the data (no data pruning), SVR combined with a scaling method
can still provide reasonable prediction results.
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Abstract. This paper describes a method of nonlinear wavelet thresholding of 

time series.  The Ramachandran–Ranganathan runs test is used to assess the 

quality of approximation.  To minimize the objective function, it is proposed to 

use genetic algorithms - one of the stochastic optimization methods. The sug-

gested method is tested both on the model series and on the word frequency se-

ries using the Google Books Ngram data. It is shown that method of filtering 

which uses the runs criterion shows significantly better results compared with 

the standard wavelet thresholding. The method can be used when quality of fil-

tering is of primary importance but not the speed of calculations. 

1 Introduction 

Recently, a new tool for studying the dynamics of languages has become available. 

The Google Books Ngram corpus was created on the basis of a great number of digit-

ized printed sources which have been published since the 16th century. It contains 

data on the frequency of words and phrases in different years for 8 languages [1].  

Most of the printed materials were drawn from over 40 university libraries around 

the world. Each page was scanned and then digitized by means of optical character 

recognition (OCR). Publishers provided additional materials in physical and digital 

form and along with the libraries provided information describing the date and place 

of publication. Cultural trends can be quantitatively investigated via computational 

analysis of this corpus as frequency of word usage depends on various social factors 

[1]. The corpus is also used for creation of automatic translation systems and investi-

gation of language evolution. 

Frequencies of words, especially rare ones, fluctuate strongly. Therefore, it neces-

sary to perform filtering of frequencies series to distinguish significant outbursts of 

the use of words associated with various social, political, and cultural processes, from 

random fluctuations. 

The Google Books Ngram Viewer service created by the developers of the corpus 

uses moving average for this purposes.  This, however, results in distortion of the 
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series, and impedes the analysis of linguistic changes associated with various histori-

cal events. Using linear smoothing filters also shows unsatisfactory results. 

Nowadays filtering methods based on statistical significance are wieldy used, in 

particular wavelet-thresholding. The method of wavelet-thresholding is based on the 

criterion of the minimum mean square error and is successfully used for the series 

which fluctuation probability distribution is close to the normal law. This approach 

can be incorrect in case of the series which distribution differs significantly from the 

normal one. The maximum-likelihood criterion is more universal than the methods 

mentioned above but requires knowing the law of time series value distribution. In 

practice, the distribution law is not always known a priori.  

For example, it is often accepted that frequency distribution (at least the distribu-

tion of rare words) is governed by Poisson’s law [3]. Filtering of time series with 

Poisson distribution was considered in number of works (see, for example, [4]). Nev-

ertheless, there are a number of reasons to believe that a more complex model is re-

quired to describe the frequency distribution of words than the Poisson law. Thus, it is 

shown in [5] that the average value of the modulus of the relative change in frequency 

of words over an annual period is well approximated by a power function of the fre-

quency of the words f. The following relationship is fulfilled in a wide range of fre-

quencies for the English language corpus of the Google Books Ngram. 

316.0~ 


f
f

f
  (1) 

Such behaviour of the frequency increments is most likely caused by the mutual in-

fluence of the authors on each other, and contradicts the assumption of the Poisson 

law for the frequency of words.  

Thus, the development of filters that use robust quality criteria is an urgent task. In 

this paper, one of the possibilities of applying runs test is considered. 

2 Method 

The major challenge is to find a representation of the analysed data as a wavelet series 

with a small number (compared to the number of samples) of terms. 

   



Ii

ii tcty    (2) 

Here y(t) is a filtered time series, ψi(t) is a wavelet function corresponding to some 

scale and shift parameters (which are encoded by the multi-index i), ci is the corre-

sponding coefficient, I is a set of nonzero wavelet coefficients. It is assumed that the 

size of the set I is much smaller than the length of the approximated time series.  

As in the case of standard wavelet-thresholding, it is necessary to choose which 

terms of the wavelet series will be used for the approximation and estimate the opti-

mum values of the corresponding wavelet coefficients. If the obtained approximation 
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is good, the approximation errors are weakly correlated and don’t form long runs (the 

sequences of points for which the error has the same sign), thereby allowing us to 

separate significant details of the times serious from the random ones. 

The Ramachandran–Ranganathan runs criterion [6] is used in this paper. In accord-

ance with this criterion, the objective function is written as the sum of the squares of 

the lengths of the runs li: 


i

ilR 2
  (3) 

We have used the Ramachandran–Ranganathan criterion because it is more power-

ful than other runs criteria, such as the Wald-Wolfowitz criterion. Thus, the calcula-

tion of the objective function for a given set of nonzero coefficients I and values of 

the coefficients ci is performed in the following order: 

 The approximation (2) is calculated and the approximation errors are found; 

 Runs are identified and their length is determined for a number of errors. 

 Statistics R is calculated by the formula (3). 

Since R is a discrete function, determining the value of the coefficients ci by the 

criterion (3), only interval estimations can be obtained for them. If it is required to 

obtain concrete numerical values for ci, we need to modify expression (3), replacing R 

by a continuous function with similar properties. It should be note that to do it, the 

length of the runs li: can be written as follows: 

 



iSt

til sign   (4) 

Here, Si is the set of samples forming the i-th runs, and εt is the approximation error 

at instant of time t. We can replace the function sign(x) in a given expression by a 

monotonically increasing smooth function that takes values from -1 to 1, for example, 

tanh(x). Thus, we obtain a «soft» runs criterion with statistics. 

  









i St

t

i

R

2

tanh
~




  (5) 

In this case, the value of the scale parameter λ included in this expression can be 

chosen close to the expected level of additive noise. 

To minimize the objective function R it is expedient to use stochastic optimization 

algorithms. In this paper, a genetic algorithm is used to find the minimum. The posi-

tive features of genetic algorithms are their applicability to both continuous and dis-

crete functions (which is especially important in our case), as well as the possibility of 

finding a global minimum error [7]. 

Construction of genetic algorithms begins with generation of populations contain-

ing a given number of chromosomes. The chromosomes evolve in the process of 
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many iterations (generations). Similarly, the chromosome is evaluated during each 

iteration, in other words, the value of the objective function is calculated for the given 

chromosome. The next generation, called the descendant, is created with the help of 

two operators - the crossing operator (crossing-over) and the mutation operator. In the 

first case, the descendant is generated from two chromosomes by crossing the parents 

according to a given rule (one-point, two-point crossing-over), in the second case, the 

descendant is obtained by randomly changing the gene of one chromosome. After 

that, a new offspring is generated from the parental individuals and descendants se-

lected according to the values of the objective function, and the remaining individuals 

are removed to maintain the population size constant. 

The algorithm of filtering using genetic algorithms can be divided into two key 

blocks: 

 Defining a new set of non-zero coefficients; 

 Varying values of non-zero coefficients to minimize the statistics of the Rama-

chandran–Ranganathan runs criterion. 

The set of non-zero coefficients of the wavelet decomposition is given by the 

chromosome.  The chromosome is a string of zeros and ones, where «0» corresponds 

to the coefficients set to zero, and «1» corresponds to non-zero coefficients in formula 

(1). The genetic algorithm varies the positions of «1» in the chromosome, and there is 

a set at which the R statistic is minimal. 

The most important condition for optimization is the constancy of the number of 

non-zero coefficients. It should be taken into account when developing the function of 

crossover and mutation, and also when creating the initial population. A uniform 

crossover was used in this work. The mutation function was developed taking into 

account the conservation of the number of non-zero coefficients: if «0» has changed 

to «1» in the chromosome, an inverse operation occurs in some other locus. 

The so-called continuous genetic algorithm is used at the stage of varying the val-

ues of non-zero coefficients [7, 8]. Here the chromosome is no longer a bit string, but 

a vector of non-zero coefficients. 

By setting the run of the value of non-zero coefficients, each of these coefficients 

is modified. Initial population is formed. In this case, crossing-over will occur in a 

completely different way than it was previously described. Here a mixed crossover is 

used, in other words, one descendent from the interval is generated by two progeni-

tors: 

        yxyxyxyx ,min,max,,max,,min    (6) 

Here, x, y are the values of the coefficient of two progenitors, and the parameter α 

is a small number that determines how much the coefficient of the descendent can go 

beyond the interval [x, y]. 

When specifying the mutation function, it is necessary to ensure that the coefficient 

is not zeroed. After that, calculation of the optimized function is performed. The op-

eration is repeated until the algorithm stop condition is satisfied.  
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Often, a stop condition is used that stops the algorithm if the average relative 

change of the best value of the quality function is less than the specified limit accura-

cy after the specified number of iterations or equals to it. This condition was used in 

this paper. 

3 Testing on model series 

The proposed filter was tested on model series with a different law of distribution of 

variations. To perform testing, we used the example «Bumps» from the Wavelet 

Toolbox of the MATLAB package. The series with normal, Poisson and stable distri-

butions (with the parameter α equal to 1.3), which mathematical expectation coincid-

ed with the selected test signal, were generated. Thus, the noise was additive for nor-

mal and stable distribution. For the case of the Poisson law, the numbers n(t) were 

generated for each time t in accordance with the distribution. 

 
   t

n

e
n

t
tnP  

!
,   (7) 

The parameter of the Poisson law λ(t) changed in proportion to the signal from the 

example «Bumps», but a constant was added to it so that all values were positive. In 

this case, the minimum and maximum values of λ(t) were equal to 0.5 and 15, respec-

tively. The three selected distributions are very different in their properties, which 

makes it possible to compare the filtering algorithms in different conditions. 

 

Fig. 1. Filtering of a noisy example «Bumps» (normal distribution). The dashed line shows the 

original «Bumps» series, the dots represent a noisy row, and the dash-dotted line shows the 

results of wavelet-thresholding, the solid line shows the results of filtering by the runs criterion 
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Wavelet-thresholding (by the minimax rule) and filtering by the described algo-

rithm were performed for each generated series. Hereinafter, we used a wavelet basis 

based on the symlet of the third order, and the maximum possible number of decom-

position levels. One of the cases is shown in Figure 1. 

In this case, the thresholding algorithm leaves 35 non-zero coefficients out of a to-

tal of 1068 (that is, about 3.3%). When filtering using the runs criterion, we leave the 

same number of non-zero coefficients. It can be seen that the curve obtained by the 

runs criterion is much closer to the original signal than the curve obtained using 

wavelet thresholding (in particular, even the number of pulses in the signal is incor-

rectly determined for the latter curve). 

Based on the results of processing of 50 random series (for each of the distribu-

tions), root-mean-square deviation of the filtered signal from the original signal 

«Bumps» was calculated. In this case, the standard deviation of the noise σ for the 

normal distribution was 2 (Since the standard deviation for the «Bumps» series is 3.77 

and the signal-to-noise ratio is 3.56) and the scale parameter of the stable distribution 

was chosen equal to 1. The results for the three distributions are presented in the Ta-

ble 1. 

Table 1. Comparative RMS values of the filtered source signal for two quality criteria 

 Normal 

distribution 

Poisson 

distribution 

Stable 

Distribution (α=1.3) 

Wavelet  

thtesholding 

0.6792 0.7846 1.8670 

Runs criterion 

 

0.3944 0.5064 0.8794 

 

Fig. 2. Ratio of the root-mean-square error obtained after filtering by the runs criterion (RC) to 

the error obtained after using wavelet-thresholding (WT) for different noise levels 
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Thus, the results of statistical modelling demonstrate the advantage of filtering by 

the runs test over the standard wavelet-thresholding. It is particularly interesting that a 

significant improvement was obtained even for the case of a normal distribution of 

fluctuations. 

The question arises: how the relative efficiency of the two filtration methods 

changes for the case of a normal distribution for different noise levels. Figure 2 shows 

how the ratio of filtering errors (i.e., the standard deviation of the filtered series from 

the original «Bumps» series) depends on the root-mean-square noise level for the 

compared methods. Error values obtained after filtering by the runs criterion were 

divided by the error values obtained after wavelet-thresholding, so the smaller values 

of the ratio mean a more significant advantage of the runs criterion over wavelet-

thresholding. As can be seen from the figure, filtering by the runs criterion yields 

particularly good results at a moderate noise level. As for high noise series, the results 

obtained using the two methods come close to each other. 

 

Fig. 3. A series of relative frequencies for the word «secularizing». The solid line shows the 

results of filtration by the runs criterion, the dashed line shows the series obtained using wave-

let-thresholding 

4 Filtering of series of words frequencies 

Processing of series of words frequencies was also performed using the Google Books 

Ngram data (the 2009-year version of the corps was used). To carry out the analysis, 

words were randomly selected from the group of 100 thousand most frequently used 

words of the English language. We used series of average annual relative frequencies 

for the period 1800-2008. As in the case of model series, wavelet-thresholding (by the 
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minimax rule) and filtering according to the runs test were performed (for each se-

ries). Figure 3 shows an example of filtering a number of frequencies for a word 

«secularizing». In this example, the approximating wavelet series contains 19 non-

zero coefficients (of the total number 215). 

It can be seen that application of the runs criterion allows us to obtain better ap-

proximation than wavelet-thresholding. The series obtained using the compared 

methods mainly diverge between 1880 and 1930. Significant frequency variations of 

the word «secularizing» are observed during this period. These variations disappear 

when using wavelet-thresholding, but are clearly seen when filtering by the runs crite-

rion is used. 

It should be emphasized once again that both of the compared approximations are 

wavelet series with the same number of non-zero coefficients. 

Figure 4 shows an example of filtering a number of frequencies for the word «Hiib-

ner» (this word can mean a surname, and besides it is used as the name of one of the 

species of butterflies) This example shows that wavelet-thresholding didn’t cope with 

the task and the method based on the runs criterion reproduces the frequency trends 

well in the 1840-1970 interval. For example, let us pay attention to the sharp frequen-

cy jump in 1855, after which the frequency no longer decrease to the former small 

values. After conducting wavelet-thresholding, this jump is replaced by a smooth rise, 

which is a serious qualitative distortion of information. On the contrary, the suggested 

method correctly approximates the jump region. 

 

Fig. 4. A series of relative frequencies for the word «Hiibner» The solid line shows the results 

of filtration by the runs criterion, the dashed line shows the series obtained using wavelet-

thresholding 
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There are some possible reasons why the approximation obtained by the wavelet-

thresholding is so regrettable. Sharp peaks are observed in 1839 and 1844-1845 years. 

If these peaks are not taken into account, they will make a considerable contribution 

to the quadratic error. Therefore the thresholding algorithm considers them signifi-

cant, «expending» several wavelet coefficients (out of total number of 19) on their 

reproduction. On the contrary, dropping such peaks does not contribute to statistics 

(3) and the method based on the runs criteria removes them quite reasonably.  On the 

other hand, practical tasks are diverse and in some cases peaks can be important to the 

researcher. In this case, the runs criterion should be combined with a criterion that 

penalizes the drop of peaks. This can be realized by adding the corresponding term to 

the formula (3). Due to the universal nature of the genetic algorithm, it will not re-

quire sophistication of the calculation scheme. 

A total of 70 examples were processed. As contrasted with the model series, in this 

case, we do not know the true values of the word frequencies in any given year. We 

only have the values obtained using the books included into the corpus, and therefore 

containing the error. In such situation, it is difficult to quantify how far one of the 

methods coped with the filtration task better than other methods. Therefore, the quali-

ty of the filtering was assessed visually for each of the examples. Difference in quality 

of filtering can be assessed as insignificant in 12 cases (17%). Filtering by the runs 

criterion gives better results than wavelet-thresholding in 31 cases (44%). And the 

advantage of filtering by the runs criterion can be assessed as very significant in 17 

(39%) cases (the example shown in Figure 4 can be included into the latter group). 

5 Conclusion 

A method of nonlinear wavelet thresholding of time series is proposed in this pa-

per. Signal representation in the form of a wavelet-series and the Ramachandran–

Ranganathan runs criterion are used in this method to assess the quality of approxima-

tion. To optimize the objective function, the application of genetic algorithms is con-

sidered. A comparison of the proposed method with the standard wavelet-thresholding 

on model time series is performed. At that, the cases when the series are governed by 

the normal, stable, and Poisson distributions were considered. The de-scribed method 

was applied to filtering the time series of frequencies of the use of words and phrases 

(using the Google Books Ngram corpus data). It is shown that the use of a filter based 

on the runs criterion produces significantly better results than the use of both linear 

frequency filters and wavelet thresholding. It is clear that this algorithm has no ad-

vantage over wavelet-thresholding in the speed of data processing. Thus, this method 

can be used when quality of filtering is of primary importance but not the speed of 

calculations.  
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Abstract. Educational Data Mining (EDM) researchers are addressing educa-
tional related problem of visualizing hidden knowledge available within the 
huge available collated data from university warehouses. This paper proposed 
the preliminary preprocessing steps taken from data identification, cleaning, 
preparation, and visualization to an acceptable format for intelligent predictive 
classifier model building, for students’ academic achievement prediction. Stu-
dents’ academic data from a case study university were preprocessed for analy-
sis, to evaluate the impact of engineering student subject performance in the 
lower semesters on final cumulative grade achievement. Two core subjects, one 
elective subject and the students’ final Cumulative Grade Point Average 
(CGPA) were used for this study. Preprocessing procedures on the selected  da-
ta will help the proposed intelligent predictive classifier model to make accurate 
and effective decision on the student future achievement, based on the sound 
preprocessed training knowledge acquired from within the training input data. 
For future research study, a predictive Adaptive Neuro Fuzzy Inference System 
(ANFIS) classification model is suggested for effective intelligent model build-
ing as established in this research work.  
 
Keywords: Educational data mining, Students’ Academic Achievement, 
Artificial Intelligence Classifier, Linear Regression, Neuro-fuzzy classification, 
Students’ Performance. 

1  Introduction  

The introduction of data mining approaches for knowledge discovery within huge 
data warehouse across all field of studies, have also motivated several research work 
into the areas of educational data mining (EDM). Historically, most researches based 
on the educational related data mining approaches started in early nineties for the aca-
demic, and learning analytic application. The advent of artificial intelligence (AI) 
approaches, emanated as a necessity tool to eliminate the computational complexity 
problem faced in solving, and analyzing statistically, the growth in the existing huge 
educational data warehouse. Thus, increases the advancement in the applied storage 
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medium, with the introduction of several intelligent based machine learning ap-
proaches for the EDM application as proposed [1]. Other proposed supervised ma-
chine learning algorithm approaches adopted by several researchers are the Support 
Vector Machine (SVM), artificial Neural network (ANN), Bayesian Network and 
others [2]. These proposed methods eliminated the itemized problems faced by the 
educational institutions of learning, through the bridging of existing gaps in tapping, 
and discovering hidden correlational knowledge within the huge data warehouse, in 
order to advance, and improve the educational values, with less computational com-
plexity. The limitations encountered by these earlier proposed intelligent methods in 
the combination of the learning capability, with decision making ability of individual 
applied algorithm, warrant the development of a novel technique that could address 
these limitations. This paper proposed a novel classifier model building for the predic-
tion of student performance evaluation  

2 Methodology 

Classification algorithm application is one of the known EDM approaches applied for 
the supervised learning of hidden information within a given educational data of an 
institution of learning (e.g. students, institutions, and instructors) [3][4]. Researches 
have established that most predictive models applied in EDM recently are built with 
the application of classifier algorithm, which helps in the categorization of any given 
educational data set, on all available features common to different individual class as 
documented during the data collection processes [5][6]. The classification algorithm 
harnesses all available features for a particular class as an input for the training of an 
intelligent algorithm to learn adequate hidden correlations to predict the stated target 
output class [7]. The error margin between the actual classification and the predicted 
class is reduced to the barest minimum value, to determine the performance accuracy 
of such applied built classifier models when presented with new set of data that not 
applied in the intelligent model training. Overfitting, and under fitting problem must 
be eliminated to enhance the generalization of the model for effective classification of 
student education data more effectively [8]. The research objective for this work is to 
formulated a new knowledge base from existing huge data warehouse of an educa-
tional institutions with Malaysia institutions as a case study [9]. Furthermore, classifi-
cation approach in EDM for information and knowledge discovery within any given 
set of educational data is executed through these three main steps: data identification, 
identification of classifier purpose, and classification tool selection as proposed [10].    

(i) Data Identification 

Most educational data relating to student are usually numeric in nature or categorical 
as the case maybe. The numeric value comprising the test results across all subjects 
taken, while the grade points are stored as a discrete or continuous value when con-
sidering the time spent in solving test evaluations assessments. Generally, educational 
data set are stored in different format for easy of accessibility as either notes, text, 
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video, audio, and students behavioral trait which forms an import aspect of the data 
base [11]. Educational data for most institutions can be categorized into three: 

 Assessment record: Final assessment results, Gross Point Average (GPA), class’s 
attendance, assignment evaluation, tests evaluations, queries, CGPA, laboratory 
practical assessments, etc. 

 Demographics: Age of student, sex, behavior attitude, family background, habit, 
personality, leadership, teamwork, finance, etc. 

 Surrounding environment: study plane, course management, hostels, laboratory, 
lecturers, classes, hall, campus, etc. 

(ii) Identification of classifier purpose 

The main goal to be achieved from the proposed predictive or classification model 
must be identified. This may be for academic performance decision making, to classi-
fy students’ success in a particular semester, or their achievement in graduation, stu-
dent’s classification in order to predict the number of pass students, and identifying 
the factors that affected their success as proposed [12]. It may also be as a result of 
course management and outcomes reasons, where the classification is based on stu-
dents’ performance in course or subject taken, and evaluating the suitability of the 
study management plan. The analysis, and evaluation of course management via stu-
dents clustering and feedback proposed [13]. Other factor may be to determine the 
future Level performance of the student’s success in future tasks, to predict what type 
of students can do better in next level, or how to set next learning level. Some re-
searchers used parents’ expectations, students’ expectation, and student’s previous 
mathematics ability to predict the future performance in mathematics as proposed 
[14]. Finally, it may be due to educational environment reasons, to analyze the stu-
dent’s surrounds and the effects of different environment to evaluate instructors, facil-
ities, and services. Ballou and Springe analyzed students’ scores to measure teacher 
performance and showed some vital problems [15].  

(iii) Classification tool selection 

Selecting algorithm to apply or AI technique, such as Neural Network, or Decision 
Tree, etc. Prediction and classification algorithm as proposed with the some men-
tioned proposed parameters [16]. 

3 EDM case study of  engineering student data  

The case study presented herewith uses data from a 4 year Bachelor of Engineering 
(Electrical) degree programme from University Teknologi MARA (UiTM). The pro-
gramme consists of 50 subjects offering 137 credit units.  A minimum Cumulative 
Grade Point Average (CGPA) score of 2.00 is required for graduation [17]. This re-
search work selected 391 students’ academic records, across all the subjects offered, 
bringing the total value data records to 19,550 from the huge UiTM students’ educa-
tional data warehouse. The case study proposed two core subjects and one elective 
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course as selected for this study. Mathematics, alongside with the Signal & Systems 
students’ data were extracted as core courses due to that that, student’s strong ability 
on these fundamental subjects have great influence on students’ performance across 
other subjects. Mathematics is considers as one of the most difficult course by stu-
dents, and it’s a crucial subject that will reflect engineering students performance 
[18]. On other hand, English language student subject data is also selected as the elec-
tive course, from the students’ management center. There is no doubt, that the com-
munication skills in English language are most important for knowledge assimila-
tions, good writing skills for all engineering reports writing, and final year students 
projects[19]. English is essential in workplace for career success development. Grad-
uates with good English language proficiency are valuable manpower to the nation’s 
economy, they are equally of much values in industry [20] [21]. However, some re-
searchers stated that English has less significant in students’ academic 
performance[20]. Nevertheless, this research selected English data from engineering 
student record for deep evaluation, and comparing its effectiveness to the students’ 
achievement. There are many factors that contribute to students’ performance 
achievement, which include curriculum, teachers, environment, and the students’ 
themselves. This research is proposed to determine features, and factors that affect 
engineering students’ achievements in UiTM. The obtained result will help the school 
management to provide most effective decision and interventions to improve students’ 
academic achievement at the early stage of their study.  

The four steps involved in data preparations in this study are: data collection, data 
cleaning, data structure, and data pre-processing (visualization). Researchers usually 
go through these four procedures before modeling and analyzing the system [22] [23]. 

(a) Data collection and preparation (cleaning) 

This research used subjects’ data taken from semesters 1 & 3 for the graduation 
achievement correlation. A sum total of 12,202 records were collected for students 
admitted from 2005 to 2007, but 3519 complete records for 6 subjects, and CGPA 
were selected for this study purposes. The selected subject from semester 1 & 3 are 
English language 1&2 (Eng_1, Eng_2), Mathematics 1 & 2 (Mat_1, Mat_2), and Sig-
nal and System 1 & 2 (SS_1, SS_2). Elimination of unwanted noise, and irregular 
data like incomplete record, students dropped, duplicated grades were removed and 
data records clean from unwanted information to avoid overfitting during the intelli-
gence system modeling. Four output class labels are as displayed in Table 1. Upon 
graduation, all grade values will be cumulated and expressed as cumulative grade 
point average CGPA.  

Table 1. SUBJECT CLASSIFICATION LABEL 

Grade Value Classification label Graduation class 
3.50 – 4.00 Excellent First Class 
3.00 – 3.49 Good Second Upper 
2.20 – 2.99 Satisfactory Second Lower 
2.19 ≥ Weak Third; 2.00 – 2.19* 

* Minimum CGPA for graduation is 2.00 
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(b) Data Preprocessing, visualization, and structuring.  

In order to discover hidden knowledge in the selected data , the existing relationships 
within the academic data record can be visualized with the application of several pre-
processing operations to help in the visualization of existing relations based on the 
following criterial are proposed: Individual performance, linear regression, group 
achievement, and performance rules. 

i) Individual performance evaluation:  

Individual subject evaluation was carried out for each student, to determine individual 
student’s classification according to their performance from individual subjects taken, 
which is applied for class grouping. Every student is classified separately per subject 
based on their respective achievements by CGPA records. The procedure expressed in 
pie chart shows the clustered performance for Mat_1, and Mat_2, alongside with stu-
dents’ CGPA records, to visualize the existing relationships with data records and 
effect as displayed in Fig. 1. The discovered knowledge is tabulated in Tables 2, and 3 
in the result and discussion section. The same procedure is repeated across all indi-
vidual subjects as proposed for this research works, with the results tabulated in Ta-
bles 4, 5, 6 and 7. 
 

 

Fig. 1. Performance of (a) Mathematics_1 and (b) Mathematics_2.  

ii) Linear Regression per subject:  

Next is the determination of existing individual correlation of each selected subject 
with the corresponding CGPA achieved by each student, and the obtained coefficient 
from the linear regression equation plot is applied to determine the calculated R2, 

which helps to determine how closely related is each subject performance towards 
archived CGPA. This number falls between 0 and 1, with 0 indicating lack of correla-
tion and 1 indicating high correlation. This indicate that the existence of one variable 
over the determination of the other. This procedure helps in determining effective 
correlated variables that can be combination as input variables for the modelling of an 
intelligent predictive system. The obtained plot from the selected subjects are dis-
cussed and displayed in the result and discussion section.  
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iii) Group Achievement:  

Each class in each subject is evaluated, and defines the normalized weight to compare 
it with normalized average of CGPA. This procedure shows how students perform in 
group view, and assist the intelligent system modeling in term of range, and parame-
ters in relation with the membership functions of the AI. 

iv) Performance Rules formulation:  

The individual student subject’s performances were analyzed in line with the achieved 
CGPA, to assist in identifying the major rules needed for the predictive intelligent 
system modeling with the application of ANFIS, and also avoid overfitting of the giv-
en data. As one of the criteria need for the inference system mechanism building, if 
and then rules similar to those displayed in Table 10 must be built. These rules are 
formed based on the students’ achievement across the 6 selected proposed subjects 
and as they relate to graduation achievement based on the earlier performance as-
sessments, and linear regression evaluations individually. Major rules were extracted, 
and can be updated in the future for an enhanced intelligent system building; some 
generated rules are based on the following criteria: 

 Students, who achieved Weak in any of the 6 subjects, did not achieve First Class.  
 Students, who achieved Satisfactory in 2 subjects, did not achieve First Class. 
 Satisfactory, and Weak students in Mat_1 did not achieve First class. 
 Students, who achieved Weak in 3 subjects, achieved Second Lower or Third. 
 Students, who did not achieve Excellent or Good, in SS_2, also achieved Second 

Lower or Third. 
 Students, who achieved Weak in Eng_2, also achieved Second Lower or Third. 

These rules and the related attributes are applied for the building of the ANFIS rea-
soning system for future research in term of IF then format for…. Example are:  
 

Rule 1: if Mat_1 is E, and Mat_2 is E, and Eng_1is G, and, ..., and SS_2 is E, then f1=p1Mat_1 
+ q1Mat_2+m1Eng_1+ … + w1SS_2+r1 

Rule n:  if Mat_1 is n and Mat_2 is n, and Eng_1 is n, and, ..., and SS_2 is n, then fn=pnMat_1 + 
qnMat_2+mnEng_1+ … + wnSS_2+rn 

Example for rules view from Table 10 are also illustrated below: 

Rule in raw_1:  if Mat_1 is E, and Mat_2 is E, and Eng_1is G, and Eng_2 is E, and SS_1 is E, 
and SS_2 is E, then CGPA=First Class 

Rule in raw_390:  if Mat_1 is E, and Mat_2 is E, and Eng_1is G, and Eng_2 is G, and SS_1 is E, 
and SS_2 is S, then CGPA=Second Upper 

(c) Selecting an intelligence classifier tool 

Selecting the suitable classification method for a certain task is not easy, as there is no 
generalized rule in selection. Comparison of tools was done in previous research pa-
per; the research resulted that ANFIS classification is the most suitable technique for 
this study [2] [15]. ANFIS model will be used to build a multi input and single output 
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predictive intelligent system (MISO) as displayed in Fig.2. The proposed intelligent 
predictive system will have six inputs and one output. The input variables for the 
ANFIS model system are subject results from Mathematics (Mat_1&2), Signal & 
System (SS_1&2), and English (Eng_1&2), and the output Students Achievement 
(SA).  

 

    Fig. 2. Block Diagram of the ANFIS model  

4 Result and discussion 

The result from Fig 1 for individual subject classification, based on the individual 
students’ performance across all subjects as it related to CGPA achievement is dis-
played in Table 2 and 3. One of the interesting outcome is that students with Weak 
and Satisfactory achievements in Mat_1& Mat_2 were not able to graduate with First 
Class grade achievements. However, there is only one student, who achieved Satisfac-
tory in Mat_2, but with excellent achievement in Mat_1, and graduated with First 
Class. From Fig 1, and Table 2, it can be seen that 66% of the student that achieved 
Excellent in Mat_1, have chances of graduation, with only 15% achieving First Class, 
around 57% with Second Upper, 27% achieved Second Lower, and yet some students 
will end up achieving Third class on graduation as displayed. On the other hand, there 
were 5% of students that are Weak in Mat_1, and none of them achieved Excellent at 
graduation as visualized. Also, Fig. 1 shows that there are 46% excellent students in 
Mat_2, and upon graduation only 20% attained First Class graduation achievements, 
while 59% achieving Good, 21% achieved satisfactory, and no students had a Weak 
achievement. This divulged knowledge from the result presented can summarized as: 
students who achieved Excellent in Mat_2 will never graduate with Third class. Other 
knowledge outcomes on subjects’ performance are stated in Tables 2,3,4,5,6 and 7. 

Table 2. Performance of Mathematics_1 

Class Knowledge Discovery 

Excellent 
Excellent students in Mat_1 have probability to graduate of ;15% First Class, 

56.64% Second  Upper, 27.34% Second  Lower, and 0.78% Third 

Good 
Good students in Mat_1 have probability to graduate of ;3.13% First Class, 

48.44% Second Upper, 42.19% Second Lower, and 6.25% Third 

Satisfactory 
Satisfactory students in Mat_1 have probability to graduate of ;0.00% First 

Class, 27.45% Second Upper, 66.67% Second Lower, and 5.88% Third

Weak 
Weak students in Mat_1 have probability to graduate of ;0.00% First Class, 

15.00% Second  Upper, 80.00% Second Lower, and 5.00% Third 
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Table 3. Performance of Mathematics_1 

Class Knowledge Discovery 

Excellent 
Excellent students in Mat_2 have probability to graduate of; 20% First 

Class, 58.89% Second Upper, 21.11% Second Lower, and 0% Third.

Good 
Good students in Mat_2 have probability to graduate of; 3.45%  First Class , 

51.72% Second Upper, 41.38% Second Lower, and 3.45% Third 

Satisfactory 
Satisfactory students in Mat_2 have probability to graduate; 1.61% First 

Class, 29.03% Second Upper, 64.52% Second Lower, and 4.84% Third. 

Weak 
Weak students in Mat_2 have probability to graduate; 0.00% First Class, 

28.13% Second Upper, 65.63% Second Lower, and 6.25% Third. 

 

Table 4. Performance of Signal & System_1 

Class Knowledge discovery 

Excellent 
Excellent students in SS_1, have probability to graduate;32.93% First 

class, 54.88% Second Upper, 10.98% Second Lower, and 1.22% Third 

Good 
Good students in SS_1, have probability to graduate;9.30% First class, 

63.57% Second Upper, 26.36% Second Lower, and 0.78% Third 

Satisfactory 
Satisfactory students in SS_1, have probability to graduate;2.20% First 

class, 47.25% Second Upper, 48.35% Second Lower, and 2.20% Third 

Weak 
Weak students in SS_1, have probability to graduate;0.00% First class, 

25.84% Second Upper, 67.42% Second Lower, and 6.74% Third 

Table 5. Performance of Signal And System_2 

Class Knowledge discovery 

Excellent 
Excellent students in SS_2, have probability to graduate;35.85% First 

class, 52.83% Second class, 11.32% Second Lower, and 0.00% Third 

Good 
Good students in SS_2, have probability to graduate;20.73% First class, 

57.32% Second class, 21.95% Second Lower, and 0.00% Third 

Satisfactory 
Satisfactory students in SS_2, have probability to graduate;4.24% First 

class, 61.86% Second class, 32.20% Second Lower, and 1.69% Third 

Weak 
Weak students in SS_2, have probability to graduate;0.00% First class, 

32.61% Second class, 61.59% Second Lower, and 5.80% Third 

Table 6. Performance of English_1 

Class Knowledge discovery 

Excellent 
Excellent students in Eng_1, have probability to graduate;22.00% First 

class, 48.00% Second class, 28.00% Second Lower, and 2.00% Third 

Good 
Good students in Eng_1, have probability to graduate;10.76% First class, 

49.78% Second class, 38.57% Second Lower, and 0.90% Third 

Satisfactory 
Satisfactory students in Eng_1, have probability to graduate;5.26% First 

class, 50.00% Second class, 39.47% Second Lower, and 5.26% Third 

Weak 
Weak students in Eng_1, have probability to graduate;0.00% First class, 

25.00% Second class, 50.00% Second Lower, and 25.00% Third 

 
Fig. 3 provides the coefficients of the linear regression equation for subjects, SS_1, 
and SS_2, with respect to CGPA. As shown, SS_2 grades affect CGPA more than 
SS_1. Table 8 shows the coefficient of best regression line fit of all subjects and is 
used in selecting the best combination of input variable for the building of the pro-
posed intelligent reasoning system. As shown, Eng_1 & 2 has least influence on 
CGPA, while Mat_1 & 2, and SS_1 & 2 have considerable influence on CGPA. 
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Fig. 3. Linear Regression of SS_1 and SS_2 

Table 7. Performance of English_2 

Class Knowledge discovery 

Excellent 
Excellent students in Eng_2, have probability to graduate;16.06% First 

class, 56.20% Second class, 27.74% Second Lower, and 0.00% Third 

Good 
Good students in Eng_2, have probability to graduate;9.23% First class, 

48.21% Second class, 40.51% Second Lower, and 2.05% Third 

Satisfactory 
Satisfactory students in Eng_2, have probability to graduate;1.89% First 

class, 41.51% Second class, 50.94% Second Lower, and 5.66% Third 

Weak 
Weak students in Eng_2, have probability to graduate;0.00% First class, 

0.00% Second class, 50.00% Second Lower, and 50.00% Third 

Table 8. Linear regression of selected subjects 

Subjects 
Linear Regression Equa-

tion Line 
Coefficient of determination Correlation Knowledge 

Mat_1 y = 0.266x + 2.121 R² = 0.230 Signal and System_2 is 
the most influence sub-

ject among these six 
subjects 

Mat_2 y = 0.248x + 2.234 R² = 0.224 
SS_1 y = 0.240x + 2.376 R² = 0.274 
SS_2 y = 0.241x + 2.450 R² = 0.320 
Eng_1 y = 0.145x + 2.612 R² = 0.029 
Eng_2 y = 0.244x + 2.249 R² = 0.117 

 

Fig 4 shows that group performance of Eng_1 has no significant change in Good and 
Satisfactory graduation achievement in (a), while (b) shows a significant change and 
indication of declined in the students’ achievement as the performance declined. Ta-
ble 9 displayed the group achievement result for all six selected subjects. There is 
significant decline in Mat_1, Eng_1, and Eng_2 compare to SS_1, SS_2, and Mat_2 
as seen in the Figure. 4. 
The displayed result of Table 10, contains 391 students with their ID number, and 
grades; the E acronym represent Excellent achievement with blue shaded background 
color, G represent Good achievement with red background color, S represent Satisfac-
tory graduation achievement with green shade background, and W represent Weak 
achievement with purple shade background color. 
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Fig. 4. Group achievement of (a) English_1 and Group achievement of (b) English_2 

Table 9. Group Achievement of the Selected Subjects 

# Excellent Good Satisfactory Weak 

Mat_1 3.90332 3.20625 2.543333 1.833 

CGPA 3.162305 2.950313 2.80451 2.681 
Mat_2 3.892431 3.196293 2.5 1.895625 
CGPA 3.211492 2.998017 2.838387 2.812188 
SS_1 3.851098 3.143256 2.509341 1.752584 

CGPA 3.33 3.12907 2.965165 2.79191 
SS_2 3.84434 3.175556 2.474068 1.635145 

CGPA 3.381887 3.241975 3.066525 2.835725 
Eng_1 3.76 3.145022 2.553684 2 
CGPA 3.1698 3.052422 3.024386 2.765 
Eng_2 3.82 3.179231 2.605849 1.5 
CGPA 3.158759 3.057333 2.859811 2.42 

 

Table 10. Subjects’ Correlation And Rules 

# Mat_1 Mat_2 Eng_1 Eng_2 SS_1 SS_2 achievement 
1 E E G E E E First Class 
2 E E W S S W Second Lower 
3 E S W S G G Second Upper … … … … … … … …

389 S S G E S W Second Lower 
390 E E G G E G Second Upper 
391 E S S W W W Third 

 

For example, students’ achievements are expressed by four linguistic category indica-
tors; Excellent, Good, Satisfactory, and Weak. Generally, these expressions are used 
to grade the quality in daily life. If students score in mathamatics_2 is between 50 - 55 
points out of 100, and most probably with graduation with CGPA achievement of 
2.20 - 3.49. In other words; a student who is Weak in Mathematics will not be Excel-
lent in engineering, and has chances of 25% to be good, 65% to achieve satisfactory 
performance, and 10% of chances to be weak. In conclusion, some modification of the 
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analysis will be done; for instance, adding one more class between Good, and Satis-
factory classes as students are lumped between 2.50 to 3.30. Moreover, the research 
will identify and select a desired training data rather than selecting 70% randomly, 
also reverse view of performance will take a place before system modeling. 

5 Conclusion 

This research paper presented four procedures for data pre-processing, and investiga-
tion of educational data to identify, subject variables, and relevant rules that could be 
use as input variables to train an intelligent MISO ANFIS model. Four statistical 
analysis approaches were proven for data visualization, and hidden knowledge dis-
covery during preprocess analysis of the six-proposed selected related subject, based 
on their impact assessment on CGPA, for the prediction of the student academic 
achievement. The pre-processing, and investigation procedures on the selected subject 
data, will help the proposed intelligent predictive classifier model make accurate and 
effective decision on the student future achievement, based on the sound preprocessed 
training knowledge acquired from the training input data. This analysis assessment 
would allow more flexibility in making judgment on single, and group performances 
which could be more understandable by educators, and parents for further evaluation. 
For future research study, an ANFIS predictive classification model is suggested for 
effective intelligent model building, with input variables from the six preprocessed 
subject data from Mathematics, English, Signal and System discovered knowledge, 
and one target output from the achievements as established in this research work. 
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Abstract. Forecasting is an important part of the decision-making process and
used in many fields like business, economics, finance, science, and engineer-
ing. According to the “No-Free-Lunch-Theorem” from 1997, there is no gen-
eral forecasting method, that performs best for all time series. Instead, expert
knowledge is needed to decide which forecasting method to choose for a spe-
cific time series with its own characteristics. Since a trial and error approach is
very inefficient and expert knowledge is useful but a time-consuming task that
cannot be fully automated, we present a new hybrid multi-step-ahead fore-
casting approach based on time series decomposition. Initial evaluations show
that this hybrid approach improves the forecast accuracy compared to six ex-
isting forecasting methods while maintaining a short runtime.

1 Introduction

Forecasting allows to predict the future by examining past observations. Classical
forecasting methods have their benefits and drawbacks depending on the specific
use cases. Thus, there is no globally best forecasting technique [19] and further re-
spectively expert knowledge is required for determining the best forecast method.
Typically, expert knowledge is needed for two domains, i.e., method selection and
feature engineering. The serious problem of expert knowledge is that it can take a
long time to deliver results and it cannot be completely automated. In the field of fea-
ture engineering, expert knowledge can be replaced by using deep learning [16,12] or
random forests [8,2]. To overcome the need of expert knowledge in method selection,
a more robust forecasting method compared to the classical forecaster is needed. In
this field, robust means that the variance in forecasting results should be reduced,
not necessarily improving the forecasting accuracy itself. By reducing the variance
of the results, the risk when trusting a bad forecast is lowered. Hybrid forecasting
is such a technique since the benefits of multiple forecasting methods can be com-
bined to improve the overall performance. Thus, we introduce a new hybrid, multi-
step-ahead forecasting approach for univariate time series. The approach is based
on time series decomposition and makes use of existing forecasting methods, i.e.,
ARIMA, ANN, and XGBoost.
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2 Related Work

In 1997, Wolpert and Macready presented the “No Free Lunch Theorem” for optimiza-
tion algorithms [19]. It claims, that there is not a single algorithm that performs best
for all scenarios since improving the performance of one aspect normally leads to
a degradation in performance for some other aspect. This theorem can also be ap-
plied to forecasting methods as there is no single method that outperforms the others
for all types of data. To address this issue, many hybrid forecasting approaches have
been developed. A hybrid forecasting method makes use of at least two forecasting
methods to compensate the limitations of individual forecasting methods. Hybrid
methods can be categorized into three groups of approaches each sharing the same
basic concept.
The first and historically oldest group is the concept of ensemble forecasting and is
the technique of using at least two forecasting methods. While assigning a weight to
each method, the forecast result is the weighted sum of each forecast method. This
approach was introduced by Bates and Granger in 1969 [1]. The concept of this ap-
proach is rather simple, however, the assignment of weights is a crucial part. Thus,
many methods for weight estimation have been investigated [4,7,11].
The second group of forecasting methods is based on the concept of forecast recom-
mendation, where the goal is to build a rule set to guess the assumed best forecasting
method based on certain time series features. There are two common ways to gener-
ate the rule set. One method is using an expert system. Collopy and Armstrong used
this approach to create a rule set by hand in 1992 [6]. The other method is using ma-
chine learning techniques to automatically generate a rule set. In 2009, Wang et al.
proposed clustering and algorithms for rule set learning based on a large variety of
time series features [18].
The third group of forecasting methods is based on decomposition of the time series
with the goal to leverage the advantages of each method to compensate for the draw-
backs of the others. In literature, there are common approaches. The first approach
is to apply a single forecasting method on the time series and then apply another
method on the residuals of the first one [20,17]. The second forecasting method is in-
tentionally chosen to have different characteristics than the first one, that is, it should
have antithetic advantages and drawbacks compared to the first one. An alternative
approach is to split the time series into its components trend, seasonality, and noise,
applying a different forecasting method on each of them. Liu et al. introduced an
approach like this targetted for short-term load forecasting of micro-grids [13]. They
used empirical mode decomposition to split the time series and extended Kalman
filter, extreme learning machine with kernel, and particle swarm optimization for
the forecast.

The hybrid forecasting approach, we propose in this paper, focuses on forecasts
based on decomposition. In contrast to Zhang or Pain and Lin [20,17], we use explicit
time series decomposition, that is, forecast methods are applied to the individual
components of the time series as opposed to the residuals of previous forecasts. Liu
et al. introduced a short-term hybrid forecasting method based on an intrinsic mode
function. In our approach, the time series is split into trend, seasonality, and noise
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components. Additionally, completely different forecasting methods are used as a
basis. Furthermore, the hybrid approach of this paper is designed to perform multi-
step-ahead forecasting with low overhead and short runtime.

3 Telescope Approach

We call the proposed hybrid forecasting approach Telescope according to the anal-
ogy with the vision on far-distanced objects. Telescope is developed in R to perform
multi-step-ahead forecasting while maintaining a short runtime. To this end, only
fast and efficient single forecasting methods are used as components of Telescope. A
diagram of the forecasting procedure is shown in Fig. 1.

Remainder
Forecasting & 
Composition

PreprocessingRemoval of 
Anomalies

- AnomalyDetection -

Time Series 
Decomposition

- STL -

Season Forecasting
- STL based -

Forecasting with
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Forecast Output
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Task

Trend Determination
Remainder
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Season & Trend 
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Frequency 
Determination
- Periodogram -

Fig. 1: A simplified illustration of the Telescope approach.

First, a preprocessing step is executed. The frequency of the time series is esti-
mated using periodograms, i.e., applying the R function spec.pgram. This function
uses fast Fourier transformation to estimate the spectral density. The estimated fre-
quency is needed to remove anomalies in the time series by applying the Anomaly
Detection R package [9]. This package uses a modified version of the seasonal and
trend decomposition using Loess (STL) [5]. The STL decomposition splits the time
series into the three components season, trend, and remainder. After the decom-
position, Anomaly Detection applies generalized extreme studentized deviate test
(ESD) with median instead of mean and median absolute deviation instead of stan-
dard deviation on the remainder to identify outliers. Furthermore, we use STL for an
additive decomposition of the revised time series. If the amplitude of the seasonal
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pattern increases as the trend increases and vice versa, we assume multiplicative de-
composition. Thus, a heuristic testing for such a behavior is implemented. If a mul-
tiplicative decomposition is detected, the logarithmized time series is used for the
STL decomposition and the components are back-transformed after the decompo-
sition. We apply the STL package because of its short runtime compared to other
R decomposition functions like bfast. Afterwards, the season and trend forecast-
ing is executed. The seasonality determined by STL is simply continued, whereas
the trend is forecast using the auto.arima function from the forecast R package
by Hyndman [10]. Since there is no seasonal pattern left, seasonality is disabled in
auto.arima for this purpose. Moreover, this seasonality disabling decreases the run-
time of the algorithm. Additionally, the time series with removed anomalies is used
to create categorical information. For this purpose, the time series is cut into sin-
gle periods. Then, the single periods are clustered into two classes using the kmeans
R function. Each class is represented by its centroid. Next, this history of centroids
is forecast using an artificial neural network (ANN), i.e., the nnetar function of the
forecast R package [10]. If a specific time series is forecast several times, this clus-
tering task does not need to be performed every time. Finally, the last step is the
remainder forecast and composition. XGBoost is used [3], which is an implementa-
tion of gradient boosted decision trees and it works best when obtaining covariates.
XGBoost is applied using the trend, seasonality, and centroid forecasts as covariates
and the raw time series history as labels. In addition, 10% of the history data are used
for validation in the training phase to prevent XGBoost from overfitting. The sources
of the Telescope approach are currently under publication as open-source1.

4 Preliminary Evaluation

To evaluate the performance of this hybrid forecasting approach, we have conducted
some initial experiments presented in this section. As example time series, a trace of
completed transactions on an IBM z196 Mainframe during February 2011 and a trace
of monthly international airline passengers from 1949 to 1960 are used.

Each observation in the IBM trace contains the quarter-hourly amount of trans-
actions (e.g., bookings or money transfers). The trace contains 2670 observations and
is depicted in Fig. 2a. It shows a typical seasonal pattern with a daily and weekly cy-
cle, where the amount of transactions differs completely during weekdays and week-
ends. The trace exists of about 28 daily periods and 4 weekly periods. Since the ap-
proach is designed to perform multi-step-ahead forecasts, the last 20% observations
of the time series are chosen as forecast horizon. Thus, the history of the IBM trace
incorporates 2136 observations and the forecast horizon is set to 534 observations.
The border between history and horizon is shown as vertical purple line in Fig. 2a.
The forecast of the IBM trace is shown in Fig. 2b. The original time series is depicted
in black, whereas the forecast of Telescope is represented by the red line. As a ref-
erence, the second best forecast produced by the tBATS approach [14] is shown as

1 Telescope: http://descartes.tools/telescope
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dashed blue line. Besides the good fitting of the observed history, the hybrid ap-
proach succeeds in capturing the weekdays and weekends. In contrast to Telescope,
tBATS only repeats a single pattern for the whole horizon. For weekdays, the forecast
of Telescope and tBATS are very close to each other. However, tBATS misses captur-
ing the weekends.
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(a) All observations of the history and forecast
horizon of the IBM trace.
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(b) Telescope (red) and tBATS (dashed blue)
forecast of the IBM trace.

Fig. 2: Observations and forecast of the IBM trace.

The airline passengers trace consists of 144 observations and shows an exponen-
tial trend pattern as well as a seasonal pattern with yearly cycle. Furthermore, the
amplitude of the seasonal pattern increases as the trend rises. The airline passengers
trace is shown in Fig. 3a. Since the forecast horizon is set to 20%, the history con-
tains 115 observations and the forecast horizon consists of 29 observations. Again,
the border between history and horizon is shown as vertical purple line in Fig. 3a.
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(b) Telescope (red) and tBATS (dashed blue)
forecast of the airline passengers trace.

Fig. 3: Observations and forecast of the airline passengers trace.

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 448



Fig. 3b shows the forecast of the airline passengers trace. Again, the original time
series is depicted as black line, the forecast of Telescope is shown as red line, and the
tBATS forecast is depicted as dashed blue line. Both, tBATS and Telescope succeed in
capturing the trend and season pattern. Though, besides the first value of the hori-
zon, the tBATS forecast is always greater than the Telescope forecast.

To evaluate the forecasting accuracy in a mathematical way the mean absolute
percentage error (MAPE) and mean absolute scaled error (MASE) measures are used.
The MAPE is a widely-used measure to assess forecasting accuracy based on the fore-
casting error normalized with the observations. However, MAPE has some serious
limitations, i.e., it cannot be used for time series with zeros in the forecasting horizon
and it punishes positive errors harder than negative errors. Thus, we additionally use
a second measure called MASE. Both measures are independent of the data scale but
in contrast to MAPE, MASE is suitable for almost all situations and the error is based
on the in-sample MAE from the random walk forecast. For a 20% forecast, the ran-
dom walk forecast would forecast the last value of the history for the entire horizon.
Thus, the investigated forecast is better than the random walk forecast if the MASE
value is less than 1 and worse if the MASE value is greater than 1. The MAPE and
MASE values can be calculated as follows:

M APE = 100× 1

n

n∑
i=1

| ei

Yi
| (1)

M ASE =

1

n

n∑
i=1

|ei |

1

n −1
×

n∑
i=2

|Yi −Yl |
(2)

Where Yl is the observation at time l with l being the index of the last observation of
the history. Yi is the observation at time l+i . Thus, Yi is the value of the i -th observa-
tion in the forecast horizon. The forecast error at time l+i is calculated as ei = Yi −Fi

where Fi is the forecast at time l +i . The amount of observations in the forecast hori-
zon is represented by n. Another important measure to evaluate the performance of
the forecasting approach is the elapsed time for the forecasting process. The total
time elapsed for the forecast is measured in seconds. Table 1 shows the MASE and
MAPE values and runtime of the hybrid approach for the IBM and airline passengers
traces compared to six state-of-the-art forecasting methods:

– ARIMA: auto-regressive integrated moving averages (auto.arima with season-
ality in package forecast [10]),

– ANN: artificial neural nets (nnetar in package forecast [10]),
– ETS: extended exponential smoothing (ets in package forecast [10]),
– tBATS: trigonometric, Box-Cox transformed, ARMA errors using trend and sea-

sonal components (tbats in package forecast [10,14]),
– SVM: support vector machine (svm in package e1071 [15]),
– XGBoost: scalable tree boosting (xgboost in package xgboost [3]) using only

the index of the observation as covariate.
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On the one hand, the experiment shows that the hybrid approach reaches the
lowest MASE and MAPE values for both time series. The Telescope forecast reaches
a MASE value of about 0.064 for the IBM trace and 0.179 for the airline passengers
trace. The MAPE values are about 51.628% and 3.382%. The second best MASE values
are achieved by tBATS with about 0.191 for the IBM trace and 0.276 for the airline pas-
sengers trace. Furthermore, tBATS reaches the second best MAPE value for the airline
passengers trace with about 5.472%. However, ANN outperforms tBATS in matters of
the MAPE value for the IBM trace, i.e., ANN achieves a MAPE value of about 179.537.
On the other hand, the experiment shows that Telescope has a very short runtime
with about 8.557 and 2.679 seconds. On the IBM trace, ETS, SVM, and XGBoost itself
achieve shorter runtimes compared to Telescope. Though, each of these forecasting
methods delivers a bad accuracy. On the airline passengers trace, only tBATS has a
longer runtime than Telescope. Since the IBM trace is about 15 times as long as the
airline passengers trace, this experiment implies that the runtime of the Telescope
approach does not depend as much on the time series length as some state-of-the-
art forecasting methods, i.e., ARIMA, ANN, and tBATS, do.

Table 1: Accuracy and runtime of state-of-the-art forecasting methods and Tele-
scope.

Forecasting
Method

IBM Trace Passengers Trace

MASE MAPE [%] Time [s] MASE MAPE [%] Time [s]

Telescope 0.064 51.628 8.557 0.179 3.382 2.679

ARIMA 0.343 813.570 12.301 0.358 6.255 1.065

ANN 0.788 179.537 12.172 0.400 7.473 0.801

ETS 0.986 2992.701 0.531 0.358 6.361 2.371

tBATS 0.191 253.243 38.078 0.276 5.472 4.538

SVM 0.276 574.624 2.312 3.711 67.909 0.233

XGBoost 0.736 545.469 0.484 0.692 11.936 0.278

5 Conclusion

In this paper, Telescope, a new hybrid approach for multi-step-ahead forecasting, is
introduced. The approach uses clustering for creating categorical information like
weekdays and weekends. STL decomposition is used to split the time series into
trend, seasonality, and noise. ARIMA without seasonality is used to forecast the trend
with low overhead. The seasonal pattern delivered by STL is simply continued. Fi-
nally, XGBoost is applied using the trend, season, and cluster forecasts as covariates.
Initial evaluations show that the approach achieves good accuracy while maintain-
ing short runtime. As future work, we plan to perform more evaluations and include
several extensions to the algorithm like denoising based on wavelet transformations
and identification of break points in the trends.
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Abstract. In this work we present, convenient for short time series, approach 

which is based on multivariate Mahalanobis distance calculation combined with 

surrogate time series testing.  In order to test ability of this approach to differen-

tiate changes which could occur in complex processes we used data sets of dif-

ferent origin.  

We used seismological, meteorological, physiological and economic data sets. 

Exactly, we analyzed data sets of inter earthquake times (IET), inter earthquake 

distances (IED) and differences in consecutive magnitudes (DM) compiled from 

southern Californian earthquake catalogue,  data sets of yearly number of warmer 

and colder days derived from maximal air temperature data bases in Tbilisi, Geor-

gia, arterial systolic and diastolic blood pressure time series of healthy persons, 

as well as components of Index of Economic Freedom (IEF) and exchange rate 

time series of three southern Caucasian countries. 

It was shown that used approach even in the case of relatively short time se-

ries, may effectively be used to quantify dynamical changes occurred in different 

natural complex processes.  

Keywords: short time series, Mahalanobis distance, surrogate time series.  

Introduction 

Ancient Pythagoreans said: "All things are numbers". Nowadays, in an era of digital 

technologies, this truth about numbers, through which we explore world around us, has 

stopped being an abstract philosophical statement and became a part of everyday life.  

In most cases we manage to do so that these numbers (commonly measured, or calcu-

lated somehow) are spaced equally in time and, thus, represent an evenly sampled time 

series, though often numbers are available to us only in the form of unevenly sampled 
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data sequences. Anyway time series or data sequences arise as recordings of processes 

which vary over time. In physical world time series are discrete though in general they 

can be continuous.  

Presently it is well recognized, that natural processes are complex having character-

istics, such as: dispersed interaction among locally interacting heterogeneous agents in 

some space,  no global controller that can exploit opportunities arising from these dis-

persed interactions, cross-cutting hierarchical organization with many tangled interac-

tions, continual learning and adaptation by agents, out of equilibrium dynamics, 

etc. Examples of complexity can be found in very different areas, such as atmosphere 

(climate and weather change), geophysics (tides, earthquakes, volcanoes, magnetic 

field variations), social systems (crowd behavior), medicine and biology (rhythms, 

physiological cycles, epidemics), economy (financial market behavior, exchange rates), 

engineering (friction, fracturing), communication (electronic networks, internet packet 

dynamics), etc. Consequently, related time series often are not stationary and complex. 

The problem arises when we try to get reliable information about behavior of complex 

process and see that available data set do not allow reliably use existed methods of 

complex time series analysis; time series from complex processes need to fulfill strong 

requirements on length, quality, etc. what often is impossible [1, 2].  

In such cases we are forced to combine different approaches in order to have under-

standing on general features of complex process based on existed data sets. In this work 

we describe results of our analysis of complex time series of different origin based on 

combination of multivariate analysis and surrogate data testing [1, 2, 3]. Exactly we 

used multivariate Mahalanobis distance calculation, to assess changes that occurred in 

the analyzed process as assessed by two or three its main characteristics. After, in order 

to test whether observed changes are related with internal dynamical structure of pro-

cess we compared original process with surrogate time series with distorted time struc-

ture.  

Thus, the objective of this research can be reduced to a problem of classification, 

having in mind the separation of states of the analyzed complex processes by selected 

characteristics at original and distorted time structures.  

The analysis like that presented in this work is of fundamental scientific importance, 

but also is the subject of everyday interest for different practical needs. 

 

Data and methods of analysis 
In this research, four different types of data sequences have been used to demonstrate 

how in the case of short data sets multivariate analysis can be used for complex natural 

processes. We started from the inter earthquake times (IET), inter earthquake distances 

(IED) and differences in consecutive earthquake magnitudes (DM) compiled from 

southern California catalogue as presented by Kagan and colleagues [4]. Exactly, we 

used part of catalogue from 1929 to 2005 at M4.7 representative threshold.  

Next data set, we used, was maximum daily temperatures measured in Tbilisi, Georgia  

from 1915 to 2013. This data set fulfilled all standards of data quality control and ho-

mogeneity. From these time series we compiled a daily max temperature anomalies 

time series consisting of deviations of daily max air temperatures from the long-term 

average for the same day of the year. From the daily max air temperature anomalies 
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data sets we compiled sequences of yearly number of days when anomalies of daily 

max temperatures significantly deviate from the 99-year mean of anomalies for that 

days. We considered separately sequences of number of days, when anomalies of max 

daily temperatures were significantly larger (warmer days-WD) or were significantly 

lower (colder days- CD)  than 99-year mean values. These (WD and CD) sequences 

stronger characterize features of the warm and cold tails of the distribution, and thus 

are more relevant to characterize aspects of the anomalous changes in max daily tem-

peratures that occurred as a result of temperature increase.  

Next we considered arterial blood pressure data sets. The age of 70 participants var-

ied from 30 to 50 years. All subjects gave informed consent to participate in the study. 

Participants of the study were not given medicines for 2-3 days preceding the exami-

nation. The monitoring of blood pressure was carried out from 12.00 a.m. to 12.00 a.m. 

of the next day, taking into consideration the physiological regime of participants of 

study. We analyzed systolic (SBP) and diastolic (DBP) arterial blood pressures. These 

data have been obtained from 24h ambulatory monitoring recordings at 15 min sam-

pling time.  

    Used in this research economical data sets represented components of Index of 

Economic Freedom (IEF) as well as daily increments of currency exchange data for 

three southern Caucasian Countries, Azerbaijan, Georgia and Armenia (2013-2016). 

 The main goals of our research was akin to a general classification problem, i.e. 

a problem, regarding changes that occurred in certain process (no matter seismic, cli-

matic, physiological or economical). For this purpose in the present research the Ma-

halanobis distance (MD) calculation was applied [3] which is a popular method of dis-

tinguishing multivariable data groups by using a univariate distance measure that is 

defined by several performance parameters. Mahalanobis distance can be calculated as 

following: 

 
where and are sample means from sample sets of sizes n1 and n2, The ‘T’ super-

script denotes the transpose operator. S is pooled covariance matrix: 

 
where  Si are covariance matrices of corresponding groups. 

Generally, the two conditions or states of systems are more similar (more probable 

to belong to the same class or group), if their MD value is smaller.  After computation 

of MD values, in order to assess the significance of separability between compared 

groups, Hotelings T2 statistics was used, which was then converted into F–value and 

assessed by F-test.  F value was calculated as: 

 
where p and (n1+n2 -p-1)  are degrees of freedom. Then calculated F values were 

compared with a critical value, Fc , which, for certain degrees of freedom values, can 

be easily found in different statistical textbooks. When calculated F>Fc, then null hy-

pothesis, that there is no separation between considered groups, can be rejected and 
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thus statistically significant difference between groups is established at a specified 

probability. 

Usually MD calculation is preferable for multivariate comparison for two main rea-

sons. First, it reduces a multivariate system to a univariate system, and second, MD is 

sensitive to inter-variable changes in a multivariate system [3].  

In order to assess influence of long- and short-range temporal correlations in consid-

ered data sets on separability analysis results, it is necessary to compare with surrogate 

data sets where original time structure is intentionally distorted in a certain manner [1, 

2]. In present research however, we restrict analysis only by shuffled surrogates in 

which original time structure is completely destroyed. Results of comparison with other 

surrogates in which original time structure is just partly destroyed will be presented in 

future. Thus here we completed an analysis on randomized (shuffled) data sets. For 50 

of such randomized data sets we compiled sequences necessary for analysis of random-

ized time series. It is logical that these data sets were much closer to a normal distribu-

tion and thus comparison with such data sets was important also for the correctness of 

interpretation of results of MD calculation.  

 

Results and discussion 
As it is said in the previous section, the main goal of research was a classification of 

changes that occurred in the considered complex system during analyzed period as-

sessed by the specially selected two, three characteristics. Generally, one of the most 

important steps in such classifications is systems’ feature extraction [3]. This implies 

the transformation of original data sets into new ones, enabling to focus on targeted 

features of the investigated process.  

We have started from the multivariate analysis of seismic process based on Southern 

California earthquakes catalogue [4]. From this database we compiled IET, IED and 

DM data sequences. These data sequences are typical examples of unevenly sampled 

data sets. Thus because of high representative threshold and relatively short catalogue 

we couldn’t analyze systems behavior in equal time intervals and decided to compare 

similarity or dissimilarity of seismic process in consecutive windows of 40 (IET, IED, 

DM) data shifted by 10 data. In Fig. 1(left curve), we show results of comparison be-

tween the first (starting from 1929) window (containing first 40 data) with other 40 data 

windows shifted by 10 data. As we see seismic process assessed by the variability of 

IET, IED, DM sequences in most of these windows looks similar like in the first win-

dow. Only two windows (4th and 11th) reveal statistically significant difference com-

paring to first window. It is important to say that these two windows are quite different 

by the amount of released seismic energy. Indeed as we see in Fig. 2, in the 4th window 

almost the maximal amount of seismic energy was released while the 11th window is 

close to minimal amount of released seismic energy, among all considered 40 data win-

dows. This, apparently, points that the amount of released seismic energy influences 

features of earthquakes space time and energetic distribution. Here it is necessary to 

underline that when we compare 2nd, 3rd, etc.  windows to other windows we certainly 

got other results what need to be carefully discussed in future. Again, here we decide 

to be restricted by comparison with only the first window, in which as it follows from 

Fig. 2, amount of released seismic energy is close to the maximal amount of energy 

released in considered 40 data windows.  

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 455



5 

To make our analysis more independent from space time and energetical dynamical 

structure of natural seismic process we decided to use shuffling procedure. Exactly, as 

it was described in methods section, we compared natural seismic process with process 

in which the original time structure was distorted. In other words, we compared original 

IED, IET and DM data sets with ones compiled from shuffled catalogues in which tem-

poral structure of original seismic process was destroyed. As we see in Fig. 1(right 

curve), comparison with data sets compiled from catalogues where natural dynamical 

structure was distorted, shows that there are windows in which dynamical features of 

seismic process is close to random process, while in other windows we observe signif-

icant difference from randomness. This apparently points that in these windows seismic 

process behave more regular by the features of space time and energetic distribution. 

Possible in this case, the coincidence with windows where maximal amount of seismic 

energy was released is not by chance and the process is influenced by features of after-

shocks distribution. It is necessary to underline that we dealt with cleaned catalogue [4] 

at high magnitude threshold level (M4.7), what definitely decrease possibility of ap-

pearance of aftershocks in the catalogue, but to exclude such possibility completely 

seems is impossible. 

 

 
 

Fig. 1. MD values calculated by IET, IED and DM sequences for consecutive 40 data windows, 

shifted by 10 data, in Southern California earthquake catalogue, compared to the first window 

(left curve) as well as compared with randomized IET, IED and DM sequences from the time 

structure distorted catalogue (right curve). Dotted line corresponds to significant difference be-

tween windows at p=0.05.  
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Fig. 2. Seismic energy released in consecutive 40 data windows, shifted by 10 data. Southern 

California Earthquakes catalogue, 1929-2005. 

Anyway presented analysis convinces that even in the case of short data sets for 

which using of common dynamical data analysis tool is impossible, we may draw im-

portant conclusions about dynamical features of complex seismic process based on the 

procedure of multivariate MD calculation combined with surrogate data testing. 

Second type of data sets, for which we tested ability of approach to assess changes 

in the dynamical features of complex process based on MD calculation of short data 

sets, came from climatology. Namely, as it was mentioned above we used WD and CD 

data sequences derived from data bases of daily max air temperatures in Tbilisi, Georgia 

(1915-2013). We underline again that these sequences of warmer and colder days stem 

from the same - daily max air temperature data sets. Additional analysis described else-

where [5] convinces us that changes occurred in the local climate should be much more 

complicated than a simple shift towards an increase of mean max air temperatures many 

times described in literature [see e.g. http://www.ipcc.ch/publica-

tions_and_data/ar4/wg1/en/ch3s3-8-2.html]. At the same time it becomes clear that a 

separate analysis of two processes (i.e. variability of warm and cold days), based only 

on monovariate considerations, will not give a correct view of changes that occurred as 

a result of increase in max daily air temperatures.  

Therefore in order to learn more about changes in the local climate in the sense of 

variability of warmer and colder days, we accomplished simultaneous multivariate 

analysis based on both (WD and CD) data sets. We compared two groups, each of which 

contained sequences of yearly number of warmer days as the first column and colder 

days as the second column. Analysis was accomplished  in the consecutive 33-year 

windows, shifted by 11 years. 

In Fig. 3, we show MD values calculated for different sliding windows; dotted line 

in these figure corresponds to the level of significant difference (F > 4, at critical 

Fc=3.14 for p=0.05). According to obtained results, significant separation was observed 

for mainly distant (in time) windows. Generally significant separation between com-

pared groups means that features of variability of yearly number of warmer and colder 

days have been strongly changed. Thus assessed by features of the variability of yearly 

number of warm and cold days the state of the local climate change process in Tbilisi, 

has significantly changed during last 99 years.  

At the same time changes happening with variation of yearly number of warmer and 

colder days in Tbilisi look regular because they occurred gradually (MD values in later 

windows compared to the first window almost always increase significantly) during a 

whole period of observation. MD for windows in the middle of observation period are 

less different from the first and last window, sometimes the difference is insignificant. 
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Fig. 3. Mahalanobis distances calculated by sequences of yearly number of warmer and colder 

days in consecutive 33-year windows. At the bottom are shown sections – windows (of 33year 

span), to which other 6 windows (in columns) were compared  

Thus we can conclude that over the period of our analysis local climate underwent 

strong changes in the features of variability of yearly number of warmer and colder 

days. Further we performed analysis of changes in local climate over analyzed period 

of observation, in sense of time correlation features in variation of yearly number of 

warmer and colder days. For this, as it was described above, it was necessary to com-

pare original data sets with ones, where original temporal structure was intentionally 

distorted. In general, time series of daily max air temperature anomalies used in this 

research, represent a certain type of data sets with removed yearly trends, i.e. the time 

structure of the original process of daily max air temperature variation is already essen-

tially changed. At the same time, there are different kinds of short- and long-term cor-

relations, which obviously still exist in such data sets even after removal of yearly 

trends. This is why we further destroyed all internal time structures of the original pro-

cess by random shuffling. Exactly, we constructed time structure distorted sequences 

of yearly number of warmer and colder days, based on randomized data sets of anom-

alies of max daily temperatures, which in turn have been compiled from averaged rows 

of several tens of shuffled original max air temperature data sets. As it was expected, 

time structure distorted data sets of number of warmer and colder days almost do not 

reveal changes in consecutive 33-years windows (not shown here), in contrast to orig-

inal (WD and CD) sequences (presented in Fig. 3).  
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Fig.4. Mahalanobis distance values between original and time structure distorted sequences of 

yearly number of warmer and colder days in Tbilisi, calculated for consecutive 33-years windows  

(11-year step, 1915-2013. 

Results of Mahalanobis distance calculation when original and time structure data 

sets have been compared is presented in Fig. 4. From this figure it can be concluded 

that extent of regularity in the local climate variability, in sense of changes in the 

amount of warmer and colder days, has significantly changed in different 33 year win-

dows of considered 99 year period. Most dysregulated the situation with climate looked 

in windows starting from 30th to 70th of last century. What presently can be said for sure 

is that these changes in the local climate in Tbilisi should be related with changes in 

large- and small-scale atmospheric dynamics. In the present work we do not go deeper 

in these discussions, because the main goal was to demonstrate effectiveness of used 

approach for short data sets from different complex natural processes.  

Next for the same purpose we proceeded to the analysis of physiological data sets. 

Namely we analyzed arterial blood pressure data sets (SBP and DBP) of persons falling 

into optimal arterial hypertension grade, according to guidelines of European Society 

of Hypertension (ESH) and the European Society of Cardiology (ESC) [6].  Generally 

blood pressure variability is one of the most often discussed in special scientific litera-

ture questions. Most attention usually is paid to differences in the blood pressure vari-

ability of patients from different hypertensive groups [see e.g.  7, 8]. 

Knowledge of the character of variability of blood pressure characteristics is very 

important because may provide unique information on human physiological system’s 

behavior and may serve as characteristic fingerprints for health condition identification 

as well as for comparison with other systems and models.  Among others, is very im-

portant to further clear up the character of changes in blood pressure typical for certain 

hypertensive groups (here in the optimal arterial hypertension grade, according to 

guidelines of European Society of Hypertension (ESH) and the European Society of 

Cardiology (ESC) [e.g. 6]).  Exactly, in this research we aimed to assess changes oc-

curred during different periods of a day in persons falling in optimal arterial hyperten-

sion group. We accomplished multivariate analysis of averaged (over whole group) 

values of systolic and diastolic blood pressures which were measured in each 15 

minutes during 24 hour observation period.  
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We see in Fig.5 (left curve), that all consecutive (8 hour long) windows are indistin-

guishable from first window (12.00-20.00) excluding two neighbor windows at the be-

ginning of period of observation. Most different from the first window, according to 

largest MD value, is 12th window. After extent of difference decreases though remain 

statistically significant comparing to first window (see Fig.5, left curve). It is not shown 

here but we have carried out comparison between all windows and concluded that in 

about 60% of considered cases neighboring, 8 hour long, windows are statistically not 

different. Two windows, started on 16.00 and 18.00, are statistically similar just com-

paring to one neighbor window. Also, we observed interesting fact that sometimes cer-

tain window may reveal kind of long range correlation, when by features of SDP and 

DBP variability it is statistically different from closer windows but is indistinguishable 

from farer ones.  

 

 

Fig.5. Mahalanobis distance values calculated for consecutive, 8 hour, windows (shifted by 1 

hour) of sequences of systolic and diastolic blood pressures of persons in optimal arterial hyper-

tension group comparing to the first window (left curve), comparing to time structure distorted 

time series (right curve).  

This fact inspired us to compare original time series with data sets when original 

time structure of systolic and diastolic pressure measurements is destroyed by shuffling 

procedure. In this case as we see in Fig. 5 (right curve), blood pressure variability as 

compared with sequences of averaged time randomized data sets, reveals interesting 

features. Exactly, 8 hour windows started on 17.00 and 18.00 as well as 03.00 and 04.00 

by features of systolic and diastolic blood pressure variability are indistinguishable 

from random process. 

As we already mentioned above, in this work we did not aimed to provide explana-

tions of found changes. We just wanted to underline that our results clearly show that 

having just short physiological data sets it is possible to get new information about 

changes in dynamical features of certain (here healthy) group by the variation of sys-

tolic and diastolic blood pressures. 

At the next step of our analysis we have targeted to test next example of complex 

time series - economical data sets. For this purpose we have selected economical data 

sets for Southern Caucasian Countries: Armenia, Azerbaijan and Georgia. Namely, we 

started from comparison of economical characteristics of these countries by their Index 

of Economic Freedom (IEF), as it is presented at Heritage Foundation Report 

(http://www.heritage.org/index/) for last four years. We have observed that situation in 

southern Caucasus as whole, according to the yearly IEF components of three countries, 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 460



10 

tends to be slightly changed and in 2016 change was rather stronger and close to be 

significant in comparison with 2013 (left part of Fig. 6).  

At the same time comparison with Georgia for four years of analysis indicates, that 

economical situation as assessed by IEF components is not different from Armenia 

(MD value 0.45) while situation is close to be significantly different (MD value 0.51, 

F=2.32 at critical Fc=2.5 for p=0.05) if we compare Georgia with Azerbaijan (not 

shown here). Because of they are very short and specific, for data sets of yearly com-

ponents of IEF we could not use surrogate testing. So, we carried out additional multi-

variate analysis for southern Caucasian countries based on normed increments of daily 

exchange rates time series. As follows from our results (right part of Fig. 6), by varia-

bility of increments of national currencies situation of southern Caucasian countries 

was significantly different in 2015 comparing to 2013, while in 2014 and 2016 we do 

not observe significant changes comparing to the 2013. 

 

 

Fig.6. Mahalanobis distance values, calculated for three southern Caucasian countries in 2014(1), 

2015(2) and 2016(3) compared with 2013 year:  based on yearly components of IEF (left part of 

figure), based on normed currency exchange rates (grey columns in the right part of figure) com-

pared with time structure distorted data sets of increments of currency exchange (black columns 

in right part of figure).  

Moreover, apparently observed in 2015 change have serious grounds rooted in the 

processes taking place in domestic economies of these countries as far as are not related 

with random factors which could be occurred by chance. Indeed when compare with 

surrogates where original time structure of exchange rate was distorted we did not find 

significant difference this fact convinces that mentioned changes  can not be regarded 

as random (see black columns in Fig. 6). 

 

Thus in present work, for four data sets of different origin we demonstrated ability 

of used approach to indicate interesting dynamical features of complex natural pro-

cesses even in the case of short available data sets. 

 

Summary 
In preset work we aimed to test method which was developed for the purpose to 

assess the character of changes in complex dynamical systems when have short data 

sets. Approach is based on the Mahalanobis distance calculation combined it with sur-

rogate data testing.   
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We used approach for analysis of data sets from different natural processes. Exactly 

we used seismological, meteorological, physiological and economic data sets 

For all used data sets it was shown that combination of Mahalanobis distance calcu-

lation with the surrogate data testing enables to have new understanding about changes 

occurred in complex systems even in the case of relatively short time series. 
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Abstract. Weather information is required at various spatial and tem-
poral resolutions for different purposes, including climate studies. If re-
ceived timely and at relevant time scales and accuracy, such information
can be used to issue early warnings. In the case of rainfall, rain-gauges
provide the most accurate measurements. In developing countries, how-
ever, rain-gauges tend to be few and sparsely distributed. Botswana is a
specific example where this is the case. There is access to high-resolution
satellite data, but its accuracy is known to be relatively poor. This paper
demonstrates how microwave signals from cellphone towers around the
country can be used to monitor rainfall to supplement data from other
sources. It takes advantage of the nonlinear relationship between signal
attenuation and rainfall rate and argues that uncertainty in the rainfall
estimates should be modeled by a multiplicative random term. This ap-
proach is meant to handle the heteroskedasticity in the noise-free model.
Put another way, it is demonstrated that a logarithmic transformation
of the power law relation helps deal with heteroskedasticity to improve
rainfall estimates.

1 Introduction

A microwave link comprises two towers, one with a transmitter and the other
with a receiver. A signal is transmitted between the two towers at a given fre-
quency and power. The power of the signal received at the receiving tower is
an index of the quality of the microwave link signal. It is inevitable that the
power of the received signal will be lower than that of the transmitted signal, a
feature called signal attenuation. Signal attenuation is caused by environmental
conditions such as winds, rainfall and humidity. Depending on its magnitude,
this attenuation can manifest itself to mobile phone users through an unclear
voice signal. Of all environmental conditions, rainfall intensity has the great-
est contribution to signal attenuation; higher rainfall intensity results in greater
signal attenuation, and the relationship between rainfall intensity and signal at-
tenuation is nonlinear (Hitschfeld and Bordan, 1954; Leijnse et al., 2008). Mobile

⋆ Corresponding author: Email: machete.r.l@gmail.com; rmachete@bitri.co.bw; Tel:
+267 3607628
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phone companies typically monitor the quality of the signal at each microwave
link through devices placed at the towers to transmit information to their re-
spective control centres. An engineer at the control centre can thus log into a
computer to see the performance of any microwave link of interest. Any serious
problems detected can be addressed as quickly as possible.

Recent studies focusing on some parts of Europe, Asia and some regions of the
USA have explored the possibility of estimating rainfall from the attenuation of
microwave signals transmitted between mobile phone towers. Some of the studies
used the nonlinear model that can be found in Leijnse et al. (2008) and Overeem
et al. (2013), fitting the parameters via the least squares criterion. The model
originates from radar technology where microwave signals were originally used
to detect aircrafts. An implicit assumption in the rainfall measurement studies
is that rainfall intensity has a dominant effect on signal attenuation. Further-
more, several studies (including the ones cited here) use radar rainfall estimates
to calibrate the model 4. In many instances, studies use data obtained under
experimental conditions. In particular, rain-gauges have been placed between
microwave link towers so as to obtain what is referred to as path-averaged rain-
fall intensity. This approach can be useful when the distance between the link
towers is large. The reason is that it could be raining in some part of the link
and not be raining in another part, mainly due to the length of the link. If the
link distance is short, it may not be necessary to have several rain-gauges within
the link. Despite the link lengths being approximately 3 km long, which is rel-
atively short, Overeem et al. (2013) use several rain gauges within the link to
then obtain an average value.

The current paper focuses on measuring rainfall intensity using a link situ-
ated in Gantsi, a township in Botswana. This study was done in collaboration
with Botswana Telecommunications Corporation who provided microwave link
data and engineering expertise. The frequency of the link signal lies within one
of the two major frequency bands. There is an automatic weather station near
the link. Path-averaging is not performed since rainfall information is from the
sole automatic weather station near the link. Rainfall data from the automatic
weather station and signal data from the nearby microwave link are used to
calibrate the model via a least squares approach. There is, however, a problem.
Estimation errors are large at large attenuation (and rainfall intensity) values,
the so called hetero-skedasticity. This sort of problem was noted in the case of
rainfall estimation from radar signal data (Aghakouchak et al., 2010). The sig-
nals in question were microwave signals and the rainfall-attenuation model is
the same as that used in this paper. Aghakouchak et al. (2010) suggested that
a way to deal with the problem was to perform maximum likelihood parame-
ter estimation. It is not clear why the maximum likelihood approach would be
remedial to this problem. There are traditional approaches to help deal with
heteroskedasticity, which include weighted least squares. These approaches are,
however, typically appropriate for linear regression. The model here is nonlin-

4 A limitation of using radar data to calibrate the estimation model is that the result-
ing estimates cannot outperform the accuracy of the radar estimates.
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ear and so requires a different calibration approach to handle heteroskedasticity.
This paper suggests that the problem of heteroskedasticity is better dealt with
by performing a logarithmic transformation and then doing the least squares fit
to calibrate the transformed model. Based on the aforesaid transformation, a
stochastic model to account for errors/uncertainties is suggested. An empirical
approach that uses the work of Efron and Tishirani (1986) and Efron (1988) is
employed to quantify uncertainties in the estimates.

The rainfall retrieval model used in this paper is essentially the same as that
for retrieval from radar data as given in Piccolo and Chirico (2005) and Aghak-
ouchak et al. (2010). This should not be a surprise because each of these two
applications uses microwave signals. Note, however, that a single radar can cost
up to a million dollars and currently the sole radar in the country is not func-
tional. Furthermore, the accuracy of retrieval from a weather radar is arguably
inferior to that of retrieval from cell phone towers. The country has access to
high-resolution satellite data that is received every 15 minutes and at a spatial
resolution of 3 km by 3 km. This is from a multi-sensor satellite that uses vis-
ible light and infrared, which are known to provide inferior rainfall estimates
compared to using microwave signals (Salio et al., 2015).

2 Rainfall-Attenuation Model

The signals within the band of frequencies used for cellular communications are
called microwaves and the system of a pair of towers and associated antennas
is called a microwave link. Rainfall exacerbates the attenuation of microwave
signals. Using an appropriate transfer function, the extent of signal attenuation
can be used to infer the amount of rainfall (Leijnse et al., 2008). In earlier
work (Overeem et al., 2013), the retrieval algorithm proposed used formulas
that depend on the length of a network link that has two antennas (placed on
towers), the attenuation due to wet antennas and the minimum and maximum
rain-induced attenuation in a 15-minute interval. The maxima and minima were
based on network links and not on a single link. These extreme values were
then used to compute the path-averaged minimum, maximum and mean rainfall
intensities in 15-minute intervals.

In this paper, attenuation due to wet antennas is neglected since discussions
with network engineers suggested antenna design is not conducive to film accu-
mulation. Secondly no maxima and minima specific-attenuation values feature
because a single link is used in each case. Rainfall data was obtained from the
sole automatic station nearest to the link. Assuming that the diameter of rain-
drops is small compared to signal wavelength, the relationship between signal
attenuation and rainfall rate is governed by the power law (Wexler, 1948)

Rt = αkβ
t , (1)

where Rt is the rainfall (or rainfall intensity), kt is the specific attenuation and α
and β are parameters that are fixed for a given signal frequency. Under the afore-
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mentioned assumption, Rayleigh law of scattering holds 5. Furthermore, Equa-
tion (1) is most accurate at wavelengths approximately equal to 10 cm (Wexler,
1948), at which wavelengths raindrop diameters are comparatively small. More
generally, the equation is valid for wavelengths between 3 cm and 10 cm, the
accuracy being degraded as the wavelength decreases down to 3 cm (Hitschfeld
and Bordan, 1954). Hitschfeld and Bordan (1954) asserted that, at low wave-
lengths, small errors in the parameters α and β lead to large errors in measured
(or estimated) rainfall. Wexler (1948) highlighted that the formula is accurate
for raindrops of diameters of up to 2.5 mm when the wavelength is about 3 cm, a
raindrop-diameter to signal-wavelength ratio of about 5 %. The maximum rain-
drop diameter at which Equation (1) yields accurate measurements increases
with the wavelength. It has been shown in Gunn and Kinzer (1949) that the
largest raindrop diameter is approximately 5 mm. This diameter is approxi-
mately 5 % of the 10 cm wavelength; this explains why the formula is accurate
at this wavelength regardless of the raindrop-diameter. Errors encountered when
the wavelength is low are assessed and quantified in this work. The type of rainfall
that is common in Botswana is heavy thundershower and it tends to yield large
particle size distribution. For this reason, more accurate rainfall measurements
will require signals of long wavelength.

The parameters in Equation (1) are set for a link of length d when attenuation
is in the units dB. For a new link of the same frequency but of length di, the
only parameter that needs to be changed is α. The new parameter to replace α
in Equation (1) should then be set to

αi = α

(

d

di

)β

. (2)

Each αi can then be used in the formula for the ith link of the same frequency
(or the same frequency band). On the other hand, if the attenuation is in the
units dB/km, then the parameter α should be replaced by a = αdβ whilst the
parameter β remains unchanged. At those parameter values, the formula can
then be used for links of the same frequency but different lengths.

It is useful to note that the motion of a signal traveling through a refractive
medium is governed by the equation

c

n
= λf, (3)

where c is the speed of light in a vacuum, n is the refractive index of the medium,
λ is the wavelength and f is the frequency. Using the refractive index for air,
the frequencies corresponding to the wavelengths of 3 cm and 10 cm are approx-
imately 10 GHz and 3 GHz respectively. The assertion of Hitschfeld and Bordan
(1954) implies that Equation (1) is valid within these two frequencies, the accu-
racy getting worse with increasing frequency. These frequencies are well outside

5 The power of the received signal is proportional to the summation of the sixth powers
of the raindrop diameters (Wexler, 1948).
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the range of audible frequencies6, but mobile phone devices have the capacity to
demodulate them to the audible range.

As already highlighted, Equation (1) will not hold exactly. It makes sense,
therefore, to include a random term that accounts for inaccuracies in the model.
One way to include the random term is to modify the power law relation to

Rt = αkβ
t + ut, (4)

where ut is the random term and α and β are fixed parameters fitted using
specific attenuation data and rainfall data from an automatic station. The pa-
rameters are fitted as functions of link frequency (Leijnse et al., 2008). Including
the random term as in Equation (4) is consistent with fitting the parameters in
Equation (1) so as to minimise the root mean square error

E
(1)
T =

√

√

√

√

1

T

T
∑

t=1

(αkβ
t − Rt)2 (5)

as was done in Leijnse et al. (2008), where T is the total number of data points
used. During the calibration process, only a portion of the data should be used.
The rest of the data can then be used to validate the model, i. e. to assess
how good the model is. Here, the bootstrap approach proposed by Efron and
Tishirani (1986) and Efron (1988) is used to obtain a distribution of errors.

The fitting error E
(1)
T can be thought of as a negatively oriented measure of

the goodness of the fit. Other measures of goodness of fit are the coefficient
of variation, the dispersion of errors and ρ2 (the explained variance) (Leijnse
et al., 2008; Rios-Gaona et al., 2014). In this paper, we contend that fitting the
parameters using (5) is ill-advised because of the nature of the regression errors.
This point is highlighted further in Section 3 where an alternative approach that
is consistent with empirical evidence is suggested.

The received signal level St will show fluctuations even on days when there
is no rainfall. The fluctuations are due to other environmental effects such as
humidity and wind. Humidity can cause fluctuations of 1 dB in amplitude (Ulaby
and Moore, 1981). Wind will have a negligible effect on signal level because wind
particles are very small relative to signal wavelength. Nonetheless, it is necessary
to seave out non-precipitation effects when assessing the impact of rainfall on
received signal level. Considering an archive of data, if the minimum received
signal level on the days it did not rain is Sc, then specific signal attenuation is
given by

kt = (Sc − St)H(Sc − St), (6)

where H(·) is the Heaviside step function. The formula given by Equation (6)
gives attenuation due to rainfall, after all other environmental effects have been
sieved.

6 The range of audible frequencies is 300 Hz to 3.4 KH

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 467



6 Machete, et al.

3 Results and Analysis

The microwave link data was provided by the Botswana Telecommunications
Corporation. The data is primarily used to monitor signal performance at the
towers to ensure early detection of any signal problems. There is a transceiver
placed on each link tower, which means it both transmits and receives a signal,
but each recording is unidirectional. The recordings are every 15 minutes. Under
normal conditions, signal attenuation is inevitable and the received signal will
fluctuate around a certain level. If it rains within the link, then there will be
more attenuation of the signal, which results in a greater drop in the received
signal level. A good received signal level should lie between -30 dB and -60 dB.
When the receiver shows a signal level of around -71 dB, it is an indication of a
broken link (or no signal). Rainfall data, sampled every 15 minutes, was obtained
from a SASSCAL 7 automatic weather station.

This paper reports results for a links in Gantsi. The transmission frequency
for the Gantsi link was 23 GHz. Frequency bands used in cellular communi-
cations worldwide typically lie in the range 6 GHz to 40 GHz (Overeem et al.,
2013). Since higher frequency signals experience greater attenuation over a given
distance, they are used when the link-length is relatively short. The Gantsi link
length is about 3.3 km long.

To what extent the power law model presented in the previous section is
empirically valid. Consider graphs of Rainfall against signal attenuation given
in Figure 1. The left graph in Figure 1 shows a plot on the linear scale whilst
the one on the right is shown on the logarithmic scale. In each case, the red
line is a mean of bootstrap estimates. According to the graph on the left, larger
attenuation values correspond to larger regression errors. It follows that using
Equation (5) will suffer from the problem of non-constant variance of regression
errors, the so called heteroskedasticity. On the other hand, the graph on the right
of Figure 1, which is based on the logarithmic scale, shows regression errors that
are homogeneously distributed along the regression line. This suggests that an
appropriate model should take the form

log Rt = A + B log kt + Ut, (7)

where Ut is a random term with E[Ut] = 0 and variance E[U2
t ] = σ2 and

E[UtUτ ] = 0 whenever t 6= τ . Equation (7) can be obtained from Equation (4)
by taking logs on both sides 8 so that A = log α and B = β. These parameters
can be fitted by minimising the root mean square of errors

E
(2)
T =

{

1

T

T
∑

t=1

(A + B log kt − log Rt)
2

}1/2

. (8)

7 SASSCAL stands for Southern African Service Centre for Climate Change and Adap-
tive Land Management. It is a joint initiative of Angola, Botswana, Namibia, South
Africa, Zambia and Germany. Data from respective automatic weather stations is
provided at www.sasscalweathernet.org.

8 Provided the noise term ut is ignored or suppressed.
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Fig. 1. Graphs of rainfall (Precipitation) versus signal attenuation for the Gantsi-
Khawa Microwave Link. Left: On a linear scale. Right: On a logarithmic scale

Recasting the problem in the form of Equation (7) reduces it to linear regres-
sion, a very well studied problem with established mathematical and statistical
properties. The process of fitting the parameters using Equation (8) under the
foregoing assumptions is termed ordinary least squares. If the regression errors
for the model in (7) are normally distributed, then the resulting parameters are
maximum likelihood estimators. Setting Ut = log εt with Ut ∼ N (0, σ2), then
rainfall estimates for a given signal attenuation can be obtained via the formula

Rt = αkβ
t εt. (9)

Notice that in this case the multiplicative random term, εt, is log-normally dis-
tributed and the graph is shown on the right hand of the figure.

Distributions of the parameter estimates for β obtained by the bootstrap
method are shown in Figure 2. The distribution of β on the left of Figure 2

was obtained by minimising E
(1)
T whilst the one on the right was obtained by

minimising E
(2)
T . The distribution on the right is clearly narrower than the one on

the left, indicating that there is less uncertainty on estimates of the parameter β
when regression errors are homogeneously distributed along the regression line.
The homogeneous distribution of regression errors along the regression line is due
to the logarithmic transformation of the power law relation. By the logarithmic
transformation, a heteroscedastic problem was converted to a homoscedastic one.

Thinking of rt as the absolute error in rainfall estimates from the regression
line, it can be written as rt = |αkβ

t − Rt|. Distributions of such absolute errors
obtained when parameters were estimated using the two measures are shown
in Figure 3. Evidently, parameters fitted using the measure for the logarithmic
form of the model result in lower estimation errors than those obtained using the
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Fig. 2. Bootstrap distributions of the the parameter β obtained by minimising the mea-
sure (Left) in Equation (5) and (Right) in Equation (8).
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Fig. 3. Distributions of the absolute errors obtained when the parameters were chosen
to minimise the measure (Left) E
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given in Equation (5) and (Right) E
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T

given in Equation (8).

measure for the power law. In short, transforming the model to its logarithmic
form resulted in lower estimation errors. In particular, the logarithmically fitted
model yielded only 21% of errors being above 1.5 mm whilst the power-law
fitted model yielded 47% of errors above 1.5 mm. The errors are comparable to
those obtained in the path-averaged case considered by Leijnse et al. (2008) and
Aghakouchak et al. (2010), yet the parameters in the cited works were event
based.
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The process of estimating rainfall from signal attenuation can be described as
follows: Given an attenuation in the received signal level, one draws a multiplica-
tive random term from the log-normal distribution to compute the corresponding
rainfall instead of simply using the original formulation given by Equation (4).
In order to further appreciate the effect of the random term in Equation (9),
first note that

E[Rt|kt] = αkβ
t eσ2/2, (10)

where it has been assumed that kt and εt are independent. This assumption is
consistent with the graph on the right hand side in Figure 1. Thus an alternative
to using Equation (9) is to use the mean curve given by the formula in (10) to
estimate rainfall for a given signal attenuation. Equivalently, one can estimate
the likely signal attenuation using Equation (10), given a prediction of future
rainfall. The implication is that a network company can predict the likely impact
of expected rainfall on its network.

4 Discussion

The aim of this paper was to demonstrate how rainfall can be estimated from
information used to monitor signal performance of commercial microwave links
in Botswana. The area chosen for the study was Gantsi, which lies in the Gantzi
districts of Botswana. It contains a microwave link that belongs to Botswana
Telecommunications Corporation. There is also a SASSCAL automatic weather
station near the link and it provided rainfall data for use in calibrating and
validating the retrieval model. The link frequency lies in one of the two major
frequency bands that span the country. The link was relatively short.

There was strong empirical evidence in favour of the power law relation be-
tween signal attenuation and rainfall intensity. In particular, the logarithmic
transformation of the formula fitted the data well and was consistent with a
random error distribution that is homogeneous across a range of signal atten-
uation values. This point helped lay a grasp on the uncertainty in the rainfall
estimates. Consequently, a modified version of the power law that appropriately
takes uncertainty into account was suggested. It has thus been demonstrated
that an appropriate random term to account for uncertainty in the rainfall esti-
mates should be multiplicative. The random term proposed follows a log-normal
distribution. Moreover, it has been argued here that the modified formula is
better adapted to performing a least squares fit under a logarithmic transfor-
mation. A well calibrated model at a given frequency can be used for different
link-lengths with an appropriate adjustment of the parameters as suggested in
this paper. In earlier studies where there was path averaging, the maximum link
length considered was about 22 km (Leijnse et al., 2008; Overeem et al., 2013).
In those studies, the majority of the link lengths were less than 6 km. The cur-
rent study demonstrated that at these short lengths, path-averaging might not
be necessary to obtain a well calibrated model.

Leijnse et al. (2008) highlighted the effects of frequency and link-length on
the accuracy of rainfall estimates, which results were contrary to expectation.
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In particular, they suggested that higher (above 22 GHz) frequency links pro-
vide more accurate estimates. This contradicts earlier results by Hitschfeld and
Bordan (1954). They also argued that the accuracy of the estimates improves
with increasing link length. This could be because rainfall intensity estimates are
inversely proportional to link length and directly proportional to the logarithm
of the link length9. Contrary to the argument given by Leijnse et al. (2008),
the improvement in the accuracy of estimates with link-length is not merely due
to path-averaging. The relationship between link frequency and estimation er-
rors, however, needs to be explored further to determine which of the literature
strands will be acquitted.

5 Conclusions

This paper demonstrated how rainfall measurements can be estimated from mi-
crowave signals, appropriately accounting for uncertainty. Results for a specific
frequency band indicated that uncertainty in the estimates should be modeled
by a log-normally distributed multiplicative random term. Consequently, high
rainfall estimates will be correlated with high errors. The multiplicative random
term helps mitigate heteroskedasticity, provided the model parameters are fitted
under a logarithmic transformation of the power law. In this paper, it has also
been shown how different link lengths at a specific frequency can be accounted
for when applying a model calibrated using a specific link. At a given frequency
and in the absence of path-averaging, estimation errors need not get better with
increasing link length. There is, however, a need to explore the relationship be-
tween link frequency and estimation errors in future work to resolve conflicting
views in literature.
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Abstract. Nonlinear and/or nonstationary properties have been observed
in measurements coming from microgrids in modern power systems and
biological systems. Generally, signals from these two domains are ana-
lyzed separately although they may share many features and can benefit
from the use of the same methodology. This paper explores the use of
Hilbert-Huang transform (HHT) and Wavelet transform (WT) for in-
stantaneous frequency detection in these two different domains, in the
search for a new adaptive algorithm that can be used to analyze signals
from these domains without the need to make many a-priory adjustments.
Two signals are selected for the investigation: a synthetic signal contain-
ing a time varying component and a real EEG signal obtained from The
Ecole Polytechnique Federale de Lausanne. The two signals are analyzed
with HHT and a discrete WT (DWT). When interpreting the results ob-
tained with the synthetic signal, it is clear that the HHT reproduces the
true components, while the DWT does not, making a meaningful inter-
pretation of the modes more challenging. The results obtained when ap-
plying HHT to the EEG signal shows 5 modes of oscillations that appear
to be well behaved Intrinsic Mode Functions (IMFs), while the results
with DWT are harder to interpret in terms of modes. The DWT requires
a higher level of decomposition to get closer to the results of the HHT,
however multi-frequency bands may be useful depending on the applica-
tion. The reconstruction of the signal from the approximation and detail
coefficients shows a good behavior and this is one application for DWT
especially for removing the unwanted noise of a signal.

Keywords: Electrical signals, EEG signals, Empirical mode decompo-
sition, Hilbert-Huang transform, Hilbert spectral analysis, Wavelets

1 Introduction

1.1 Analysis of modern power systems signals

For many years, Fourier-based analyses was enough to study signals in power
systems and the notion of Instantaneous Frequency (IF) has not been previously
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explored in such systems. The arrival of new technologies such as distributed
generation, nonlinear loads and power electronic devices has increased the net-
work complexity and caused new problems in power quality. This has called for
new methodologies for analyzing signals which have different characteristics to
previously studied ones [1]. One of the most common techniques used in power
systems for signal analysis is the Fast Fourier Transform (FFT) with its intrinsic
limitation of frequency resolution. Therefore, new methods that can accurately
detect the presence of instantaneous frequency are now necessary. Hilbert-Huang
transform (HHT) and Wavelet Transform (WT) have emerged as options to help
solve this problem [2], [3], [4]. The disturbance detection method for power sys-
tems application has to be capable of dealing with not only harmonic signals but
also nonlinear and non-stationary signals. HHT is an adaptive time-frequency
analysis method which can deal with this type of signals [2], [5]. Compared
with Fourier transform, HHT can analyze and interpret non-stationary and non-
periodic signals [6], [7]. WT is a powerful signal-processing tool that has also
shown the ability to deal with nonstationary signals and in recent years has
taken greater strength in power systems [8]. Usually these techniques are used
independently and sometimes combined to provide better performance. In this
paper, HHT and WT are applied to two different signals: a synthetic signal that
mimics a power system signal and a EEG signal of eye blinks. The observed
results and the interpretation from the application of these two methods are
discussed in the paper.

1.2 Analysis of Electroencephalography (EEG) signals

The human body has been studied using multiple tools and devices. Nowadays,
it is possible to detect diseases, learn about problems and different behaviors
using information taken from the body with different types of sensors. Some
researchers have focused on analyzing information from the heart [9], [10], [11],
but the brain remains one of the organs of greatest interest [12], [13], [14], [15].
Richard Caton discovered electrical currents in the brain in 1875 and Hans Berger
recorded these currents and published the first human Electroencephalogram
(EEG) in 1924 [16]. The EEG is a measure of neural activity and is used to
study cognitive processes, physiology, and complex brain dynamics [17], [18],
[19]. EEG signals are nonstationary. In [15] a method is proposed to quantify
interaction between nonstationary cerebral blood flow velocity (BFV) and blood
pressure (BP) for the assessment of dynamic cerebral autoregulation (CA) using
HHT. In [18] an application was presented to detect the emotions of video viewers
emotions from electroencephalogram (EEG) signals and facial expressions, while
[20] shows the classification of a three-class mental task-based brain-computer
interface (BCI) that uses the Hilbert-Huang transform for feature extraction
and fuzzy particle swarm optimization with cross-mutated-based artificial neural
network (FPSOCM-ANN) for the classifier. In [21] a discrete wavelet transform-
based feature extraction scheme for the classification of EEG signals is described.
The relative wavelet energy is calculated in terms of detailed coefficients and
the approximation coefficients of the last decomposition level. Discrete Wavelet
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Transform (DWT) has been widely used to analyze EEG signals. One example of
application in [22], refers to providing information related to epilepsy diagnosis.

2 Instantaneous Frequency detection

The notion of Instantaneous Frequency (IF) has been widely studied [23], be-
cause in practice, signals are not truly sinusoidal and the concept of frequency
must be analyzed in greater depth. Much research has been done on this sub-
ject, however it remains an open debate, since some streams of research deny its
existence. Generally, signals coming from the physical world have been analyzed
using Fourier transform, which gives time invariant amplitude and frequency val-
ues. The inherited uncertainty principle associated with the Fourier transform
makes the concept of an Instantaneous Frequency hard to define. However, this
can be clarified because the uncertainty principle is a consequence of the Fourier
transform (or any other type of integral transform). Thus, if we don’t apply
an integral transform in the frequency computation, we would not be bounded
by the uncertainty principle [24]. Historically, IF was computed from analytic
signals (AS) through the Hilbert transform. HHT estimates the instantaneous
frequency and amplitude of a given signal. To do so, it decomposes any signal
down to monocomponents called intrinsic mode function (IMF) by using the
Empirical mode decomposition (EMD). With the function v(t) defined as

x(t) = r(t) +
∑

ci(t) = r(t) +
∑

ai(t) cos(θi(t)), (1)

where ci(t) is the IMF number i, ai(t) and (θi(t)) are ci(t)
′s instantaneous am-

plitude and phase respectively. The residual r(t) is a monotone function. The
instantaneous frequency fi(t) for each IMF ci(t) is defined by

fi(t) ,
1

2π
· dθi(t)

dt
. (2)

3 Hilbert-Huang transform

The HHT was created initially to study ocean waves, which are non-stationary
and non-linear in nature but over time its application has been spread to other
fields. The HHT consits of empirical mode decomposition (EMD) and Hilbert
spectral analysis [5]. In this section, we will show some components and proper-
ties of HHT. The basic structure of HHT is show in Fig. 1.

The main goal of the development of HHT is to have a tool to manage the
time-frequency-energy paradigm of data. The nonlinearity and nonstationarity
can be dealt with better than by using the traditional paradigm of constant
frequency and amplitude. One way to express the nonstationarity is to find
instantaneous frequency and instantaneous amplitude. This was the reason why
Hilbert spectrum analysis was included as a part of HHT. Spectral analysis is
a powerful tool to analyze the statistical characteristics of stochastic data [23].
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Signal Input 𝑥(𝑡)

Find the local maxima and minima 𝑀𝑖𝑎𝑛𝑑 𝑚𝑘

Compute the interpolating signals (envelopes 

of the signal) 𝑀(𝑡) and 𝑚(𝑡)

Compute the mean value                  

e 𝑡 = (𝑀 𝑡 + 𝑚 𝑡 )/2

Subtract 𝑒 𝑡 from the signal 𝑥 𝑡

𝑥 𝑡 ∶= 𝑥 𝑡 − 𝑒(𝑡)

Satisfies the 

stopping 

criterion

IMF 𝑐𝑖(𝑡)

𝑥 𝑡 − 𝑐𝑖(𝑡)

→ 𝑚𝑜𝑛𝑜𝑡𝑜𝑛𝑖𝑐

Hilbert Transform

Hilbert Spectrum

NO

YES

YES

NO

Fig. 1. Flowchart for the Hilbert-Huang transform.

A Hilbert Spectrum (HS) is a 3D representation of the instantaneous amplitude
and frequency as a function of time for each Intrinsic Mode Function (IMF).

The HS is defined as

Hi(f, t) ,

{
ai(t) for f = fi(t)

0 otherwise
(3)

For a general multicomponent signal, the Hilbert Spectrum is defined as the sum
of Hilbert Spectra of all the IMFs, as given in

H(f, t) ,
N∑
i=1

Hi(f, t) (4)

where N is the total number of IMFs.

4 Wavelet Transform

The concept of wavelets started to appear in the early 1980s. This new concept
can be viewed as a synthesis of various ideas originating from different disci-
plines. In 1982, the idea of wavelet was discovered the by Jean Morlet. The first
application was focused on seismic wave analysis [25].
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The Wavelet Transform (WT) is a widely used tool in signal processing, it is
a quick and efficient way of analyzing transients in voltage and current signals
and characterize EEG signals. WT decomposes a signal into frequency bands,
which are generated by means of mother wavelet and operations of translation
in the time domain. It also responds to the needs of an optimal time-frequency
resolution in all frequency ranges.

In order to achieve good time resolution for the high-frequency transients and
good frequency resolution for the low-frequency components, the idea of mother
wavelet was introduced . They are defined by

ψa,b(t) =
1√
|a|
ψ

(
t− b
a

)
, a, b ∈ R, a 6= 0, (5)

where a is called a scaling parameter which measures the degree of compres-
sion or scale, and b a translation parameter which determines the time location
of the wavelet [22].

A wavelet is a function ψ(t) =∈ L2(R) with a zero average∫ ∞
−∞

ψ(t)dt = 0 (6)

The discrete wavelet transform (DWT) is obtained by discretizing the param-
eters a and b. In its most common form, the DWT employs a dyadic sampling
with parameters a and b based on powers of two a = 2j and b = k2j, with
j, k ∈ Z. By substituting the discretized parameters into (5), we obtain the
dyadic wavelets

ψj,k(t) =
1√
2j
ψ

(
t√
2j
− k
)

(7)

Therefore, the DWT of a signal s(t) can be written as

dj,k =

∫ ∞
−∞

s(t)ψ∗j,k(t)dt = 〈s(t), ψj,k(t)〉 (8)

where dj,k are known as wavelet (or detail) coefficients at level j and location
k. s(t) is the continuous wavelet transform of a signal s(t).

The DWT uses an analysis filter bank to decompose a signal into wavelet
coefficients at various frequency bands. The basic structure of DWT for 3 de-
composition levels is show in Fig. 2.

5 Illustrative Examples

We have carried out some simulations using HHT and the DWT to analyze two
signals whose behavior is easily found in modern power systems and biological
signals. In Fig. 3, we show a signal with two frequency components whose model
is represented by the equation (9)

y(t) = sin(2π50t) + 0.5cos(2π70t2), (9)
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s(t)	
cD1	

cA1	
cD2	

cA2	
cD3	

cA3	

s(t) = cD1 + cD2 + cD3 + cA3
Original	Signal	

cA											approxima8on	coefficients					
cD											detail	coefficients	

Fig. 2. Discrete wavelet transform

and Fig. 4 shows an EEG signal obtained from The Ecole Polytechnique Federale
de Lausanne, Signal Processing Institute [26]. The data matrix used contains
the information of 34 electrodes, for our study we used information from one of
these. The data were recorded using Biosemi Active Two. The sampling rate is
2048Hz. EEG signals were recorded from 10 healthy subjects who participated
in 2 sessions. Using a speller, subjects can spell characters by focusing their
attention on a given character displayed on a computer screen.
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Fig. 3. Synthetic signal with similar behaviour to modern power systems
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Fig. 4. EEG Signal taken under real-world conditions. This means that the data might
contain artifacts coming from eye-blinks, eye-movements, muscle-activity, etc

5.1 Example 1- Modern Power System

In this section, we present the results obtained for the signal in Fig. 3. In Fig. 5
the IMFs and their respective power spectrum are shown, 2 IMFs have been
obtained. The Multilevel Wavelet Decomposition using DWT is shown in Fig. 6.
For this case we used the Morlet function as mother wavelet. Fig. 7 show the HS.
In Fig. 8 the scalogram obtained using Continuous Wavelet Transform (CWT) is
shown. The vertical axis is the scale factor, the higher scale factor corresponds to
lower frequencies. The time-frequency analysis in wavelet transform, it’s a good
tool to know the distribution of signal energy of wavelet details coefficient with
the change of time. In WT exists a trade-off between the order of the wavelet
function and the computation time. Higher order wavelets are better able to
distinguish between the various frequencies, but require more computation time.

5.2 Example 2- EEG Signal

In this section, we present the results obtained for the signal in Fig. 4. In Fig. 9
the IMFs and their respective Fast Fourier Transform (FFT) are shown. The
Multilevel Wavelet Decomposition using DWT is shown in Fig. 10. For this case
we used the Daubechies function as mother wavelet. Finally, in Fig. 11, we show
the original signal and the reconstructed signal using the wavelet coefficients.

6 Discussion

We have used HHT and DWT to a synthetic signal and to a real signal, in
an attempt to better understand the notion of instantaneous frequency and for
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Fig. 5. Intrinsic Mode functions of signal y(t)
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Fig. 6. Multilevel Wavelet Decomposition using DWT for signal y(t)

exploring the applicability of these two methods to different applications, that
share nonstationary nature. In the case of the synthetic signal, HHT is clearly
more suitable for decomposition and meaningful interpretation of the monocom-
ponents. The fast oscillations can be separated from the slow oscillations present
in the signal, and this can allow to obtain more information. The HHT has better
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resolution in time domain and in frequency domain than the DWT. This makes
the HHT more powerful for detecting the impacts of continuous variations in
signals. The HHT has better computing efficiency, which means that the HHT
is more suitable for large size signal analysis. Fig. 5 shows the different IMFs
obtained for a very common signal in modern power systems, in this case we
only need 2 IMFs to describe the behavior of the phenomenon. When we com-
pare the IMFs and their respective power spectrum, the IMF1 contains many
frequency components and in IMF2 the frequency components are reduced, and
the same happens with oscillations. The DWT applied to the same signal has 3
decomposition levels, which is computationally more demanding. The HS often
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Fig. 9. Intrinsic Mode functions for EEG signal
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Fig. 10. Multilevel Wavelet Decomposition using DWT

has better resolution than WS, and WS shows a rich distribution of harmon-
ics but does not offer many details about the exact frequency values at which
some disturbances may appear. The frequency content of the signal is descom-
posed into frequency bands (Fig. 6), Approximation coefficient 3 corresponds to
the low frequency component and Detail coefficient 1 corresponds to the high
frequency component. In Detail coefficient 1, it is possible to observe the two
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Fig. 11. Signal reconstructed using DWT

frequency components of the signal. In the other frequency bands (Detail coef-
ficient 2 and Detail coefficient 3 ) also appear frequency components but with
lower amplitudes. This behaviour also appears in Fig. 10.

The HS (Fig. 7) reflects the signals instantaneous frequency pattern and
allows to observe with greater clarity frequency trends. With the EEG signal,
we need more IMFs, but they all appear to be well behaved IMFs. The frequency
components are decreasing in each IMF and this is a good approximation for
the detection and classification of patterns. When we compare the behavior of
HHT in each case, it is possible to affirm that this method works well in both
applications. The scalogram (Fig. 8) shows the two frequencies present in the
original signal(red rectangle), but the resolution is lower compared wit HS. The
frequency component of higher value is difficult to identify in the scalogram.

In Fig. 11, we show the reconstructed signal using the wavelet coefficients, this
is one of the great advantages of the DWT. This suggests that a preprocessing
signal using DWT and then apply HHT can offer better results than the two
tools working separately.

The IMF eliminate the high frequency oscillation (Fig. 5 and 9) and this
allows to observe in each component different behaviors. This would allow focus
on a specific component and analyze behaviors in power systems and EEG signals
according to the application or diagnosis.

In EEG signal analysis one application of HHT and WT can be to detect
and characterize sleep spindles (SSs) [12] or Epileptic Focus [22]. The firs step in
this process is to mark by an expert in an EEG recording behavior patterns and
then decompose the signal to obtain a better resolution. In Fig. 9 is possible to
detect changes in the oscillations, for example in Intrinsic Mode Function 2 we
have a strong variation in the envelope. In the DWT is necessary to have more
decomposition levels to observe changes in the signal behaviour.
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7 Conclusion and further work

In this paper a comparison between the use of HHT and DWT to two different
nonstationary signals was presented. The results indicate that for signal decom-
position into meaningful modes, the HHT will be a preferable method. One of
the advantages of HHT versus DWT is that by being a data driven method, no
reference functions are required (mother wavelets) and the adaptability of the
method is greater. One of the main challenges of HHT is to improve the calcu-
lation process of the IMFs. The best way for this is to optimize the selection
method. The reconstruction of the signal from the approximation and detail co-
efficients shows a good behavior for DWT especially for removing the unwanted
noise of a signal. Further investigation is currently being focused on the im-
provement of the IMFs extraction algorithm in the EMD. The use of black-box
optimization is going to be explored as an alternative to the cubic splines used
in this paper.
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Abstract. The Internet uses Border Gateway Protocol (BGP) for exchange of 

routes and reachability information between Autonomous Systems (AS). Hence, 

BGP is subject to anomalous traffic that can cause problems with connectivity 

and traffic loss. Routing Table Leaks (RTL) are considered anomalous in the 

sense that they can disrupt Internet routing and cause slowdowns of varying se-

verity, which leads to packet delivery reliability issues. Deep learning, a subfield 

of machine learning, could be applied in detection of BGP anomalies. Studyin g 

RTL events is of interest to network operators and researchers alike. In this paper 

we consider datasets of several RTL events, all of which caused large-scale In-

ternet outages. We use artificial neural network (ANN) models based on a back-

propagation algorithm for RTL event classification. 

Keywords: Machine learning∙Deep learning∙Anomaly detect ion∙BGP ∙Sampling 

1 Introduction 

The Internet can be viewed as a graph of nodes in which autonomous systems , col-

lections of routers with same routing policies, are represented by nodes, while the con-

nection between the nodes are data paths used for exchanging reachability information 

between the ASs. BGP is a protocol that facilitates this exchange [1]. The Routing In-

formation Service (RIS) project initiated by the Réseaux IP Européens Network Coor-

dination Centre (RIPE NCC) is collecting routing data from Remote route collectors 

(RRC) positioned predominantly at Internet exchange points. RIS raw data come in two 

different type of files: all BGP packets created every five minutes and a complete BGP 

routing table that is created every eight hours [2]. 

By studying BGP packets files and, in particular, by extracting BGP update messages 

from them as they contain important reachability information, we can study connectiv-

ity disruption in the Internet during anomalous events. RTL events are in general initi-

ated by router misconfigurations and, although not malicious in nature, can cause con-

nectivity and traffic loss. 

Machine learning techniques have been employed in anomaly classification tasks [3-

5]. Deep learning, part of machine learning, has been used extensively in voice and 
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image recognition, language modelling, and information retrieval, amongst others, and 

has impacted the wide range of information processing tasks [7]. Routing data could be 

considered as time series data since data points are indexed in time order. Detection of 

anomalies in time series data has employed deep learning techniques in the past. ANNs 

are systems that can be trained to recognize patterns in data and classify anomalous 

from regular data instances [7], [8]. Routing data could be used to analyze past anom-

alous events and aid in classification of future anomalous events. 

The paper is organized as follows. In Section 2, we describe ANNs. Introduction of 

RTL and particular RTL events are discussed in Section 3. In addition, extraction of 

BGP features from the datasets concludes Section 3. Classification methodology and 

used performance measures are discussed in Section 4. We conclude with Section 5. 

2 ANN - Deep Learning 

Application of Artificial Neural Networks (ANN) is present in the detection of 

anomalies [7], [8]. ANN are preferably developed to mimic basic biological systems 

and to learn based on examples in the way humans do. Neural networks learn gradually 

from the interdependence of data input properties, which can be linear or non-linear in 

nature. Neural network usage in supervised learning implies that input data are labeled; 

hence, it is known in advance which class they belong to. Based on a comparison be-

tween the output of the neural network and the target function, during the training pro-

cess, ANN adjusts the weights as shown in Fig. 1. 

 

Fig. 1. Artificial Neural Network 

Artificial neural networks can be classified as Feedforward or Feedbackward struc-

tures, depending on the direction of propagation of the information. The Feedbackward 

structure of neural networks refers to the spread of information backwards. When the 

input vector is applied to the input layer of the neural network it propagates through the 

network throughout all its layers, and it generates output values by using the output 

layer of the network. The output values are compared with a desired target function, 

and for each of the neurons in the output layer the difference is calculated. Further 

information about these differences propagate backwards until all the neurons in the 

neural network are affected by the difference of the original and the target output value. 

The value of the weighting factors are determined by the optimization technique (typi-

cally a minimizing of the loss function with respect to the weights in the network) which 

determines the weighting factors such that the loss function is minimized. 
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ANN are simple mathematical methods made up of basic processing elements called 

neurons. The structures of neural networks differ in the number of layers used. Between 

the first and the last layer of neural networks there are hidden layers: usually one hidden 

layer in simpler networks and more hidden layers in complex neural networks.  

The architecture of the neural network is engaged in specific neuronal connectivity 

in a whole. Usually, the number of neurons in the input layer is equal to the number of 

features (number of columns in the feature matrix). Each neuron has one input, and all 

the outputs are connected to all neurons of the next layer, as shown in Fig. 2. When 

using a neural network for classification the output layer can have one or more neurons, 

depending on whether it is binary or multi-class classification. The most commonly 

used functions for the output neuron modeling are sigmoid or normalized exponential 

[9] functions.  

Perceptron is a neuron model type developed in the original neural networks, in 

which each neuron has a number of inputs (xj) associated with corresponding weight 

factors (ωj), which show the effect of a particular input on the output. Thus, the output 

neuron classifies information by comparing the value of the sum (1) and the threshold 

value, which is a parameter of the neuron. 

 
j

jj x  (1) 

Modeling of neurons with perceptron has the following disadvantage: a small change 

in the weight factor of any perceptron can lead to a sudden change in its output. This in 

turn can lead to a complicated change in the rest of the network, which may be difficult 

to control. The most commonly used artificial neuron model, which solves the afore-

mentioned problem, is the sigmoid neuron, shown by the following expression: 

 
)exp(- 

j

jj bx1

1  (2) 

where ωj are weighting factors, xj are input neurons and b is bias. It turns out that a 

change in the output of sigmoid neurons linear function of changes in weighting factors 

and bias. In this way it is easier to determine how changes in weighting factors and bias 

may influence the change of the output neuron; hence, the neural network could be 

considered more resilient to changes of data and the ability to learn. 

 

Fig. 2. Architecture of ANN with four layers: one input layer, two hidden layers and one output 

layer 
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3 Routing Leaks 

The BGP routing system is subject to frequent incidents that result in s ignificant 

interruptions of Internet connectivity. Many of the events that cause connectivity issues 

are classified as routing leaks. It is often unclear what is meant by that term. Based on 

research of actual events on the Internet, which can be of use to network operators and 

Internet users, the authors in [10] define routing leaks as a propagation of announced 

paths beyond the intended scope. This means that the BGP path announcement from 

one AS to another in some way violates the routing agreements between a sending AS, 

a receiving AS or any transit AS. The consequence of routing leaks is traffic redirection 

through a path not originally planned, and thus, various malicious attacks from analyz-

ing data to eavesdropping could be performed. The most common reasons why routing 

leaks occur are errors in the router's configuration [11]. 

3.1 Routing Table Leak Events 

In this paper we consider the following routing table leak events: Routing Leak 

AS9121 [12], AWS Route Leak [13], Telekom Malaysia AS4788 Route Leak [14], and 

Indosat Routing Table Leak [15], all of which showed an increased number of an-

nounced IP prefixes throughout the duration of the events. 

AS9121 Routing Table Leak.  

 

The AS9121 Routing Table Leak took place on December, 24 2004. AS9121 an-

nounced to other AS's through BGP sessions that were used to reach almost 70% of all 

prefixes, which at that time amounted to more than 106k prefixes. As a result, the data 

of tens of thousands of networks were either lost or diverted. AS9121 started to an-

nounce prefixes to its neighbors around 9:20 GMT, and the event lasted until just after 

10:00 GMT. AS9121 continued announcing the prefixes for the rest of the day. The 

prefix announcement rate reached a second peak at 19:47 GMT. The number of an-

nounced IP prefixes during the routing leak event is shown in Figure 4.10 (a). Picture 

4.10 (b) shows that during the routing leak event, the maximum edit distance (the meas-

ure of similarity between two ASPATH attributes) increases within one minute. This 

could indicate that the choice of the paths differed from the common ones and it was 

sign of disruption between commonly connected ASs. 

AWS Route Leak.  

 

The AWS Route Leak started at 17:10 UTC on April, 22 2016 and affected a large 

number of ASs and prefixes. Loss of traffic and connectivity were present since net-

works with high traffic prefixes, such as Google, Amazon, and Twitter, were affected, 

amongst others. The event occurred due to maintenance issues on Innofield AG (AS 

200759) that is connected to Swiss Internet eXchange (SwissIX). Innofield AG nor-

mally announces one IPv4 and IPv6 prefix to SwissIX. During maintenance reactiva-
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tion of BGP sessions, AS 200759 distributed prefixes belonging to Amazon as belong-

ing to private AS 65021. Prefix announcements were propagated through AS 6939 Hur-

ricane Electric (HE) that peers at SwissIX. This resulted in a redirection of traffic pass-

ing through HE to a private AS, and hence, it compromised the reachability of Amazon 

AS. Since the event was widespread and likely caused by a misconfigured route opti-

mizer, we observed an increase in announced IP prefixes at CIPX, as shown in Fig. 2. 

 

Fig. 3. Number of announced Network Layer Reachability Information (NLRI) prefixes during 

AS9121 Routing Leak Event as observed on RIPE Route Collector rrc04, CIPX 

 

Fig. 4. Number of announced NLRI prefixes during AWS Routing Leak Event as observed on 

RIPE Route Collector rrc04, CIPX 

Telecom Malaysia Route Leak.  

 

The Malaysian Telecom (AS 4788) leaked one third of all IP prefixes in the global 

routing table to the backbone provider Level3 (AS 3549). The event, triggered by rout-

ers misconfiguration at Telecom Malaysia, started on June, 12 2015 at 8:43 UTC and 

lasted until 11:45 UTC. Level3 (AS 3549) propagated traffic from its peers and cus-

tomers via Telecom Malaysia, which was not capable of handling traffic volume, re-
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sulting in major packet loss and performance degradation. The performance degrada-

tion was especially pronounced between the Asia Pacific region and the rest o f the 

Level3 network. Fig. 5 shows an increased number of announced IP prefixes (left) and 

also an increase of maximum AS-PATH length (right) for the duration of the route leak 

event. 

    

Fig. 5. Number of announced NLRI prefixes (left) and maximum AS-path length (right) during 

Telecom Malaysia Routing Leak Event as observed on RIPE Route Collector rrc04, CIPX 

Indosat Routing Table Leak.  

 

The Indosat routing table leak occurred on April, 2 2014. At the time of the event 

the global routing table consisted of nearly half a million routes. AS 4761(Indosat) 

leaked around 320,000 routes, which happened during scheduled maintenance starting 

at 18:25 UTC. The reason behind Indosat originating prefixes that were not assigned to 

it is assumed to be that BGP was redistributed with bad upstream filtering. This inad-

vertent error had an impact that was observed on various route collectors through an 

increase of announced IP prefixes, as shown in Fig.6 (left). Several hundreds of those 

prefixes were widely accepted, and services of some networks such as Akamai, a lead-

ing content delivery network (CND) and cloud service provider, were disrupted. 

 

Fig. 6. Number of announced NLRI prefixes during Indosat Routing Leak Event as observed on 

RIPE Route Collector rrc04, CIPX 
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3.2 Routing Leak Datasets 

We obtain datasets from the RIPE NCC that collects Internet routing data by using 

Routing Information Service (RIS) Remote Route Collectors (RRC) positioned in var-

ious locations throughout the world. Since the effects of all events considered in this 

paper and presented in Tab. 1 caused globally visible connectivity issues, we have used 

routing updates collected at RRC located in CIPX, Geneva.  

We have used BGP update messages during the occurrence of the routing leak events 

stored in MRT format described in [16]. We have observed BGP update messages dur-

ing a five day period, two days before and two days after the actual event. After MRT 

to ASCII conversion, python code was written in order to extract information from the 

datasets. We have observed fifteen volume and AS-PATH features on a minute level 

during five days period, hence producing a feature matrix of 7200x15 size.  

The volume features that we have observed are: the number of BGP messages an-

nouncing new routes, the number of BGP messages withdrawing already existing 

routes, the number of announced IP prefixes (Fig. 3, 4, 5, and 6), the number of with-

drawn IP prefixes, the number of duplicate announced messages, the number of dupli-

cate withdrawn messages, the number of implicitly withdrawn messages, the number 

of BGP messages which NLRI originates from Exterior Gateway Protocol (EGP), the 

number of BGP messages which NLRI originates from Interior Gateway Protocol 

(IGP), and the number of BGP messages which NLRI originates from unknown 

sources.  

Duplicate announcements and withdrawal messages are defined as BGP update mes-

sages that announce the same combination of IP prefix and AS-PATH attribute that has 

previously been announced. Implicit withdrawal implies that the same IP prefix has 

been announced with a different AS-PATH attribute, hence it is an implicit withdrawal 

of a previous announcement (same IP prefix but different AS-PATH).    

The features we computed based on AS-PATH attribute are: the average length of AS-

PATH attribute, the maximum length of AS-PATH attribute, the average length of 

unique AS-PATH attribute, the average edit dis tance, and the maximum edit dis tance. 

While extracting information from AS-PATH attribute, we considered regular and 

unique AS-PATH’s. We also considered AS-PATHs as a string of ASNs (autonomous 

system number) and computed the similarity of two adjacent AS-PATHs by finding 

their edit distance [17].  

Features belong to three types, namely, continuous, categorical and binary. All of 

the volume features belong to the continuous type since features may have an infinite 

number of values. On the other hand, features derived from the AS-PATH attribute may 

have a finite number of values and hence, are categorical. The class feature is of the 

binary type: given volume and AS-PATH features, we either have anomalous instances 

or not.  

We have labeled all 7200 time instances (described by 15 features) as either belong-

ing to anomalous or regular class in accordance to the information regarding beginning, 

duration and end of each of the events. We have referred to several sources [18] in order 

to label our data as correctly as possible.  
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Considering that global routing tables increase in size from the time of the first event, 

we needed to normalize feature values to account for Internet size growth. Normali-

zation is done such that each feature vector has a zero mean and a standard deviation 

of one [17]. We also performed feature discretization for the features of the continuous 

type prior to training the neural network. We did not encounter any missing data during 

the four events observed, although we did have an increased number of outliers in the 

case of Indosat RTL dataset, which can be observed in Fig. 6. 

Table 1. RTL events   

Dataset  Regular Class 
Anomaly 

Class 

Number of 

features 

AS9121 RTL 7121 79 15 

AWS RTL 7085 115 15 

Malaysian Telecom RTL 7018 182 15 

Indosat RTL 

 

 

7050 150 15 

 

4 Classification of Routing Leaks 

4.1 Methodology 

We used the Keras Python library with the Theano backend for development and 

evaluation of deep learning models. Models, based on a backpropagation algorithm for 

training of fully connected multiplayer perceptron (MLP) neural networks, are defined 

as sequences of layers: an input layer, hidden layers and an output layer. Only for the 

first layer in the sequence the shape of the input data needs to be specified. In Keras, 

using Dense class is one of the ways to define fully connected layers. Network weights 

can be initialized to random numbers using either uniform or Gaussian distribution. Use 

of appropriate activation function allows for better training of the network [18]. Tradi-

tionally, sigmoid and tanh activation functions are used, but the authors in [18] have 

shown that better performance can be achieved using a rectifier activation function. In 

the output layer we use a sigmoid function as we are dealing with binary classification. 

We use 10-fold cross validation for determining accuracy on the test dataset, and as we 

increase the number of hidden layers beyond two, classification accuracy decreases. 

We found that a neural network with two hidden layers is the optimal model for routing 

table leak datasets. Using either too few or too many neurons in the hidden layers may 

result in problems of underfitting and overfitting, respectively. General guidelines for 

determining number of neurons within each hidden layer are used. We selected neural 

network architecture based on trial and error, but in accordance with the following gen-

eral guidelines: the number of neurons in hidden layers should be between the sizes of 

input and output layers, and they should be the sum of 2/3 of the input layer neurons 

and output layer neurons. Hence, we trained the neural network with two dense hidden 

layers with 15 and 10 neurons, respectively. 
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4.2 Performance Measures 

The performance measures employed in this paper, needed for comprehensive com-

parison of different deep learning models, are accuracy, f-measure, the Matthews Cor-

relation Coefficient (MCC), the area under Precision-Recall (PR), and the area under 

Receiver Operating Characteristics (ROC). Accuracy, considering our datasets are 

highly imbalanced (Tab. 1), might not be the most accurate performance measure. This 

is due to the fact that misclassification should have different costs associated with 

points belonging to either the regular or anomalous class. Accuracy is defined as the 

ratio of points belonging to the regular/anomalous class that are classified as regu-

lar/anomalous and the total number of points in the dataset. In order to define f-measure 

we first define recall (R) as the ratio of detected anomalous points and all points labeled 

as anomalous. On the other hand, precision (P) is a ratio of detected anomalous points 

and all anomalous points. F-measure is given as a double ratio of product of P and R 

and the sum of P and R. MCC is given by (3) where N is the number of all points and 

TP is the number of data points classified as anomalous. 
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/
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4.3 Classification Results 

We have used a neural network with two hidden layers and obtained the performance 

measure values shown in Tab. 2. Accuracy is not the best approach to compare classi-

fication of different events, as the datasets are highly imbalanced. Tab. 1 shows that 

Malaysian Telecom RTL has the largest set of data labeled as anomalous – 182 com-

pared to the AS 9121 RTL event in which only 79 instances are labeled as anomalous. 

The Indosat RTL event shows the worst performance of all datasets, and we can con-

tribute that to noise in the dataset (Fig. 6).We have used under- and oversampling tech-

niques to balance regular and anomalous instances in the RTL datasets. In the case of 

oversampled and undersampled datasets, their imbalance ratio is around 1, meaning the 

classes are balanced; hence, accuracy and f-measure are approximately the same values. 

Oversampling techniques are algorithms that create additional instances of the class 

that is represented with a smaller number of instances in the dataset. We used Syn-

thetic Minority Oversampling Technique (SMOTE), Support Vector Machine (SVM)-

SMOTE, Borderline1-SMOTE, Borderline2-SMOTE, Adaptive Synthetic Sampling 

(ADASYN), and Random Oversampling (ROS) algorithms. By using balancing tech-

niques of the datasets, we have achieved better performance measures as shown in Tab. 

3. The best results were achieved using the SVM-SMOTE oversampling technique for 

AS9121 RTL, AWS RTL, and Indosat RTL, while the Malaysian Telecom RTL dataset, 

when oversampled by ROS algorithm, had the best performance measure that was bet-

ter by a small margin then when oversampled by the SVM-SMOTE algorithm.  

Undersampling techniques are algorithms that remove instances from the dataset that 

belong to the more represented class. We used ten undersampling algorithms, namely, 

Near Miss-1, Near Miss-2 , Near Miss-3, Tomek Links, Cluster Centroids, One-sided 
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selection, Random undersampling, Edited Nearest Neighbours, Neighbourhood Clean-

ing Rule, and Condensed Nearest Neighbours. By using undersampling balancing tech-

niques of the datasets, we have achieved better performance measures as shown in Tab. 

4. When comparing Tab. 3 and Tab. 4, the values of performance measures are greater 

in the case of oversampling techniques, and this is due to possible overfitting. The best 

results were achieved using the RUS undersampling technique for AS9121 RTL and 

AWS RTL, while Indosat RTL and Malaysian Telecom RTL datasets, when under-

sampled by the Near-Miss 1 algorithm, had the best performance measure that was only 

better by a small margin then when undersampled by the RUS algorithm.  

 

Table 2. Performance measures of the original RTL events 

Dataset  Acc 
F-  

measure 
MCC ROC PR 

AS9121 RTL 0.99375 0.945 0.942 0.998 0.946 
AWS RTL 0.99431 0.808 0.807 0.961 0.848 

Malaysian Telecom RTL 0.9925 0.852 0.848 0.979 0.883 
Indosat RTL 

 

 

0.93056 0.753 0.707 0.897 0.802 

Table 3. Performance measures of RTL events using oversampling techniques 

Dataset  Acc 
F-  

measure 
MCC ROC PR 

AS9121 RTL 0.99816 0.998 0.996 0.999 0.999 
AWS RTL 0.99167 0.992 0.983 0.994 0.984 

Malaysian Telecom RTL 0.98953 0.990 0.979 0.995 0.994 
Indosat RTL 

 
 

0.92087 0.923 0.844 0.958 0.940 

Table 4. Performance measures of RTL events using undersampling techniques  

Dataset  Acc 
F-  

measure 
MCC ROC PR 

92AS9121 RTL 0.98734 0.987 0.975 0.999 0.999 
AWS RTL 0.96087 0.960 0.923 0.979 0.986 

Malaysian Telecom RTL 0.95055 0.950 0.901 0.975 0.981 
Indosat RTL 

 

 

0.88333 0.878 0.770 0.927 0.948 

5 Conclusion 

We have developed a model for anomaly detection based on artificial neural net-

works with two hidden layers, which are optimal since with choosing additional hidden 

layers performance indices deteriorated. We used a cross-validation technique to deter-

mine the number of neurons in each of the layers. Balancing techniques (dataset over-

sampling and undersampling) were employed as the original datasets are highly imbal-

anced. Classification of the Indosat RTL dataset achieved the worst performance 
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measures due to noise in the dataset. We concluded in routing table leak datasets pre-

sented in the study that employing volume and AS-PATH features from BGP update 

messages could lead to reliable classification of RTL events.      
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Abstract. In production information systems, many kinds of huge logging time 
series data are stored. With the current innovation of Artificial Intelligence, how 
to use these data for supporting production process operation is the most attrac-
tive issue in production management field. Until now, many studies were per-
formed in the past for this field. However, these systems need individual consid-
eration or parameter tuning for each production process. In this research, a novel 
abnormal state prediction approach based on Deep Learning to support operators, 
which can be applied to any kinds of production process easily, is developed. It 
is a model to predict future behavior of a production process, which is based on 
Convolutional Neural Network using accumulated multiple time series data with 
dependency relationships. 

Keywords: Artificial Intelligence, Convolutional Neural Network, Abnormal 
State Detection, Production Logging Time Series 

1 Introduction 

Many kinds of information systems are installed into production systems and there is a 
valuable huge database of production logging time series data. With the current rapid 
innovation of Artificial Intelligence, expectations to use such a database supporting 
production operators have increased recently. Although many kinds of approaches in 
this field have been proposed until now, big amount of cost to install these approaches 
was taken, because the customized development or parameter tuning for an individual 
process was necessary. Therefore, the prediction technique of time series data using 
Deep Learning that is a kind of the Machine Learning is the focus of attention (1)(2). On 
the other hand, as for Deep Learning, the effectiveness is clarified in fields of character 
recognition and image recognition. This is because it creates superior models by the 
learning enormous data prepared beforehand. Applications for automatic operation, op-
erator support, or fault diagnosis are expected in production field, but it is difficult to 
make a model to distinguish abnormal states because almost prepared past data are for 
normal states. In this research, a model predicting future behavior based on Deep Learn-
ing with time series data for normal states is proposed, and an abnormal state prediction 
function using the output of this model is implemented. 
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In production processes, various process values are measured as process variables: 
temperature, pressure, level and flow. A process variable has a relationship that the 
other process variable gives influences to it with a dead time lag. In addition, a time 
series data for a process variable includes various noises, from which actual character-
istics have to be extracted except for noise. Therefore, a model predicting the behavior 
of a process variable which is affected by the other process variables is proposed based 
on Convolutional Neural Network with multiple related process variables as input in-
formation. By using such a behavior prediction model, there is no need to analyze the 
constitution of a target production process, physical implication or dynamic character-
istics of it, and it is available to get started with any multiple process variables related 
to a target process variable. 

In this research, a novel approach to build a model to predict future behavior based 
on Deep Learning using a target process variable and related multiple process variables 
from data accumulated in a database. 

2 System Configuration 

This system consists of three modules: Learning Module creating a suitable model from 
past data, Prediction Module which predicts future behavior by using the model, and 
Abnormal Detection Module to judge whether it will be in an abnormal state in the 
future. 
 
2.1 Learning Module 

Firstly, decide a process variable to predict future behavior and choose multiple process 
variables to affect it. Get started choosing several process variables as the initial setting 
and it can be selected some of them referring learning result. A process variable which 
future behavior is predicted and process variables which affect to it are called a predic-
tor variable and explanatory variables respectively. The past time series data of the 
predictor variable and explanatory variables are inputs of the model. All the sampling 
time for time series data is the same. The output of the model is time series data of the 
future behavior of the predictor variable. The number of the data and the time interval 
from previous data to predict are set beforehand. The details of the model are described 
in Section 3. 
 The model produced by Learning Module is used in Prediction Module. In this sys-
tem, the model is used in real time, and updated using new data in real time.  
 
2.2 Prediction Module 

The learned model is used for the prediction of the predictor variable. The input to 
Prediction Module is time series data of the predictor variable and explanatory variables 
of a certain fixed period. The output of this module is time series data for predictor 
future behavior. The time series data of the output is a sequence of values for every 
time interval that is set beforehand. 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 500



2.3 Abnormal Detection Module 

A phenomenon caused by the abnormal behavior of the explanatory variable is recog-
nized by time series data of future behavior generated in Predictive Module. For exam-
ple, there is a case that the change of the value is overlooked because a human process 
operator doesn’t watch a certain process variable. It affects a process variable and may 
cause a big problem in the future. In this case, this system foresees the abnormality by 
outputting a predicted value of the future behavior by Prediction Module even if there 
was the oversight of a human operator. Abnormal Detection Module holds rule group 
to detect the abnormality of predictor variables and performs abnormal warnings ac-
cording to rules. These rules are defined by combination with a value itself or a differ-
ential value of the predictor variable of predictive variables and the other variables. 
 

 
Fig. 1. System Configuration 

3 Behavior Prediction Model 

Behavior Prediction Model is a model which input is multiple time series data with a 
constant length of a predictor variable and explanatory variables, and output is one pre-
dicted time series data with a constant length of a predictor variable. In the following, 
the details of this model are explained using Fig. 2.  
 The input of this model is N1 + 1 time series data which consist of one predictor 
variable and N1 explanatory variables, which length is T1, containing data from the 
time of the current time – (T1 – 1) to the current time. The output is a time series data 
of the predictor variable which contains N4 data for every T4 time interval from the 
current time. For the learning of this model, N1 + 1 time series data with T1 length as 
input data, and a time series data for predictor variable which contains N4 data for every 
T4 time interval following to the current time as supervised data to a model. Although 
it is thought as future data, these data are accumulated data in the past actually. As the 
learning data, L - (T1 + N4 * T4) + 1 data which are moved forward every one time unit 
from the whole past data which data length is L are used.  

The characteristic of time series data is extracted from such an input data with the 
convolution layer configured by N2 filters. The filter is a 1-by-T2 matrix, and T2 is the 
length of the time series data which are enough to extract a characteristic. Each weight 
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in this filter is set so that the sum of them is 1.0. For a matrix of the input layer, it is 
applied while moving the value of T2 unit adjacent aside one by one. And a matrix of 
the size same as a matrix in the input layer is generated, in which cell value is set the 
total value that multiplied each weight by each value in 1-by-T2 matrix. With the next 
pooling layer, values on inside of the range of the 1-by-T3 matrix designed as a pooling 
filter are aggregated into one value. The aggregation is the mean of values included in 
the range of the filter. (N1+1)-by-T1 size matrix is compressed in  (N1+1) -by- T1/ (1-
by-T3) size matrix through this filtering operation. Therefore, the number of nodes in 
the next layer becomes the number of cells in this matrix multiplied by the number of 
filters N2. Furthermore, information is output through the middle layer (N3 nodes) by 
the output layer with N4 nodes. The values of variables: N1 to N4 and T1 to T4, which 
are used in the above explanation, are given beforehand. 
 

 
Fig. 1. Behavior Prediction Model 

4 Conclusion 

In this paper, a convolutional neural network that predicts future behavior of process 
variables was proposed, and the approach alarming the future abnormality was also 
shown. 
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Abstract. In this study, to improve the accuracy of the accelerometer-
based gait recognition task, we propose an idea of the feature extraction
by using a deep neural network and recurrence plots. As the first step, we
employ the recurrence plot technique based on delay coordinate embed-
ding for converting a gait time series into an image map. As the second
step, we extract the deep convolutional activation feature (DeCAF) from
the converted image map by using the pre-trained deep convolutional
neural network for ILSVRC2012 data set, as the feature extractor. The
gait recognition experiment based on DeCAF have been done to evaluate
the proposed method. As the results, we show that the proposed method
can improve the recognition accuracy although it depends on embedding
parameters.

Keywords: gait recognition, accelerometer, recurrence plot, delay co-
ordinate embedding, deep convolutional activation feature

1 Introduction

Human gait recognition is a most fundamental and important technology for
development of a smart home application to recognize human activities of daily
living (ADL) under the Internet of Things (IoT) technology. Normaly gait recog-
nition is classified into appearence-based approach[1] and model-based one[2].
These are called MV(Machine Vision)-based approach[3].

On the other hand, accelerometer-based gait recognition researches, which
are called WS(Wearable Sensor)-based approach[3], have been increasing in re-
cent years[4][5][6][7]. This approach mainly measures human gait time series by
a smartphone with an accelerometer, instead of image processing. In order to
recognize persons by using gait-accelerometer time series, we have to extract op-
timal features to discriminate each person from accelerometer time series based
on the human gait movement.

Therefore, this study proposes a novel method to use a trained deep convolu-
tional neural network as a feature extractor from gait-accelerometer time series.
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Recently, it is proposed that a pre-trained deep convolutional neural network can
be used as a feature extractor of image data[8]. The extracted feature is called a
deep convolutional activation feature (DeCAF). Specifically, DeCAF is the fea-
ture vector based on the output value of the hidden units in the pre-trained deep
convolutional neural network with a lot of image data.

In this study, firstly we convert a gait-accelerometer time series into a vi-
suaized image map by using the recurrence plot method[9][10]. Secondly, we
extract the DeCAF from the converted recurrence plot maps. Especially, from
the view point of the gait recognition accuracy, we assess the effect of embedding
parameters for making recurrence plot maps.

This paper consists of six sections. In the Next section, we explain about
a delay coordinate embedding method and a recurrence plot method, as fun-
damental theoretical aspects. Section 3 shows our proposed method to extract
DeCAF from a gait accelerometer time series. Section 4 and 5 show the two ex-
periment tasks, embedding parameter estimation and gait recognition, and their
results. Finally, we discuss about the conclusions and future works in section 6.

2 Theoritical Backgrounds

In this section, we explain some theoretical and fundamental elements on our
proposed method. Specifically, reconstruction of attractor based on delay coordi-
nate embedding, embedding parameters and their practical estimation methods
and recurrence plot are described respectively.

2.1 Embedding Theorem and Delay Coordinate Embedding

Delay coordinate embedding is a sort of analysis method for nonlinear time series
based on embedding theorem.

The embedding theorem, proposed by Takens [11] and expanded by Sauer
et al. [12] guarantees that the space of time delayed vectors with sufficiently
large dimension (actually there is an upper bound provided for the embedding
dimension) will capture the structure of the original phase space.

The embedding theorem guarantees that, with a single observed time series
y(t), we can obtain the following f which has one-to-one correspondence to the
original dynamical system.

v(t+ 1) = f(v(t)), v(t) = (y(t), y(t+ τ), . . . , y(t+ (m− 1)τ)), (1)

where f denotes reconstructed dynamical system, v denotes a delay coordinate
vector, m is called embedding dimension and τ is called delay or delay time.

2.2 Embedding parameters Estimation

Unfortunately embedding theorem does not provide any values for the delay
τ and embedding dimension m (are called the embedding parameters), a good
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choice is needed for correct reconstruction of the attractor. Consequently the
reconstructing the attractor is equivalent to making embedding vector with op-
timal embedding parameters.

m is the embedding dimension or the smallest number of coordinates needed
to represent the time series with no overlapping in the state space; and τ is
the time lag (time delay) influencing the shape and spread of the reconstructed
attractor.

Practically, in the uniform embedding, Average Mutual Information is one
of the popular techniques to estimate the optimal τ [13]. Also, the most popular
method for estimation of m is False Nearest Neighbor, proposed by Kennel [14].

2.3 Recurrence Plot

After the attractor reconstruction, the characteristics of the attractor are ana-
lyzed by recurrence plot proposed by Eckmann et al. [9]. According to [10], the
definition of recurrence plot is described as follows:

A recurrence plot (RP) is an advanced technique of nonlinear data anal-
ysis. It is a visualization (or a graph) of a square matrix, in which the
matrix elements correspond to those times at which a state of a dynam-
ical system recurs (columns and rows correspond then to a certain pair
of times).

That is, the recurrence plot method enables us to visualize dynamical features
of a nonliner time series as an image map. By using the method, we can convert
the gait accelerometer time series into an image data as a recurrence plot while
keeping the characteristics of the dynamical system being inherent in the time
series.

3 Proposed Method

To improve the accuracy of the accelerometer-based gait recognition task, we
propose an idea of the feature extraction by using a deep convolutional neural
network and recurrence plots.

Figure 1 shows the processing flow of our proposed method. First, we col-
lect the gait accelerometer time series from many human subjects. Generally
accelerometer can measure three dimensional time series data, but in this study
we only use the amplitude of three dimensional accelerometer time series. The
amplitude is calculated as follows;

a(t) =

√
ax(t)

2
+ ay(t)

2
+ az(t)

2
, (2)

where a(t) denotes the amplitude at time t, ax(t), ay(t) and az(t) denote three
dimensional accelerometer time series.

Second, in order to convert gait time series into recurrence plot, we estimate
embedding parameters; delay τ and embedding dimension m. On the basis of
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Fig. 1. Processing Diagram for Feature Extraction by Pre-trained Deep Convolutional
Neural Network

the conventional analysis strategy, average mutual information are calculated for
all of gait time series to estimate an optimal delay τ . The first local minimum
point is selected as the optimal delay τ because the correlated relations between
each component of embedding vector is eliminated. Subsequently, false nearest
neighbor is used for estimating a optimal embedding dimension m.

Although it is necessary to estimate the embedding parameters for making
a recurrence plot, Iwanski et al. argued that analysis results of a recurrence plot
are unaffected by the embedding parameters[15]. Under this discussion, Wang et
al. make recurrence plots without embedding, that is, observed time series are
directly converted into recurrence plots[16]. However, bad embedding parameters
distort a reconstructed attractor in the phase space and it causes the distortion of
characteristics of the recurrence plot. Especially, in this study we extract feature
vectors from recurrence plots by using deep convolutional neural network, so
the differece of the embedding parameters means the difference of the feature
vectors. Therefore we take the embedding strategy so as to reconstruct good
attractors and to make good recurrence plot.

After the estimation of the optimal delay τ and dimension m, we create
embedding vectors from gait accelerometer time series, and we make recurrence
plots by it. Also in this study we create full-colored recurrence plots instead of
binary plots.

Finally, the recurrence plots are used as input data for a deep convolutional
neural network, which has already trained, the activation value of some of a layer
in the neural network is used as feature vectors to identify persons. The feature
is called DeCAF (Deep Convolutional Activation Feature). Person identification
is done by some sort of a recognizer defined in the DeCAF space.

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 506



Title Suppressed Due to Excessive Length 5

4 Experiment I: Embedding Parameter Estimation

First of all, we have estimated embedding parameters, embedding dimension m
and delay τ .

4.1 Data Preparation

We collect accelerometer time series from 10 human subjects, who put a smart-
phone（AQUOS PHONE EX SH-04E） in their pants pocket and ordinaly walk
on the flat floor in 10 times. The samping frequency is 100 Hz. The total number
of collected data is 100 samples (10 subjects × 10 times). Each data sample is
manually arranged in 2 gait cycles (4 steps) data. After that, it is resampled in
256 sample points.

4.2 Results

Figure 2 shows the result of average mutual information (AMI) for all gait data
and the histogram of the delay at the first local minimum point of AMI. From
these figures, We can estimate optimal delay τ = 5, 6, 7, 8, 9.

Fig. 2. Average Mutual Information (left) and Histogram of the delay estimated at the
first local minimum of AMI (right)

Next, by using the estimated delay, false nearest neighbor (FNN) are calcu-
lated for estimating the optimal embedding dimension. Figure 3 shows the result
of FNN for each delay. The optimal dimension is estimated when the percentage
of the false nearest is equal to or less than 1 %. Figure 4 shows the histogram of
the estimated embedding dimension.
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Fig. 3. False Nearest Neighbor

Fig. 4. Histogram of the estimated embedding dimension by FNN
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From these figures, We can estimate optimal embedding dimension m =
4, 5, 6, 7. Therefore, we can make 20 types of embedding vectors for all of pa-
rameter combination ((τ = 5, 6, 7, 8, 9)× (m= 4, 5, 6, 7)).

5 Experiment II: Gait Recognition

5.1 Method

In order to extract the feature vector from each recrrence plot, we adopt a deep
learning framework, Caffe[17], which includes a pre-trained deep convolutional
neural network model for ILSVRC12 challenge. The network model definition fol-
lows the one proposed by Krizhevsky et al.[18]. On the basis of the reference[8],
we use the activation of layer 6, DeCAF6, it is the last feature extraction layer
before the last three layered neural network. Thus we extract the 4096 dimen-
sional feature vector from a recurrence plot. The size of a recurrence plot depends
on embedding parameters, so We resized all of the recurrence plot to 256×256.

As a gait recognizer, we employ a linear deiscriminant analysis (LDA) and
evaluation method is leave-one-out validation for each subject.

To compare the effect of embedding parameters, the above feature extrac-
tion based on DeCAF6 and the gait recognition based on LDA are done for all
recurrence plots with the 20 types of the estimated embedding vector.

5.2 Results

Table 1 shows the recognition accuracy for 20 types of embedding vectors and
non- embedding. From this table, we can find that too large embedding param-
eters value is likely to make recognition accuracy lower.

The best performanceis 91% in (m=4, τ=7) and (m=6, τ=6). This result
outperforms 86% of non-embedding. Therefore, this result implies that the delay
coordinate embedding can make recognition accuracy high.

Table 1. Recognition Results under Various Embedding Parameters

dimension (m)
non-embed. 4 5 6 7

delay (τ)

non-embed. 86% — — — —
5 — 85% 81% 88% 86%
6 — 89% 90% 91% 85%
7 — 91% 87% 85% 83%
8 — 78% 83% 77% 80%
9 — 82% 85% 79% 68%
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6 Conclusions

In this study, we proposed an idea of the feature extraction by using a deep neural
network and recurrence plots for the accelerometer-based gait recognition task.
As the result of person identification based on 10 human subjects data, we could
obtain a good identification result of 91% at the best. Moreover we could show
that the delay coordinate embedding enabled us to improve the identification
accuracy.

The most important problem is how to estimate optimal embedding param-
eters. Especially, the effect of the non-uniform embedding[19] is going to be
assessed in the near future.
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Abstract. Analyzing multivariate time series created by sensors dur-
ing a flight represents a challenge for aircraft engineers. Each time series
can be decomposed univariately into a series of stabilized phases, well
known by the expert, and transient phases, that are merely explored but
very informative when the engine is running. Our project aims at con-
verting these time series into a succession of labels, designing transient
and stabilized phases in a bivariate context. This transformation of the
data will allow several perspectives: tracking similar behaviors or bivari-
ate patterns seen during a flight, detecting frequent or rare sequences
of labels during a flight, and discovering hidden multivariate structures.
This manuscript proposes a methodology to automatically cluster all
engine transient phases. First, the algorithm builds a new database of
transient patterns with a change-point detection method. Second, the bi-
variate transient patterns are clustered into a ranked number of typolo-
gies, which will provide the labels. The clustering is implemented with
Self-Organizing Maps [SOM]. All algorithms are applied on real flight
measurements with a validation of the results from expert knowledge.

1 Introduction

Multiple sensors placed on aircraft engines are daily generating important amounts
of data, which are a big concern for engineers. Indeed, experts are interested in
extracting patterns, such as, for instance, unusual behaviors or response delays
between engine variables. These patterns are almost impossible to detect man-
ually, due to the size and the complexity of the data, hence automatic tools,
mixing time series and statistical learning techniques, are needed by the experts
so that they may analyse and quickly compare interesting patterns.

Usually, aircraft engine data is provided as a multivariate time series, and
it characterizes the behavior of the engine during the flight. One approach for
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dealing with this data is to segment it into a succession of stabilized and tran-
sient phases. Whereas several methodologies and algorithms (health diagnosis,
anomaly detection, and wear patterns) were designed under the stationarity
assumption for stabilized phases, [10] and [8], transient phases are poorly men-
tioned in the literature, although they are of real interest for the engineers. Most
of the interesting patterns, for example, occur during transient phases: take-off,
landing, ... The aim of the present manuscript is to focus on transient phases,
while attempting to identify, isolate, and characterize them. In a previous work,
[4], the data was analysed as a univariate time series only, after having extracted
one of the signals, suggested by the experts as being of particular interest. In
this paper, the adopted point of view is a multivariate one: the time series will
be first split into patterns, then the patterns will be clustered into meaningful
groups. The eventual goal is to provide a new way of expressing the complex
multivariate data as a sequence of labels, making it easier for experts analysis.

The first step of the methodology proposed here is to split the data into sta-
bilized and transient phases. Intuitively, a phase can be considered as stabilized
whenever it does not contain any major variation. Using expert knowledge, a
major variation for this kind of data is given by a fixed threshold measuring
the absolute difference between the first and the last value of the phase (10% in
our case). The partitioning is carried out in a univariate framework, similarly to
[4], on a signal qualified as “reference variable” by the experts, such as the fan
speed. Taking into account the characteristics of the extracted univariate time
series which has a piecewise linear behavior, and also the above definition of a
transient phase, the partitioning is done by detecting change-points in the slope.

In a previous work devoted to finding the most adequate strategy for seg-
menting the data [3], several algorithms for change-point detection in offline
fashion were tested. Among them, the best trade-off between the computational
complexity and the performances in correctly identifying the right number and
the right positions of the change-points was achieved by the PELT method [6].
In the present manuscript, this algorithm only was used, with a cost function
derived from the sum of squared errors in linear regression and a penalty term
similar to that of the BIC criterion.

Once the univariate “reference time series” has been partitioned, the resulting
phases or patterns are grouped, according to the definition of transient phases,
into stabilized, ascending transient and descending transient. The second step
of our methodology is to separately cluster ascending patterns and descending
patterns, while also introducing a multivariate aspect in the clustering, as it
will be subsequently explained. The clustering step may in turn be divided into
several substeps.

First, the univariate transient phases previously identified are clustered. This
task is not immediate, since the lengths of the patterns are not identical. Two
strategies may at this point be considered: either use specific similarities and/or
dissimilarities for time series and a clustering method suited for relational data
[1], [9], or extract a fixed number of numerical features characterizing the pat-
terns [5] and use clustering algorithms designed for vector data. As already de-
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scribed in [4], after having tested several clustering algorithms and several ways
to resume the data, the self-organizing maps (SOM) algorithm [7], trained on a
set of numerical features, provides good clustering results, as well as graphical
tools for visualizing the groups of patterns.

Second, the clusters obtained on the patterns of the “reference” univariate
time series are next divided into subclusters, which take into account a second
signal or time series. This step is the main contribution of the present manuscript
with respect to our previous work, since we refine the initial univariate cluster-
ing proposed in [4] by considering supplementary information. The bivariate
framework may allow the observation of interesting phenomena which was not
possible in the univariate context such as response time between the signals. The
resulting final clustering is eventually validated, using either expert knowledge,
or additional variables in the data set and resuming the states of the engine.

The rest of the manuscript is organized as follows: Section 2 contains the
detailed methodology on segmenting and clustering bivariate time series, while
Section 3 overviews the experimental results on real data. The conclusion as well
as the future work tracks are given in Section 4.

2 Segmenting and clustering bivariate time series

Let us now describe the methodology proposed here for extracting and clustering
patterns from bivariate time series. Let (Y l1:Nl,i=1,2)l=1,...,L be the available data
which corresponds to L flights, each flight l being of length Nl. For each flight,
a bivariate time series, corresponding to two signals of interest for the engineers
(the “reference variable” and an additional one) is considered.

The first step of the analysis consists in partitioning a univariate time series,
the “reference” signal, in order to identify the patterns, while the second step is
the bivariate clustering of the patterns. The complete procedure is illustrated in
Figure 1.

2.1 Pattern extraction

For each flight l, the univariate “reference” time series (Y l1:Nl,1) = (Y l1,1, ..., Y
l
Nl,1

)
is optimally partitioned into patterns or phases. As mentioned in the introduc-
tion, due to the piecewise linear behavior of the signal, partitioning is achieved
through offline change-point detection in the slope.

The partitioning consists in computing the optimal number of change-points
K̂l in the series Y l1:Nl,1, and their optimal positions (τ̂ lj)j=1,...,K̂l

. This is done by
minimizing a penalized cost function which aims at fitting the best number of
linear regressions on the data:(

K̂l, τ̂
l
1, ..., τ̂

l
K̂l

)
= arg min
Kl;1<τ l1<τ

l
2<···<τ lKl<Nl

C(Y l1:Nl,1, (θ̂
l
τ lj+1,τ lj+1

)j=1,...,Kl) ,
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where

C(Y l1:Nl,1, (θ̂
l
τ lj+1,τ lj+1

)j=1,...,Kl) =

Kl∑
j=0

C(Y lτ lj+1:τ lj+1,1
, θ̂lτ lj+1,τ lj+1

) + β ,

C being a contrast function (least-squares error, -log-likelihood, ...), θ̂l
τ lj+1,τ lj+1

being plugged-in as linear-regression estimates

θ̂lτ lj+1,τ lj+1
= arg min

θ1,θ2∈R

τ lj+1∑
t=τ lj+1

(
Y lt,1 − θ1t− θ2

)2
,

and β being the penalty term, usually that of the BIC (β = cKl lnNl, c a
constant).

In order to simplify the notations hereafter, the estimates K̂l and (τ̂ lj)j=1,...,K̂l

will be confounded with Kl and (τ lj)j=1,...,Kl in the rest of the paper.

For the implementation, the PELT [6] algorithm was preferred, since it pro-
vides the best tradeoff between numerical complexity and performances. A de-
tailed discussion about the segmentation of aircraft engine data and the perfor-
mances of various algorithms is available in our previous work [3].

Once the partitioning algorithm has been trained on all the flights in the data
set, one gets the set of all detected phases or patterns, (Y l,j

τ lj+1:τ lj+1,1
)l=1,...,L ; j=0:Kl

where l is the index of the flight, and j is the index of the pattern within the
l-th flight.

2.2 Pattern clustering

Using the empirical definition of transient phases and a fixed threshold of 10%,
the extracted patterns are first classified into stabilized, ascending transient and
descending transient, as suggested by the experts. Only the results on the ascend-
ing phases will be illustrated in the present manuscript, but the same framework
could be used for descending phases.

The bivariate framework is progressively introduced in the clustering proce-
dure. First, the ascending univariate patterns previously identified are grouped
together. Second, a new variable of interest is taken into account and used during
a second clustering step.

In order to simplify the notations, suppose that (K ′l)l=1:L is the number
of ascending transient phases previously detected for the l-th flight. The start-
point and the end-point of the j-th ascending transient pattern of flight l will
be denoted τ l,sj and τ l,ej , where j = 1, ...,K ′l . Hence, the data set contain-
ing all ascending phases extracted from the “reference” variable is given by
(Y l,j
τ l,sj :τ l,ej ,1

)l=1,...,L ; j=1:K′
l
. The clustering procedure is to be applied to a set of

P = K ′1 + ...+K ′L patterns, with various lengths.
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Univariate clustering Since the objects to be clustered are time series with
various lengths, the approach chosen here is to summarize each of them as a
vector of M1 numerical features, where the features were chosen with the help
of the experts. Hence, the data set of patterns (Y l,j

τ l,sj :τ l,ej ,1
)l=1,...,L ; j=1:K′

l
is sum-

marized by the data set of numerical features (Xm
k )m=1,...,M1

k=1,...,P , where k indexes
the pattern and m indexes the features .

The clustering of the patterns using their numerical features is achieved using
self-organizing maps, which are also of interest in this context for their visual-
ization properties. With this in mind, a large map is first trained, providing an
exploratory tool for examining the data. Then, the number of clusters is reduced
be performing either an hierarchical clustering (AHC) or a K-means algorithm
on the prototypes produced by the SOM. The optimal number of clusters is
selected using a fixed threshold on the ratio between the within-class variance
and the whole variance. Let (SC1, ..., SCφ) be the resulting partition of the P
ascending patterns into φ clusters. In order to simplify the notations in the sub-
sequent sections, let us suppose that the partition (SC1, ..., SCφ) is expressed in
terms of the set of indexes {(j, l), j = 1, ...,K ′l , l = 1, ..., L}.

Bivariate clustering Once the partition (SC1, ..., SCφ) has been computed,
one wants to further split it, by taking into account a second variable and by
further investigating the patterns in a bivariate framework. At this point, each
cluster (SCv)1,...,φ will be divided into subclusters.

As mentioned before, this second clustering allows a more in-depth study of
the transient patterns such as comparisons between bivariate patterns, analyses
of time-responses between the signals without missing any information,... For
instance, if a variation occurs in a transient phase on a signal (temperature,
pressure, speed,...), a variation might respond to this change in another variable,
but with a certain delay. These phenomena may be brought into light in a
bivariate context. However, for carrying out this kind of study, transient patterns
with unequal lengths are not suitable. For this reasons, all univariate patterns
within a cluster should be first transformed such that they have equal lengths.
This consists into re-aligning the patterns within a cluster and, if necessary,
lengthening or shortening them.

Re-aligning the patterns within the clusters is done as follows. For each clus-
ter v = 1, ..., φ and for a given dissimilarity between patterns d, a “reference”
curve, minimizing the sum of distances with respect to all patterns in the cluster
is chosen:

Y̆v = arg min
(Y l,j
τ
l,s
j

:τ
l,e
j
,1
)(j,l)∈SCv

 ∑
(j′,l′)∈SCv,j′ 6=j,l′ 6=l

d(Y l,j
τ l,sj :τ l,ej ,1

, Y l
′,j′

τ l
′,s
j′ :τ l

′,e
j′ ,1

)

 (1)

Next, all patterns of cluster SCv, for all v = 1, ..., φ, are shifted (or not) so
that they are aligned with Y̆v. If the patterns are too short, they are lengthened
using the information available from the database. If the patterns are too long,
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they are cut at the edges. After this alignement step, all patters within a cluster
have the same length.

Within each cluster SCv, v = 1, ..., φ, the transformed patterns may now be
written as (Y l,j

τ̃ l,sj :τ̃ l,ej ,1
)(j,l)∈SCv , where τ̃ l,sj are the shifted start-points and τ̃ l,ej

are the shifted end-points of the j-th ascending pattern for the l-th flight. Given
these start-points and end-points, the second signal available in the data set,
(Y l1:Nl,2) = (Y l1,2, ..., Y

l
Nl,2

), is segmented and the chunks corresponding to the as-
cending patterns in the “reference signal” are extracted and grouped according to
the previously determined clusters for further examination, (Y l,j

τ̃ l,sj :τ̃ l,ej ,2
)(j,l)∈SCv ,

for all v = 1, ..., φ.
The last step of the bivariate clustering consists in splitting the clusters SCv,

v = 1, ..., φ, by performing independent new clusterings on each of them. The
data used for this further partitioning is given by the chunks extracted from
the second signal. Here again, the methodological choice is to use self-organizing
maps, which are finally reduced to an optimal number of subclusters using a
fixed threshold on the ratio of explained variance. Although the time-series to
be clustered have the same length in this case, the same approach as previously,
summarizing the time series by a vector of numerical features, is preferred, since
it reduces the dimensionality of the data and speeds-up the computation time.
Hence, for each v = 1, ..., φ, the time series (Y l,j

τ̃ l,sj :τ̃ l,ej ,2
)(j,l)∈SCv is resumed by a

set of numerical vectors (Zl,jm )
(l,j)∈SCv
m=1,...,M2

, where M2 is the number of extracted
features.

Once the clustering procedure is applied to the Zl,jm ’s, each cluster SCv is
partitioned into ψv subclusters, SCv = {SCv,w, w = 1, ..., ψv}. The final cluster-
ing, which will be used for labelling purposes and which will be provided to the
experts for further analysis, is thus associated to the partitioning
(SCv,w)v=1,...,φ;w=1,...,ψv

and contains bivariate time-series, of equal lengths within
a cluster, corresponding to all ascending patterns extracted from the initial flight
data.

3 Applications on flight data

Let us now illustrate the methodology described above on a real dataset. First,
the data with the available variables is briefly described. Next, the results of the
univariate segmentation and of the bivariate clustering are presented.

3.1 Data information

About 500 flights coming from 8 different engines (with different take-off places
and different landing positions) are available. In this database, the sensors present
on the engine recorded around 50 variables. Each flight is described by multiple
variables (for example the fan speed, the lever of the pilot, temperatures,...) with
the same frequency. The mean duration of one flight is around 2,8 hours.
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Fig. 1: Procedure of the methodology described step by step

Among all available variables, the fan speed was selected, as suggested by the
experts and due to its impact on the functioning of the engine, as the “reference
signal” (for examples see Figure 2). Expressed as a percentage (the ratio w.r.t.
the maximum value), the fan speed is controlled by the pilot with the lever for
the rev up. The behavior of this signal is mainly piecewise linear, hence the
approach described in Section 2.1 and consisting in computing change-points in
the slope is well adapted. Some of the features of the fan speed as stemming
from the available data we used are enumerated in Table 1.

Mean of minima [SD] 0% [±0%]

Mean of maxima [SD] 99% [±1.2%]

Mean of medians [SD] 76% [±21%]

Mean of interquartile ranges [SD] 23% [±22%]

Table 1: Information about the fan speed [SD=Standard deviation]

3.2 Pattern extraction

Segmenting the flights, and more specifically the signals corresponding to the
fan speed, in order to extract the patterns is carried out by implementing the
PELT algorithm with a cost function corresponding to the minimum description
length, [2]. Globally, the change-points are well detected, even the small ones.
One may see, for instance, the results for one flight in Figure 2. Overall, around
8,000 transient phases are identified, among which around 4,000 ascending tran-
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sient phases, with very different lengths (see Figure 3 for an illustration of the
ascending patterns associated to one given engine).

Fig. 2: Fan speed (green) and altitude (blue) during flight [left] & result of PELT on
the fan speed [right].

Fig. 3: Visualization of all transient phases for only one engine. The colour is randomly
distributed for a better distinction between the curves.

3.3 Pattern clustering

Univariate clustering During this step, the univariate ascending transient
patterns previously identified are first summarized by a set of numerical features
and then clustered using a self-organizing map. Using the properties of the data
and experts’ knowledge, the features extracted for each pattern are: start point,

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 519



Design Aircraft Engine Bivariate Data Phases 9

end point, length, mid point, median, variance, variance of first half, variance of
second half, mean of first half, mean of second half.

The patterns associated to the fan speed are clustered and mapped onto a
11x11 grid. The grid, which we do not reproduce here due to the limited number
of pages, contains homogeneous clusters, well mapped and meaningful to the
experts. Next, the number of clusters is further reduced using K-means on the
prototypes of the SOM, and finally nine clusters are selected, illustrated in Figure
4.

Fig. 4: Fan speed clusters of ascending patterns, crossed with Flight Mode

One way for validating clustering results is to a posteriori cross them with
additional information provided by the manufacturer, such as the flight mode
(FM). This variable is automatically calculated by the board computer as a
combination between the fan speed and other available variables such as the
pilot’s lever, the altitude, the valve,... Several values, corresponding to different
states of the flight, are computed: pre-flight [00], engine start [11], taxi-out [22],
take-off [33], climb [44], cruise [55], descent [66], approach [77], landing roll [88]
and taxi-in [99].

Since the methodology presented here does not take into account at all this in-
formation on the flight-mode, it was interesting for the experts to check whether
the extracted patterns and the resulting clusters correspond (at least partially) to
the different flight-modes. In Figure 4, two or three digits were used for labelling
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each pattern, according to the consecutive flight-modes present in the pattern.
For instance, if a pattern contains a take-off state followed by a climb state, it
will be labelled [34] and the pattern represents the transition between take-off
and climb. As it may be seen in Figure 4, clusters are generally homogeneous
and are associated to well identified flight-modes.

Bivariate clustering The next step is to introduce the bivariate framework
by adding a second variable to the fan speed. Here, for illustration purposes, we
use the temperature, but other variables can be similarly used.

First, each cluster represented in Figure 4 is transformed by re-aligning the
patterns within along a “reference” curve. An illustration of this procedure is
given in Figure 5, for the cluster in the upper-left corner in Figure 4.

The reference curve (in black in Figure 5) has to be the most similar pat-
tern to all the others in the same cluster. Thus, it is computed by minimizing
the criterion introduced in Equation (1). Here, the dissimilarity d is a sliding
Euclidean distance, normalized by the length of the patterns.

Once the “reference curves” are identified for each cluster, the patterns are
re-aligned along them. If necessary, patterns may be lengthened or shortened, so
that all patterns within a cluster have the same length. Upon the recommenda-
tion of the experts, all curves are lengthened with 25 seconds to the right so that
no delays may affect the clustering. These delays may depend on the conditions
of the flight (differences of temperatures, climate, ...).

The modified start-points and end-points of the univariate patterns concern-
ing the fan speed may now be used to extract the corresponding chunks of data
in the temperature signals. We obtain, within each cluster, bivariate time-series
with equal length.

Next, for each cluster and on the temperature data only, the same set of
numerical features (except the length of the time series) are extracted and inde-
pendent SOMs are trained on each cluster. The self-organizing maps represen-
tation may be used for detailed inspection of the results, but we only present
here the results after having grouped the prototypes stemming from the SOM
into a meaningful number of subclusters, using K-means algorithm and a fixed
threshold of 80% for the explained variance. The subclusters corresponding to
the cluster in the upper-left corner in Figure 4 are illustrated in Figure 6.

Fig. 5: Alignement of the patterns in Cluster 1 according to the “reference” curve
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Fig. 6: Bivariate representation fan speed (left) and temperature (right) of the subclus-
ters associated to cluster 1

Figure 6 contains the bivariate representation of the subclusters associated
to one of the main univariate clusters (transient patterns between taxi and take-
off). Each of the six subclusters illustrates both the fan speed (left) and the
temperature (right). The temperature is expected to increase after the take-off,
but with a certain delay. Obtaining a meaningful and detailed clustering where
different delays may be drawn although the take-off’s and the fan speed are very
similar is of high interest for the engineers. The bivariate clustering and repre-
sentation allow to account for various phenomena occuring in the functioning of
the engine, which were not visible through a univariate approach only.

4 Conclusion

The present manuscript introduces a global methodology for dealing with bivari-
ate signals related to aircraft-engine flight data. The signals are first analyzed
in a univariate fashion, by selecting a “reference variable” which is split into
patterns and then clustered. Next, a second variable is added and each cluster
previously obtained is partitioned into subclusters by taking into account the in-
formation in the second signal. The final clustering on bivariate patterns allows
the experts to discover behaviors of the engines never observed so far.

The eventual goal of our work on this data is to use the clustering in order
to label the multivariate signal and replace the patterns by the corresponding
clusters. This will allow, on the one hand, an easier and less expensive storage
for the data, and, on the other hand, a practical representation for carrying
out statistical analyses: study the distribution of the engines in the clusters,
understand why some patterns are isolated, track a specific pattern,...
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Abstract. Piece-wise linear models are quite popular real applications
because of their overall simplicity and straightforward interpretation. In
addition, such models are quite flexible in terms of their ability to adapt
to existing changes in the trend which usually models the underlying
time dependent structure. In this paper we propose an innovative ap-
proach to the linear trend filtering which is based on the sparsity princi-
ple in atomic pursuit estimation via an adaptive LASSO approach. The
proposed method is oracle consistent and the final estimate can be con-
structed with the same time efficiency as an ordinary linear regression.
Moreover, one can take a full advantage of many efficient algorithms used
to fit standard LASSO problems. We present some theoretical properties
and the finite sample performance is investigated using a comparative
simulation study.

Keywords: trend filtering; adaptive lasso; linear regression; change-
points; joinpoint regression; oracle properties;

1 Introduction

Trend filtering is a powerful tool used in statistical modeling approaches to re-
construct the conditional mean structure of some underlying data generating
process. A general trend filtering is typically defined in terms of some paramet-
ric L2-based minimization problem, where, in addition, one also penalizes the
objective function with respect to the sum of the absolute kth order differences
of the unknown parameters. The resulting estimate is then formed by some k
degree spline functions defined over a specific mesh of knot points, which are
usually preselected in advance. A specific scenario can be obtained for a par-
ticular choice of k = 1, which leads to the linear trend filtering case. Thus,
the resulting estimates are piece-wise linear and, in addition, they are usually
required to be continuous. This models are also known as joinpoint regression
models (segmented regression, sequential linear models or linear trend models
respectively).

? The author would like to express his thanks for a partial support which was provided
by the grant of the Ministry of Educations, Youth, and Sports in the Czech Republic
(Mobility grant, No. 7AMB17FR030) and the Grant P402/12/G097.
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The main advantage of the linear trend filtering models is their overall sim-
plicity. It is also the reason for their huge popularity they gained in last decades
– simple and easily interpretable statistical models are the key issue especially in
situations where the final conclusions based on them are about to be explained
and interpreted to non-statisticians or, more generally, to people with a lack of
mathematical skills. On the other hand, the joinpoint models (see, for instance,
[8] for an overview) can still offer a quite reasonable flexibility even though the
final structure is estimated only by some few linear pieces. These pieces are put
together to form a continuous function over the whole domain of interest. The
points where the adjacent linear pieces join together are usually called change-
points (sometimes also transition points, break-points or joinpoints recpectively).
The slopes of the regression lines change at this changepoint locations to adapt
for the existing structural changes in the underlying dependence.

There were various methodological approaches proposed to estimate the
piece-wise linear model and to perform the linear trend filtering. Beside solv-
ing the L2 based minimization problem one usually needs to decide on the right
number of changepoints, or slope breaks respectively. Theoretical results suggest
that it might be advantageous to know the number of changepoints in advance;
this knowledge can improve the overall performance and it provides a more
convenient theoretical background to prove certain statistical properties. In ad-
dition, it also yields a better rate of convergence. In practical situations, however,
the number of changepoints is rarely known in advance and some model-selection
is necessary to choose one final model from a set of all plausible ones. Usually,
there is a whole sequence of nested models with different number of changepoints
considered; the model selection is then based on either some permutation tests
([1, 7, 9], and [20]), or likelihood ratio tests ([5, 6]) by evaluating some goodness-
of-fit criterion (usually BIC), or by adopting the Bayesian framework ([2, 17])
instead. Alternatively, one can use some more recent ideas of the sparse fitting
approach via atomic pursuit methods and to adopt the k order differences com-
mon for the trend filtering ([10, 24]), the total variation penalty ([16, 21]), or the
LASSO regularization ([15, 14]) for the changepoint detection and estimation.
These methods based on the sparsity are the same on principle: the idea is to
over-parametrize the estimated model and to let the data themselves to choose
only relevant parameters while shrinking all other parameters to exactly zero.
This is performed exclusively by utilizing the nature of the L1-norm (see Figure
1 for an illustration), which is applied on the estimated parameters as a penalty,
resulting in so called LASSO estimation problem (see [3, 22]).

On the other hand, the standard LASSO problem is well known for having a
tendency to choose slightly more parameters in the final model than necessarily
needed ([18, 19]). This also implies that the LASSO estimation is not oracle
consistent in general scenarios (see, for instance, [26]), but there were some oracle
consistent modifications proposed (elastic net by [27] and adaptive LASSO by
[26]) to avoid this inconsistency and to improve the selection performance of the
LASSO estimated models.
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In this paper we use the adaptive LASSO modification and we improve our
original idea presented in [14] for the LASSO based changepoint detection and
estimation in piece-wise linear models. We introduce the adaptive LASSO trend
filtering approach and we show that the final model can be obtained within the
same time costs as the standard LASSO based model. The adaptive based trend
filtering can be also used to consistently estimate the true slope breaks (i.e.,
consistent changepoint detection and estimation) in the overall trend and it can
be shown to satisfy the oracle properties.

L2−norm Regularization Contours 

[0,0] β1

β2

L1−norm  Regularization Contours 

[0,0] β1

β2

Fig. 1. Standard contours of the L2-norm penalty and the L1-norm penalty. The
smooth favor of the L2 norm is responsible for selecting all parameters to be nonzero
while the sharp edges of the L1 norm creates the background for selecting just some
nonzero parameters and shrinking remaining one exactly to zero.

In addition, by utilizing the complete solution paths as elucidated by [4] we
can, in an easy and straightforward manner, obtain the whole set of all possible
models (beginning with a simple linear trend with no breaks up to a perfect
linear interpolation over all unique data points), and by using the recent ad-
vances in the post-selection inference (see, for instance, [13, 25]) we can test for
the significance of the final model. The model selection step is thus performed
via the L1 regularization and both, the changepoint location detection and the
changepoint magnitude estimation are performed in a data-driven manner in
just one single step. Finally, the proposed modeling approach can be easily ex-
tended to handle some qualitative restrictions imposed on the final estimate (in
a similar manner as in [15]), which can be easily accounted for by adding some
set of straightforward linear constraints. This turns out to be useful especially
in economics and econometric modeling.
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The paper is organized as follows: in the next section we describe the under-
lying model and we propose the adaptive LASSO trend filtering approach. Some
statistical properties are presented in Section 3 and finite sample properties are
investigated in Section 4. The performance of the proposed adaptive LASSO
estimation approach is put in contrast with the standard LASSO method and
the obtained results are discussed in detail.

2 Adaptive LASSO in Trend Filtering

Let {(Xi, Yi); i = 1, . . . , n} be a random sample drawn from some unknown
population, with the join distribution function F(X,Y ), such that Xi’s are drawn
from some compact domain of interest, say, an interval (0, 1), and they are all
unique. Without loss of generality we may assume that Xi < Xi+1, for all
i = 1, . . . , n − 1. Alternatively, one can also consider the Xi values to be some
specific time points in some given period of time, denoting the times when actual
observations Yi’s are taking place. In the following, however, we will refer to the
general scenario only. Let, moreover, {ξi}n−1i=1 be a sequence of unobserved points
from the same domain as the Xi values, such that Xi < ξi ≤ Xi+1, for every
i = 1, . . . , n−1. We assume that the overall dependence structure between Y and
X can be expressed as a piece-wise linear model with the linear pieces joining
together at the points ξi’s only, however, not necessarily all of them. Under these
assumptions we can express the underlying piece-wise linear model as

Yi = ai + biXi + εi, for i = 1, . . . , n, (1)

where we assume independent random error terms εi ∼ N(0, σ2), for an unknown
constant σ2 > 0, while the overall continuity condition can be formulated as

ai + biξi = ai+1 + bi+1ξi, for i = 1, . . . , n− 1. (2)

Considering the model in (1)–(2) we would like to estimate the unknown
parameters ai, bi ∈ R, for i = 1, . . . , n, and to find the locations for the existing
changepoints (breaks in the overall trend respectively), if there are some. In
particular, we need to specify those ξi’s, for which bi 6= bi+1.

Thus, the sparsity principle is employed throughout the parameters bi, for
i = 1, . . . , n, as we assume that bi = bi+1 holds for all but some small subset of
indexes from I = {1, . . . , n−1}. If there is some location ξi, for which bi 6= bi+1,
then we introduce a changepoint in the model: it holds that ξi = ai−ai−1

bi+1−bi and

the linear trend changes at this location from bi to bi+1 in order to adjust for the
underlying structural change in the data. The intercept parameters, values ai,
for i = 1, . . . , n, are then determined by the requirement on the overall continuity
over the whole domain of interest (i.e., interval (0, 1)).

Using the standard properties of the L1-based regularization, and LASSO
penalty in particular, we can define the corresponding parameter estimates as
the solutions of the minimization problem
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Minimize
ai, bi ∈ R

1
n

∑n
i=1 (Yi − ai − biXi)

2
+ λn

∑n−1
i=1 |bi+1 − bi| ,

w.r.t. X` <
a`−a`+1

b`+1−b` ≤ X`+1, for ` ∈ {i; bi+1 − bi 6= 0}.
(3)

Note, that for bi+1 = bi we are not estimating any location ξi, as there is no
change in the overall trend at this point. Thus we only minimize (3) with respect
to optimal changepoint locations ξi = ai−ai+1

bi+1−bi , for which bi+1 6= bi.

The penalty term in (3) can be interpreted as a penalty of the total variation
type ([11, 12, 16]); λn > 0 represents a classical regularization parameter, here
controling the number of changepoints in the final estimate. For λn → 0 we
expect changepoints to occur in every ξi, for i = 1, . . . , n − 1, resulting in an
interpolating piecewise linear curve with possible slope changes between every
two neighboring observations; for λn →∞, on the other hand, an overall linear
trend over the whole domain of interest is produced and no changepoints are
present, thus bi = bi+1 for all i = 1, . . . , n− 1.

The minimization problem in (3) is well defined, but, unfortunately, it is not
convex. It can be still solved using some optimization toolboxes though, but it
can get quite complicated if the number of observations or changepoints grows.
The standard optimization methods may end up in a local instead of the global
minimum. The reason of this non-convexity is the assumption we made about
the changepoint locations: we assume that ξi ∈ (Xi, Xi+1], for i = 1, . . . , n− 1,
and thus, it can be easily seen that the design matrix of the model depends on
these location parameters, which are also subjects to the minimization in (3).

An intuitive way out is to assume that the overall trend can only change in
the actual observational points Xi’s. We can define ξi = Xi+1, for i = 1, . . . , n−
1, which now simplifies the initial minimization problem and brings it back
to a standard convex optimization scenario. The potential regression segments
are now only determined by two neighboring observations, possibly having n−
1 segments at most joining together at the design points X2, . . . , Xn−1. This
scenario was already proposed in [14] and futher investigated in [15]. As the
authors pointed out, this restriction might be slightly limiting in some finite
sample cases, but this limitation becomes negligible and vanishes as the sample
size increases. Once we assume that the possible changepoint locations can only
occur at the observational points Xi’s, then the minimization problem in (3) can
be expressed as a classical LASSO problem

Minimize
β ∈ Rn

1

n
‖Y − Xβ‖22 + λn

n−1∑
j=2

|βj |, (4)

where Y = (Y1, . . . , Yn)> is the response vector, for the parameter vector we
have β = (β0, . . . , βn−1)> = (a1, b1, (b2− b1), . . . , (bn−1− bn−2))> ∈ Rn, and the
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design matrix takes the form

X =


1 X1 0 0 . . . 0
1 X2 0 0 . . . 0
1 X3 (X3 −X2) 0 . . . 0
...

...
...

. . .
. . .

...
1 Xn (X3 −X2) (X4 −X3) . . . (Xn −Xn−1)

 , (5)

The regularization parameter λn > 0 is, as we already mentioned, used to control
the number of changepoints appearing in the final model. The design matrix X
can be decomposed into two parts: the first two columns corresponds with a
standard design matrix used for an ordinary linear regression with (a1, b1) ∈
R2 being the corresponding intercept and slope parameters and the remaining
columns of X are used to model the existing trend breaks in the final model.

The minimization problem in (4) is convex, and thus, it can be easily solved
using some standard optimization tools. An effective approach, for example, is
to use the LARS algorithm proposed in [4], and to obtain the whole solution
paths for all λn > 0. On the other hand, this problem also has some limitations,
which are evident especially when it comes to the theoretical properties of the
estimates obtained by (4). The standard LASSO penalty in (4) is well known
for selecting slightly more non-zero parameters in the final model than actually
needed and the model, which yields the optimal consistency rate in terms of the
L2 loss sense, does not provide a consistent selection in terms of the sparsity,
but it rather results in a slightly over-parametrized model (see [18] for details).

In order to improve the selection performance of the model we adopt the idea
presented in [26], and we introduce an analogous minimization problem where
the estimate for β = (β0, . . . , βn−1)> is now defined as

β̂ = Argmin
β ∈ Rn

1

n
‖Y − Xβ‖22 + λn

n−1∑
j=2

|βj |
|β̂(LS)

j |
, (6)

where, in addition to (4), we are using a specific scaling factor for each
parameter βj , j = 2, . . . , n − 1, in order to make the shrinkage effect (in terms
of the relative magnitude) same for all elements. The scaling factor is given

by the corresponding ordinary least squares estimate β̂
(LS)
j of βj , for each j =

2, . . . , n− 1. Recall, that we again do not penalize for the overall intercept and
slope parameters, which are β0, β1 ∈ R. The ordinary least squares estimates are
well defined and they are unique. Indeed, the total number of parameters used
in the estimation is the same as the overall number of observations, and thus,
the ordinary least squares lead to a perfect data interpolating fit.

2.1 Computational Aspects

As already pointed out, the minimization formulated in (6) is a convex optimiza-
tion problem and therefore, a global minimum can be efficiently found. Moreover,
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the same efficient algorithms, which are used to solve the standard LASSO prob-
lems, can be also employed to deal with the adaptive LASSO modification.

From the practical point of view, it is also possible to use some other scaling
factors in the penalty term in (6). Especially in situations, where the standard
least squares estimates can not be calculated (for instance, if the number of
observations is less than the number of parameters in the model, or the data
matrix is not regular), it might be suitable to use some alternative techniques
instead. From the theoretical point of view, the adaptive LASSO can be proved
to preserve its oracle properties and the selection consistency property once the
scaling factors are some

√
n-consistent estimates of the unknown parameters

(which can be obtained, for instance, by the elastic net approach if the system
is over-parametrized). The

√
n-consistency can be even weakened (see the tech-

nical details in [26]).

In the following we propose a straightforward algorithm to perform the adaptive
LASSO trend filtering as defined in (6).

1. Calculate the ordinary least squares estimate for β = (β0, . . . , βn−1)> ∈ Rn

as β̂
(LS)

=
(
X>X

)−1XY , where X is defined in (5).

2. Define a new design matrix X̃ = (w0X0, . . . , wn−1Xn−1), where wj =

|β̂(LS)
j |, for j = 0, . . . , n− 1, and X0, . . . ,Xn−1 are the columns of X.

3. Solve the standard LASSO minimization formulated as

β̃ = Argmin
β ∈ Rn

1

n

∥∥∥Y − X̃β
∥∥∥2
2

+ λn

n−1∑
j=2

|βj |, (7)

and obtain the whole solution paths provided by the LARS algorithm.
4. Calculate the final estimates for β = (β0, . . . , βn−1)> as β̂j = β̃jwj , for
j = 0, . . . , n− 1.

The minimization in (7) doest not yet fully correspond with the standard
LASSO problem as defined in [22], where the author considered the same vector
of parameters in the objective function and also in the penalty term. In our
situation, we do not want to penalize for the first two parameters (the overall
intercept and slope) and thus, only a subvector of β ∈ Rn plays the role in
the penalty term in (7). The problem can be, however, easily transformed to
exactly correspond with the LASSO problem in [22]. Indeed, if we split the

design matrix into two parts as X̃ = (X̃1, X̃2), where X̃1 consists of the first two

columns of X̃, and the corresponding vector of parameters is split accordingly,
β = (β>(1),β

>
(2))
>, such that β(1) = (a1, b1)> = (β0, β1)>, then it only needs some

basic algebra calculations to show that X̃β̃ = X̃1β̃1 + X̃2β̃2, for β̃ = (β̃
>
(1), β̃

>
(2))

being the solution of (7), can be equivalently expressed as HY + (I−H)X̃2β̃(2),

where H = X̃1

(
X̃>1 X̃1

)−1X̃1, and β̃(2) is now the solution of the minimization
problem
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β̃2 = Argmin
β ∈ Rn−2

1

n
‖(I−H)Y − (I−H)X2β2‖

2
2 + λn‖β2‖1,

which now fully corresponds with the standard LASSO problem introduced
in [22]. Technical details can be found in [14].

3 Theoretical Properties

The theoretical properties of the adaptive LASSO are mostly well known and
most of the details can be found in [26]. Some theoretical results related to the
changepoint detection and estimation can be also found in [23]. In this session
we summarize some important and useful facts and we provide some technical
details, which are not found elsewhere.

Let us recall, that Xj , for j = 0, . . . , n−1, denote the corresponding columns
of the designs matrix X, defined in (5). For the vector of parameter estimates

β̂ given by (6), and the vector of the corresponding signs ŝ ∈ [−1, 1]n−2, with

ŝj = sign(β̂j+1), for j = 1, . . . , n − 2, the KKT optimality conditions can be
expressed in a straightforward way as

X>j (Xβ̂ − Y ) = 0, for j = 0, 1; (8)

X>j (Xβ̂ − Y ) +
λn

|β̂(LS)
j |

ŝj−1 = 0, for j = 2, . . . , n− 1;

ŝj−1 = sign(β̂j), if β̂j 6= 0, for j = 2, . . . , n− 1;

ŝj−1 ∈ [−1, 1], if β̂j = 0.

Using the KKT conditions above and applying the same idea as we used
in Theorem 1 in [14] we can prove the consistency property of the adaptive
LASSO estimate of the underlying linear trend in a classical L2-norm sense. In
addition, inheriting the properties of the adaptive LASSO approach we can also
show that the obtained estimates preserve the oracle properties, which, beside
the asymptotic normality property of the nonzero estimates, means that the
consistent selection is achieved, meaning that

P
[
∀j ∈ {0, . . . , n− 1}; β̂j = 0⇔ βo

j = 0
]
→ 1, for n→∞,

for some vector of the true parameters βo = (βo
0 , . . . , β

o
n−1)> ∈ Rn, and the

optimal choice of the regularization parameter λn > 0, which needs to fulfill
λn →∞ and λn/

√
n→ 0, both for n→∞.

Reflecting this selection consistency property and the mean consistency in
the L2-norm sense back onto the initial model scenario defined in (1) and (2) we
can conclude that the changepoints in the model (i.e. breaks in the overall linear
trend) are truly estimated as the sample size tends to infinity. The theoretical
properties guarantee both – the consistent estimation of the true number of
changepoints in the model and also, their actual positions and the overall trend
estimation too.
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4 Simulations

For the simulation purposes we only considered a simple situation for a linear
trend model with two existing breaks: the first changepoint occurs at the point
x1 = 0.2 and the second at the point x2 = 0.7. The magnitudes of the both breaks
are proportional to the variance parameter σ2 = 1. The underlying function,
which is estimated, is given by the expression

f(x) = 2xI{x∈(0,0.2)} + (0.6− x)I{x∈[0.2,0.7)} + (x/2− 0.45)I{x∈[0.7,1)},

where for the domain of interest we take the unit interval (0, 1). There were four
sample sizes considered (n ∈ {50, 100, 500, 1000}) and for each we simulated 100
Monte Carlo simulations according to the model above. The random error terms
were assumed to be independent with the Gaussian distribution N(0, 1).

n
λAS λ(2) LASSO with λ(2) LASSO with λAS ALASSO with λAS

Value Mean Std.Err. MSE (St.Err) MSE (St.Err) Breaks MSE (St.Err) Breaks

50 7.04 0.21 (0.10) 0.021 (0.027) 0.021 (0.029) 0 [0–2] 0.022 (0.030) 0 [0–2]

100 9.95 0.36 (0.18) 0.013 (0.017) 0.013 (0.018) 2 [0–5] 0.015 (0.020) 1 [0–2]

500 22.22 1.81 (0.83) 0.007 (0.010) 0.003 (0.004) 7 [3–13] 0.006 (0.009) 2 [0–4]

1000 31.41 3.96 (1.65) 0.007 (0.008) 0.002 (0.003) 10 [5–22] 0.003 (0.004) 2 [1–5]

Table 1. Simulation results for three different models: the first model is fitted with
a standard LASSO penalty using a prior knowledge, that there are only two breaks
in the overall trend. The corresponding regularization parameter is denoted as λ(2)

and it is different for each Monte Carlo repetition. The other two models (standard
LASSO and adaptive LASSO) are fitted using the asymptotically optimal value of
the regularization parameter denoted as λAS . The Monte Carlo repetitions vary with
respect to the number of the estimated breaks. The mean squared error quantity with
the corresponding standard error values are provided as a goodness of fit measure
and the median number of estimated breaks with the corresponding range over all
repetitions is given to compare the models with respect to the selection consistency.

For each random sample we estimated three different models: firstly, the
standard LASSO penalty was used together with a prior knowledge that there
are only two slope breaks in the true model – the corresponding regularization
parameter denoted as λ(2) was selected from the LASSO path (obtained by the
LARS algorithm), such that two changepoints are nonzero in the final model; In
the second model we again considered the standard LASSO penalty, however,
the regularization parameter, denoted as λAS , was taken as an asymptotically
optimal value satisfying λn = o(

√
n) and λn → ∞, for n → ∞. The same

optimal value (λAS) was also used to fit the adaptive LASSO model proposed in
this paper. The fitted models are then compared with respect to two quantitative
qualities: the mean squared error of the model (MSE) was used to judge the mean
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consistency of the given model and the number of estimated breaks was used
as a meaningful tool to check the selection consistency. The results on all three
models are summarized in Table 4.
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(a) LASSO (λ(2), n = 50)
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(b) LASSO (λAS , n = 50)
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(c) ALASSO (λAS , n = 50)
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(d) LASSO (λ(2), n = 100)
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(e) LASSO (λAS , n = 100)
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(f) LASSO (λAS , n = 100)
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(g) LASSO (λ(2), n = 1000)
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(h) LASSO (λAS , n = 1000)
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(i) LASSO (λAS , n = 1000)

Fig. 2. Finite sample performance for three different models: the standard LASSO
model fitted with a prior knowledge that there are only two breaks in the slope is
always provided in the first figure column (the corresponding regularization parameter
is denoted as λ(2)). In the middle column, there is again the standard LASSO model,
however, with the asymptotically optimal value of the regularization parameter (λAS =
o(
√
n)), and finally, in the last column, there is the adaptive LASSO model with the

same value of the optimal parameter – λAS . The point-wise range for the estimated
models over 100 Monte Carlo repetitions is given by the gray regions and the blue solid
lines represent a scaled density of the estimated changepoint locations. )
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From Table 4 it is quite obvious that the models based on the optimal pa-
rameter λAS perform slightly better (in terms of the MSE value) than the model
which uses the prior knowledge about the true number of breaks, and thus, the
regularization parameter λ(2). The best mean consistency is observed for the
standard LASSO model, however, the price being paid for this is the selection
inconsistency – the model indeed selects more nonzero parameters than actually
needed. On the other hand, the adaptive LASSO seems to correct for this incon-
sistency and the number of the nonzero parameters being selected in the final
model seems to correspond with the reality. The estimated changepoint locations
seem to be consistent as well for the sample size increasing. For a visualization
of the behavior of these three models we also refer to Figure 2.

5 Conclusion

In this paper we proposed a new approach to fit linear trend models. The idea
is based on the sparse fitting modeling approach where we adopted the adap-
tive LASSO approach in order to achieve the model selection consistency in
terms of the true number of changepoints being estimated in the final model.
As a simple extension of the proposed model we can also incorporate some
qualitative restrictions like monotonicity or isotonic properties. This can be con-
venient especially in finance and econometric modeling where one expects the
final model to have some specific monotonic/isotonic properties. Unlike the clas-
sical LASSO estimation the adaptive LASSO yields a consistent selection and
the constructed estimates are known to have the oracle properties. Therefore,
the proposed methodology is especially suitable in situations where no prior
knowledge on the true number of changepoints in the model is given in advance.
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18. Meinshausen, N., and Bḧlmann, P. (2004), “Variable Selection and High- Dimen-
sional Graphs With the Lasso.” Technical report, ETH Zrich.

19. Meinshausen, N., and Yu, B. (2009), “Lasso-type Recovery of Sparse Representa-
tions for High-dimensional Data.” Annals of Statistics, 37, No.1, 246–270.

20. Qui, D., Katanoda, K., Tomomi, M. and Tomotaka, S. (2009). “A Joinpoint Re-
gression Analysis of Long-term Trends in Cancer Mortality in Japan (1958 - 2004).”
International Journal of Cancer, 24, 443–448.

21. Rudin, L.I., Osher, S., and Faterni, E. (1992). “Nonlinear Total Variation Based
Noise Removal Algorithm” Physics D: Applied Physics, 60, 259–268.

22. Tibshirani, R.(1996). “Regression Shrinkage and Selection via the LASSO” Journal
of the Royal Statistical Society, Series B 58(1), 267–288.

23. Shen, J., Gallagher, C.M., amd Lu, Q. (2014). “Detection of Multiple Undocu-
mented Change-points Using Adaptive Lasso”, Journal of Applied Statistics, 46,
No.6, 1161–1173.

24. Tibshirani, R.J. (2014). “Adaptive Piecewise Polynomial Estimation via Trend
Filtering” Annals of Statistics, 42, No.1, 285–323.

25. Tibshirani, R., Taylor, J., Lockhart, R., and Tibshirani. R. (2016). “Exact Post-
selection Inference for Sequential Regression Procedures.” Journal of the American
Statistical Association, 111, No. 514, 600–620.

26. Zou, H. (2006). “The Adaptive Lasso and Its Oracle Properties.” Journal of the
American Statistical Association, 101, No. 476, 1418–1429.

27. Zou, H. and Hastie, T. (2005) “Regularization and Variable Selection via the Elastic
Net.” Journal of the Royal Statistical Society B, 67, No.2, 301–320.

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 535



A novel genetic algorithm based similarity
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Abstract. Practical pattern recognition or data mining problems often
encounter time series data. Choice of a proper representation method
and a similarity measure is essential for classification or clustering of time
series data. Though there are various representation methods and simi-
larity measures proposed so far, dynamic time warping (DTW) seems to
be the most popular measure for comparison of two time series. Though
classification accuracy with DTW measure is quite high, it imposes a
heavy computational cost. In this work a novel algorithm DTW-GA, a
combination of DTW and Genetic Algorithm (GA), is proposed in which
an evolutionary approach using genetic algorithm is used to identify the
most important portion of the time series by masking the time series with
the optimum gene code which reduces the time of similarity computation
by DTW. The simulation experiments with 43 publicly available bench
mark data sets from different areas show that an increased computa-
tional speed by 7 times on average over normal DTW can be achieved
without considerable degradation in recognition accuracy for time series
classification problems. The proposed measure is particularly effective
for longer time series.

Keywords: Similarity measure, time series classification, dynamic time
warping, genetic algorithm

1 Introduction

Now-a-days time series data is abundant in nature and real life. Thus the need
for analysis of time series data has becoming more and more important [1]. Time
series data is defined as the data which varies with time and the observed value
over a period of time is collected for its acquisition. Some examples are human
gait data, online signature data in biometric authentication, EEG, ECG like
biosignals in medical field or stock price, exchange rate in financial analysis. For
pattern classification or data mining problems with time series data, similarity
computation between two time series is essential. Unlike static data where the
dissimilarity measure is straightforward with euclidean distance, distance metric
between time series need to be carefully defined to capture dissimilarity be-
tween them. Another main challange for time series analysis is the use of proper
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representation method. Raw time series has large number of points leading to
expensive processing and storage.

The most popular method to compare two time series is warping the time
axis in order to achieve an alignment between the data points of the series.The
Dynamic Time Warping (DTW) algorithm, first being used in speech recogni-
tion [2], has been shown to be an effective solution for measuring the distance
between time series [3]. Unlike euclidean distance which is easier to compute,
DTW allows a time series to be stretched or compressed to provide a better
match with another time series and can handle time series with local time shift-
ing and different lengths. Despite the effectiveness of DTW algorithm, it has a
computational cost of O(N2) which makes it computationally difficult to use for
longer time series. Several measures have been introduced to speed up DTW
computations as well as to better control the possible routes of the warping
path [4], [5], [6].

In this work, a new similarity measure based on dynamic time warping
(DTW) and genetic algorithm has been proposed in which the computational
cost of DTW is reduced by using a mask over time series which facilitates the
comparison of the most important points of the timeseries, skipping irrelevat
points. The optimum mask is determined by an evolutionary approach using ge-
netic algorithm. Genetic algorithm (GA) [7], a randomized heuristic and adaptive
search technique based on the principal of natural selection and the most popu-
lar evolutionary approach, is a good candidate for solving optimization problems
where the search space is large [8].In genetic algorithm, a population of possible
solutions, encoded as a binary string of n bits, are maintained through several
generations. In each generation, genetic operators such as crossover and muta-
tion are used to generate new population from the most elite pairs of the current
generation and the good ones are retained after evaluation by a fitness function.
Through the generations, the population is led to the better solution space and
finally produces the near optimal solution in the final generation. GA requires no
domain knowledge and quite robust than other random or local search methods.

Simulation experiments are done with 43 publicly available bench markdata
sets from UCR repository [9] for time series classification problems using pro-
posed similarity measure DTW-GA as well as other wellknown similarity mea-
sures including original DTW. The next section represents approaches for time
series classification and other popular similarity measures. Section 3 presents our
proposed similarity measure followed by simulation experiments and results in
the next section. The last section contains the summarization and conclusion.

2 Time Series Classification

Time series classification is an important task in real world applications and lots
of work have been done on recent times. In this section, approaches for time
series classification and some popular similarity measures are discussed. Current
approaches for time series classification techniques can be broadly classified into
three categories [10].
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2.1 Feature based classification

In this approach a multidimensional time series is transformed into a feature
vector and then classified by traditional classification algorithms.The choice of
appropriate features plays an important role in this approach. A number of
techniques has been proposed for compact representation of high dimensional
time series into one row to facilitate application of traditional feature selec-
tion algorithms like recursive feature elimination (RFE), zero norm optimization
etc. [11] [12]. Time series shapelets, characteristic subsequences of the original
series, are recently proposed as the features for time series classification [13].
Lesh et al. [14] proposed a pattern based feature selection method in which
short segments of time series are considered to be features when they appear
frequently in a class. Ji et.al [15] introduced a pattern-extraction algorithm
called Minimal Distinguishing Subsequence, more appropriate for classifying bi-
ological sequences.

Another group of techniques extract features from the original time series
by using various transformation techniques like Fourier, Wavelet etc. In [16],
a family of techniques have been introduced to perform unsupervised feature
selection on multidimensional time series data based on common principal com-
ponent analysis (CPCA), a generalization of PCA for multivariate data items
where all the data items have the same number of dimensions. Any distance
metric is used for classification of the feature based representation of the time
series data.

2.2 Model based classification

In model based classification approaches, a model is constructed from the data
and the new data is classified according to the model that best fits it. Models
used in time series classification are mainly statistical, such as Gaussian, Poisson,
Markov and Hidden Markov Model (HMM) or based on neural networks. Naive
Bayes is the simplest model and is used in text classification [17]. Hidden Markov
models (HMM) are successfully used for biological sequence classifications. Some
neural network models such as recurrent neural network (RNN) are suitable
for temporal data classification. Probabilistic distance measures are generally
suitable for model based classification of time series.

2.3 Distance based classification

In this approach, a distance function which measures the similarity between two
time series is used for classification. Similarity or dissimilarity measures are the
most important component of this approach. Euclidean distance is the most
widely used measure with 1NN classifier for time series classification. Though
computationally simple, it requires two series to be of equal length and is sensi-
tive to time distortion. Elastic similarity measures such as Dynamic Time Warp-
ing (DTW) [18] and its variants overcome the above problems and seem to be
the most successful similarity measure for time series classification in spite of
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high computational cost. The present work is related to the proposal of a new
similarity measure to be used with distance based classification techniques for
time series. In the next subsection some of the popular similarity measures are
presented in brief.

2.4 Similarity measures

The list of time series similarity measures proposed so far is quite long and none
of them proved to be the best one in all time series classification tasks. Here we
present several representative examples which we use in our work for comparison
with the proposed new measure. Similarity measures popularly used for multi-
variate time series analysis from different categories listed below are Euclidean
distance (lock step measure), Fourier coefficient (feature based measure), DTW
(elastic measure) and autoregressive AR as model based measure.

Euclidean distance Euclidean measure is the simplest and the most popular
dissimilarity measure.

The dissimilarity D(x, y) between two time series x and y using any Ln norm
is defined as

Dec(x, y) =
(
ΣM
i=1(xi − yi)

n
) 1

n (1)

where n is a positive integer, M is the length of the time series, xi and yi
are the i th elements of x and y time series respectively. For n = 2, we obtain
Euclidean distance. This measure is difficult to use for time series of different
lengths and having a time lag.

Fourier Coefficient measure Instead of comparing the raw time series, com-
parison can be done between the ith Fourier coefficients of the time series pair
after the Discrete Fourier Transform. This measure falls under the category of
feature based classification. The equation is given as:

Dfc(x, y) =
(
Σθ
i=1(x̂i − ŷi)

2
) 1

2 (2)

where x̂i and ŷi represent ith Fourier coefficients of x and y time series and
θ = M

2 ,M is the length of the time series.

Auto Regression coefficient measure This distance measure falls under the
category of model based classification and uses the model parameters for calcu-
lating similarity values. Auto regression coefficients of two time series are calcu-
lated beforehand from AR(Auto Regressive) models and the distance between
corresponding coefficients is taken as the dissimilarity measure. The number of
AR coefficients is controlled by a parameter in this model and directly affects
the speed of the similarity calculation.

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 539



GA based similarity measure 5

Dynamic Time Warping (DTW) distance measure Dynamic Time Warp-
ing (DTW) is a classic approach for computing dissimilarity between two time
series. DTW belongs to the group of elastic measures and works by optimally
aligning the time series in temporal domain so that the accumulated cost of
the alignment is minimal.The accumulated cost can be calculated by dynamic
programming, recursively applying

Di,j = f(xi, yj) + min (Di,j−1, Di−1,j , Di−1,j−1) (3)

for i = 1 . . .M and j = 1 . . . N where M and N are the length of the time
series x and y respectively and f(xi, yj) =

√
(xi − yj)2.

Currently DTW is the main benchmark against any promising new similarity
measure, though its computational cost is quite high.

Fig. 1. Representation using gene masking.

3 Proposed New Similarity Measure DTW-GA

The new similarity measure DTW-GA proposed here is a combination of dy-
namic time warping (DTW) with genetic algorithm (GA). DTW-GA use mask-
ing of time series with the optimum gene of GA as the representation method of
time series and DTW as the comparison method of two time series. The main
concept behind this new measure is that GA searches the best(optimum) gene
for masking so that the most important points of the time series is used for
comparison instead of the whole series to reduce the computational cost. The
whole procedure is explained below.
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3.1 Time series representation using masking with gene

Figure 1 shows the idea of time series representation by masking with gene. The
length of the gene/ chromosome is set beforehand. The time series is sliced into
portions by the length of the optimum gene as the slicing window. In this figure,
the bit string shows the optimum gene code generated by genetic algorithm. The
time series points corresponding to 1 is used for comparison while the points
corresponding to zero are discarded. The distance between two time series are
computed as shown in Figure 2 and average is taken as the distance between
two time series.

Fig. 2. Distance computation by DTW-GA

3.2 Proposed algorithm of DTW-GA for time series classification

As the most important points of the time series (which can be called feature
pattern of the time series) is different for different classes, the optimum gene code
is different for different classes. So at the first step GA is used to find out the
optimum gene code of each class from the training samples of the class. Minimum
intra class distance is used as the fitness function of the genetic algorithm. So
the gene code is considered optimum for the specific class for which the average
of the pairwise distance of the training samples is minimum. In the second step
1NN classifier is used to find out the class of the unknown test time series using
class specific gene codes of each class for comparison of the unknown time series
and training time series of the class.

The details of the genetic algorithm process is as follows:
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1. Generation of initial solution group (shown in Figure 3)
– Generate N searching genes having cells stored 0 or 1 randomly
– Generate C comparison genes stored 0 where C is number of class
– Initialize evaluation value of comparison genes to infinity

2. Fitness evaluation (shown in Figure 4)

for each Searching genes n

for each Comparison genes c

for M (parameter for stabilization)

get two c class time series from

training data randomly

compare two time series using

gene n

if distance is less than d_c, store

distance in d_c

if d_c is lower than evaluation value of

class c,comparison gene and evaluation

value of class c are overwritten by gene

n and d_c

store minimum value d_1 to d_ c in

evaluation value of gene n

3. Genetic operation (selection, crossover and mutation as in ordinary GA)
4. Repeat step 2 and 3 until stopping criterion is fulfilled

Fig. 3. Generating intitial solution group
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Fig. 4. The evaluation process in GA

The classification process is shown in Figure 5. 1NN classifier is used for
classification, The optimum gene code for the specific class is used with the
training sample of the same class and the test sample for similarity checking
with DTW.

4 Simulation Experiment and Results

The efficiency of the proposed similarity measure DTW-GA is evaluated by
comparing it with original DTW and other similarity measures using the com-
putational cost and classification accuracy of 1NN classifier. Nearest neighbour
classifier is supposed to achieve the best classification accuracy for time series
classification suggested by many researchers [19].

4.1 Data set

The benchmark data sets consisting of 43 different time series data from Uni-
versity of California, Riverside (UCR) time series repository [9] are used for the
simulation experiments. The training data is used as labeled data for classifier
and classification accuracy is calculated on the test set. The average classifica-
tion accuracy for twenty trials on different partitions of training and test data
are noted for all the data sets.
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Fig. 5. The process of time series classification

4.2 Parameter setting of GA

Parameter setting of GA is as follows:

– Iteration: 50
– Population size: 32
– Elite population: 2
– Superior population: 6
– Gene length: 5 to 30 at intervals of 5
– Crossover method: Two points crossover
– Mutation rate: 0.02
– Selection method: Rank selection

Experiments are also done to find out proper gene length by changing from
5 to 30 at intervals of 5.

4.3 Evaluation results of DTW-GA

Table 1 shows classification accuracy of all the benchmark data sets with each
similarity measure. This result of DTW-GA is calculated using suitable param-
eter for each dataset. In the average accuracy, DTW-GA is better than general
similarity measure Euclidean distance. However DTW-GA is lower than DTW.
In the statistical test, DTW-GA is not inferior to DTW because Wilcoxon signed-
rank test showed that there is no significant difference between DTW-GA and
DTW in the 95 % confidence intervals. From the view point of computational
cost, DTW-GA is better than DTW as it is found that the average computa-
tional time for DTW and DTW -GA is 1.15 ms and 0.14 ms respectively (average
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Table 1. Classification accuracy for different measures

Data Set No. of Classification accuracy with
Name class Euclidean Fourier AR DTW DTW-GA

50Words 50 0.668 0.626 0.213 0.709 0.681

Adiac 37 0.598 0.652 0.286 0.586 0.547

Beef 5 0.500 0.600 0.533 0.500 0.633

CBF 3 0.888 0.752 0.537 0.997 0.959

ChlorineConc. 3 0.627 0.663 0.683 0.626 0.670

Cinc ECG torso 4 0.944 0.880 0.535 0.689 0.920

Coffee 2 0.750 0.928 0.857 0.821 0.785

CricketX 12 0.592 0.510 0.302 0.777 0.636

CricketY 12 0.674 0.492 0.220 0.764 0.744

CricketZ 12 0.641 0.530 0.279 0.779 0.685

DiatomSR 4 0.928 0.934 0.771 0.960 0.948

ECG200 2 0.890 0.9 0.79 0.79 0.87

ECG5days 2 0.785 0.741 0.736 0.786 0.872

FaceAll 14 0.721 0.796 0.359 0.772 0.722

Face4 4 0.840 0.727 0.420 0.841 0.909

FacesUCR 14 0.801 0.717 0.341 0.938 0.813

Fish 7 0.794 0.788 0.354 0.857 0.783

GunPt 2 0.953 0.920 0.787 0.880 0.913

Haptics 5 0.361 0.377 0.302 0.360 0.399

InlineSkate 7 0.352 0.307 0.352 0.369 0.365

ItalyPD 2 0.962 0.959 0.610 0.947 0.967

Lighting2 2 0.819 0.655 0.672 0.803 0.787

Lighting7 7 0.712 0.534 0.369 0.767 0.671

MALLAT 8 0.924 0.909 0.487 0.915 0.908

MedImage 10 0.706 0.689 0.500 0.764 0.697

MoteStrain 2 0.865 0.860 0.568 0.891 0.866

Oliveoil 4 0.833 0.833 0.500 0.867 0.833

OSULeaf 6 0.549 0.523 0.446 0.636 0.549

SonyAiboRS 2 0.687 0.698 0.930 0.730 0.688

SonyAiboRS2 2 0.867 0.839 0.861 0.844 0.796

StarLightC 3 0.852 0.822 0.829 0.886 0.914

SwedishLeaf 15 0.788 0.752 0.600 0.797 0.816

Symbols 6 0.903 0.873 0.738 0.951 0.927

Syncontl 6 0.880 0.793 0.513 0.986 0.870

Trace 4 0.760 0.800 0.840 0.990 0.870

TwoPattern 4 0.961 0.778 0.277 1.00 0.933

TwoLeadECG 2 0.734 0.777 0.672 0.946 0.754

uWGLX 8 0.741 0.731 0.265 0.731 0.747

uWGLY 8 0.667 0.635 0.294 0.645 0.690

uWGLZ 8 0.650 0.640 0.271 0.660 0.639

Wafer 2 0.995 0.995 0.990 0.983 0.995

WordsSyn 25 0.635 0.594 0.215 0.674 0.630

yoga 2 0.829 0.834 0.608 0.839 0.847

Average 0.759 0.730 0.528 0.792 0.773
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over all the benchmark data sets). It is found that in the shortest dataset Italy-
PowerDemand, there is less difference between DTW-GA and DTW. However
computational speed of DTW-GA is 9 times as of DTW in the longest dataset
CinC ECG torso. On average, computational speed of DTW-GA is about 7 times
as DTW. DTW-GA can decrease computational cost significantly for the longer
time series.

5 Conclusion

Classification of time series data is very important for practical data processing
and has growing applications in various areas. As time series data is generated
in huge quantity, its analysis and processing needs faster algorithms. Traditional
machine learning algorithms for static data become unsuitable for large temporal
data. For classification or clustering of time series data, similarity measure is
the most important component. Though there are many similarity measures
already developed, none of them are the best match for all possible time series
classification problems. Euclid distance is the simplest one, but it cannot be used
for camparing two time series of unequal length. DTW and its variants are the
most popularly used measure but their computational cost is high.

In this work, to reduce the computational cost of DTW, without considerably
sacrificing the classification accuracy, a new similarity measure DTW-GA has
been proposed. The core idea of DTW-GA is to select the most informative class
specific pattern from the raw training time series by using genetic algorithm and
then to use the selected part of the time series for similarity computation with
DTW. The simulation results indicate that the computational time is reduced
compared to original DTW and the classification accuracy has not degraded
much according to the results of statistical significance tests. The most promi-
nent effect is noticed for the data sets having longer time series. Though for
DTW-GA, GA takes some time for initial selection of the optimum gene for a
particular class before actual classification, the total computation time is lesser
than original DTW. On the average over 43 data sets, computational speed of
DTW-GA is 7 times higher than original DTW. Further experiments reveal that
there is a suitable gene length to be set for each data set. The experiments on the
percentage of reduction of time series data points has also been done, though the
detail results are not presented here. It has been found that minimum 60% re-
tention of time series data is enough to produce maximum possible classification
accuracy for most of the data sets.
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A time series clustering technique to analyze the stock 

market movement after the budget announcement 

Abstract. Analyzing stock price movement has been of great interest to diverse 
communities. These movements are quite sensitive to different events like 
budget announcement, monetary policy change, poll results or any other mac-
roeconomic event.  Not every stock reacts similarly and sometime even if they 
are from the same sector, their price movements are quite different.  A tool, 
which can analyze the time series and then partition them into different clus-
ters, can really be beneficial to summarize and understand the broad nature of 
these movements. In this paper, a simple correlation based clustering tech-
nique for stocks (TSCCS) has been proposed to group stocks based on their 
time series.  The period considered is 1 month from the day of the announce-
ment of union budget in 2017.  Stocks included in the Nifty-50, has been con-
sidered in the scope of the study.  The clustering technique (TSCCS), produces 
results which can give practitioners significant insight to the movement of the 
market.  After clustering of the stocks, an industry specific volatility analysis 
followed by outlier detection are performed to generate additional insights. 
 
 

Keywords: Time Series, Clustering, Stock Market, Correlation 

1 Introduction:    

Often, the quantities or the characteristics we are interested at are meas-

ured over a period of time.   Collection of such observations over a time pe-

riod gives rise to a time series data.  Time series are prevalent across various 

domains.  Some of the examples where time series plays an important role 

are the rainfall data for weather forecasting [1], the EEG data for medical do-

main [2] or the mutual funds returns in banking and financial sector [3].  In, 

traditional data i.e. non time series data, each observation is represented as 

an entity and is treated as a vector. On the contrary, time series data is rep-

resented in a matrix form.  Consequently, usual data mining techniques like 

classification or clustering cannot be applied as is to the time series data. 

Banking and financial services is a functional area where time series data is 

frequently occurring and is of immense interest. Stock market is an im-

portant subfield where there is an abundance of time series data.  Bombay 

stock exchange and National Stock exchange are flagship share exchanges of 
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India. With more than 1.5 trillion-dollar market capitalization, they figure 

among the top 10 share exchanges across the world.  Founded in 1875, BSE 

the oldest stock exchange of Asia has more than 5000 companies listed in it. 

The prices of each stock is refreshed in every 4 seconds based on current 

supply and demand.  This generates huge amount of time series data.  Tradi-

tionally, fundamental analysis and technical analysis are used for a suitable 

investment strategy.  Technical analysis deals with the price chart which is 

nothing but a time series representation of the stock prices.   In Technical 

analysis, numerous aspects of the charts like trend lines, Bollinger bands, and 

various other patterns (Head and Shoulder, Triangle etc.) are studied along 

with different indicators (Relative Strength Index, Stochastics etc.). The lead-

ing charting software tools like MetaStiock, eSignal reduce the effort of data 

extraction and storage and prepare the charts with several annotations.  

However, the study and identification of such patterns are mostly a manual 

process and is done for individual stocks.  These tools lack the capability of 

discovering unobserved patterns by processing large amount of data availa-

ble. Also, it lacks capability of exploratory analysis like grouping different 

stocks, sectors etc. for better summarization and understanding. This moti-

vates the use of data mining / machine learning techniques.  

Time series clustering technique is quite important because grouping of simi-

lar time series may be important for many domains.  Particularly as noted in 

[10], summarization and visualization of different phenomenon is one of the 

most important problems to handle in modern finance. The clustering tech-

niques that can be applied, for time series data are varied based on the rep-

resentation scheme and the similarity measure that are adopted [4].  The 

raw time series can be used or alternatively various transformations can be 

applied on the same.  This varied options often works as an impediment to 

the end users.   

In this paper, we have proposed a simple time series clustering technique 

based on correlation for stocks (TSCCS).  The said algorithm has been used to 

cluster 51 stocks included in the Nifty index. The period of study is 1 month 

after the announcement of the union budget in 2017. The prototype stocks 

of the clusters have been used to summarize and understand the clusters be-

havior.  An industry specific study has also been presented to relate the 

movement of the stocks, with that of the index (Nifty). Finally, an analysis 
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with respect to the k-outlier stocks in each cluster is also performed.  The 

proposed algorithm demonstrates 

 How clustering can be used to better investigate stock market move-

ments, especially after an event? 

 It visually represents the similarity of stocks with in an industry and with 

the index, highlighting the variability and degree of such similarity. 

 It visually presents the similarity between the movements between differ-

ent stocks, which can be helpful for portfolio management. 

 Finally, an outlier analysis is performed, which can also potentially gener-

ate valuable insight for the investors. 

Rest of the paper is organized as follows: - Section 2, outlines about related 

works in this area. Section 3, discusses about the proposed algorithm.  Sec-

tion 4, presents different parameters and configurations used for the experi-

ment.  Section 5 has the results with a critical analysis.  Section 6, contains 

the conclusion of the work. 

2 Related Works: 

As pointed out by Aghabozorgi et. al. [4-5], time series clustering can be clas-

sified in broad three categories namely Whole time series clustering, Subse-

quence time series clustering and Time point clustering. TSCCS can work 

equally adeptly for whole as well as subsequence time series clustering.  We 

have divided the subsequent discussion in two parts. In the first part, we have 

given a focused discussion on clustering techniques and correlation analysis 

on stock market data. In the second part, we have briefly discussed about 

other important works in stock market modeling.  

2.1 Works using clustering or correlation analysis in stock market: 

Nanda et. al [6] used clustering for an optimal portfolio selection. They have 

used percentage return and valuation of the stocks and applied k-means. Fi-

nally, internal validity measures have been used to test the quality of the clus-

ters. The period of time considered was 2007 – 2008.  The proposed approach 

produced better return than sensex, however the paper does not deal with 

explicit time series data. Dorr et. al. [7] used a technique to establish relation-

ship among a sequence and a subsequence.  The proposed technique allows 
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finding similar patterns over unequal length time series. Their techniques 

were tested over stock market data. Guo et al. [8] in their work has first ap-

plied independent component analysis (ICA) and then subsequently has mod-

ified k-means algorithm for clustering the time series data.  Shapira et. al. [9] 

studied the effect of index correlation on other stocks and how this acts as an 

additional factor in time series movement of a stock.  This study was con-

ducted on New York Stock Exchange and Istanbul Stock exchange. Liao et. al. 

has worked on Taiwan stock market [10]. They have applied a two stage ap-

proach, in the first step apriori algorithm is used for finding the association 

rules in the second step k-means have been applied. 

2.2 Some other notable works in stock market modeling: 

Apart from clustering, the most common use of time series analysis has been 

in forecasting of prices of the stock.  Banerjee et al [11], Mondal et al [12] have 

used auto regressive integrated moving average (ARIMA) models to predict 

the stock prices for Indian market.  There has been also a trend where multiple 

models have been combined for better result.  Yakup et. al. [13] has combined 

support vector machine with artificial neural network where as Kazem et. al. 

[14] has effectively used support vector machine in conjunction with a variant 

of firefly algorithm.  Few research groups have also investigated correlation of 

sentiment expressed in social media with the stock market movement [15-16]. 

3 Proposed Method: 

The proposed algorithm, compares the closing price of selected stocks for a 

given time period.  Based on their similarity, the stocks are grouped into dif-

ferent clusters.  Apart from clustering, an outlier analysis is also performed in 

this paper. An outlier can be defined as an observation; whose variation is 

quite significant with respect to the other observations of the population. It is 

often felt that outliers are generated by a different mechanism [18].  

Algorithm:  TSCCS (Time Series Clustering using Correlation for Stocks) 

Input:  A portfolio of stocks closing time series [STK], Indices Values [IND], 

Number of Clusters (NC), Number of Outliers (k) 

Output:  PAM results, PAM outlier 
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Begin: 

Step 1 Smoothing the Time Series 

 // The closing price/value time series of each stock and indices is replaced by 

a simple moving average. 

// TSi indicates the i th the time series and SMA returns the simple moving av-

erage of a time series for given period p 

TSi = SMA [TSi, p] 

 

Step 2 Similarity Matrix 

// A similarity matrix is constructed using the Pearson’s product moment cor-

relation matrix 

// Number of Stocks in Portfolio as |STK| 

For (i in 1 to |STK|) 

{ 

For (j in 1 to |STK|) 

{ 

   Sim [i, j] = Correlation (TSi, TSj) 

} 

} 

 

Step 3 Dissimilarity Matrix 

For (i in 1 to |STK|) 

{ 

   DSIM [i, j] = 1 -  Sim [i, j] 

} 

 

Step 4 Create clusters  

// Partitioning around Medoid 

PAM results =   PAM ( DSIM, NC) 

 

Step 5 Find correlation with the index 

For (i in 1 to |STK|) 

{ 
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Simind [i] = Correlation (TS ind, TSi) 

} 

 

Step 6 Find k outlier points with respect to each cluster 

// outlier (Cluster 1, k) :- Identifies ‘k’ outliers furthest from the cluster medoid 

PAM outlier  =  outlier ( Cluster 1, k ) ∪  outlier ( 

Cluster 2, k ) …  ∪  outlier (Cluster NC, k) 

 

Step 7 Visualization 

// sector(STK) gives the sectoral information of the stocks 

TimeSeriesPlot (TS nc ) for all TS ∈ Mediods (PAM)  
// Useful for investing the nature of the cluster 

Boxplot (Simind with respect to sector) 

Clusterplot (DSIM) 

OutlierPlot (PAM outlier) 

 

4 Materials and Methods: 

In this section, we have provided the details about experimental setting 

which can be used to reproduce the results. 

The stocks included in the stock are from the popular NIFTY50 index, which 

has 51 shares from 12 industry sectors, namely Cement & Cement Products, 

Services, Consumer Goods, Construction Pharma, Automobile, Financial Ser-

vices, Energy, Telecom, Metal, IT, Media & Entertainment.  The different 

stocks which are included industry wise are as follows 

 Cement & Cement Products: - ACC Ltd, Ambuja Cements Ltd., UltraTech 

Cement Ltd. 

 Services: -  Adani Ports and Special Economic Zone Ltd. 

 Consumer Goods: -  Asian Paints Ltd., Hindustan Unilever Ltd., I T C Ltd. 

 Pharma: -  Aurobindo Pharma Ltd., Cipla Ltd., Dr. Reddy's Laboratories 

Ltd., Lupin Ltd., Sun Pharmaceutical Industries Ltd.,  

 Financial Services: -  Axis Bank Ltd., Bank of Baroda, HDFC Bank Ltd., Hous-

ing Development Finance Corporation Ltd., ICICI Bank Ltd., Indiabulls 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 553



Housing Finance Ltd., IndusInd Bank Ltd., Kotak Mahindra Bank Ltd., State 

Bank of India, Yes Bank Ltd. 

 Automobile: - Bajaj Auto Ltd., Bosch Ltd., Eicher Motors Ltd, Hero Moto-

Corp Ltd., Mahindra & Mahindra Ltd., Maruti Suzuki India Ltd., Tata Mo-

tors Ltd DVR, Tata Motors Ltd. 

 Energy: - Bharat Petroleum Corporation Ltd., GAIL (India) Ltd., Indian Oil 

Corporation Ltd., NTPC Ltd., Oil & Natural Gas Corporation Ltd., Power 

Grid Corporation of India Ltd., Reliance Industries Ltd., Tata Power Co. Ltd. 

 Telecom: -  Bharti Airtel Ltd., Bharti Infratel Ltd,  

 Metals: -  Coal India Ltd., Hindalco Industries Ltd., Tata Steel Ltd.,   

 IT: -  HCL Technologies Ltd., Infosys Ltd., Tata Consultancy Services Ltd., 

Tech Mahindra Ltd. 

 Construction: -  Larsen & Toubro Ltd., 

 Media & entertainment: -  Zee Entertainment Enterprises Ltd. 

The budget was announced on 1st February 2017.  The time period consid-

ered in the experiment is from 1st of February to 28th February. The daily 

closing prices have been used to construct the time series. A simple moving 

average of 3 days has been used to smooth out the daily fluctuations. Parti-

tioning around medoid (PAM) is used as the clustering algorithm in this ex-

periment. The computational environment used is R [17]. Some of the im-

portant libraries that have been used are stat, qgraph, zoo, ggplot2 etc. The 

index that we have compared with is Nifty 50. Number of clusters has been 

taken as 3 and number of outliers per cluster is 2. 

5 Results: 

In this section, we have presented and critically discussed about the results 

obtained from applying time series clustering on Nifty 50 Stocks. 

5.1 Analysis of the clusters: 

Three has been taken as the cluster count. The description of the clusters and 

their analysis as per the prototype stock has been presented in Table 1.  
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Table 1.   Analysis of the clusters 

Clus-

ters 

Cluster 

Details 

Prototype Time Series Trend 

Clus-

ter 1 

24 Stocks 

are in 

cluster 1.  

The repre-

sentative 

stock of 

the clus-

ter is State 

bank of In-

dia. 

 

 

 

This clus-

ter would 

mostly 

consist of 

stocks go-

ing south-

ward. 

Clus-

ter 2 

10 stocks 

are in 

cluster 2. 

The repre-

sentative 

stock is 

Axis Bank 

 

 

This clus-

ter would 

mostly 

con-

sistent of 

stocks 

showing 

moderate 

upside. 

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 555



Clus-

ter 3 

17 Stocks 

are pre-

sent in 

cluster 3. 

The repre-

sentative 

stock is In-

fosys. 

 

 

This clus-

ter would 

mostly 

con-

sistent of 

stocks 

showing 

strong 

rally. 

 

The below figure gives a visualization representation of the similarity between 

the stocks. 

 

Fig. 1. Similarity graph with Nifty 50 stock 
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The above figure, attaches a color scheme commensurate with the similarity.  

The red color represents negative correlation and green color indicates posi-

tive correlation.  

It can be observed that, 

 V17 (Dr. Reddy) and V46 (TCS), has a negative correlation of 0.93 and it 

has been annotated with dark red color. 

 V29 (Infosys) and V41(State bank of India) has similar negative correlation 

of 0.91.  

 Same sector stocks like ACC and Ambuja exhibit high correlation of 0.91 

which is expected. 

 However, Gail and HDFC back, which are from different sector demon-

strate high correlation of 0.94 and Sun pharma and Dr. Reddy, which are 

from the same sector display a negative correlation of 0.24.  

An ideal portfolio should be well diversified. Hence, those stocks which show 

similar price movement should be avoided.  The above similarity graph can 

be helpful for the same. 

5.2 Analysis of the outliers: 

In this experiment, 2 most outlying points from each cluster has been found 

out and investigated for potential insight useful in investment. The similarity 

graph for those 9 stocks is shown in figure 2. The intensity of the color and 

thickness of the edges is proportional to the degree of the correlation. 
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  Cluster Centers 

 Outliers 

 

Fig. 2.   Cluster center with 2 outlying stocks of each cluster 

Upon inspection we have found Bajaj Auto’s stock to be the farthest from all 

the centers.  Below, is a snapshot of the time series in Figure 3. 
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Fig. 3.   Bajaj Auto time series during February 1st to February 28th 

It can be well observed that Bajaj Auto displayed quite random movement 

during the said period and hence may be a stock not to be invested in.  So the 

outlier analysis also generates some insight to the investors. 

5.3 Comparison with the index 

In this section, we have compared the sectoral variations with changes with 

respect to index.  Figure 4, shows the correlation of the individual stock time 

series with the index time series using a box plot. 
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Fig. 4.   Boxplot showing correlation of the stocks across sectors. 

It can be observed from Figure 4, that 

 Most of the sectors especially financial, automobile and metal sectors 

show a wide range of variation. IT as a sector shows minimal variation 

 IT, Energy and Metal stocks have shown positive correlation with NIFTY 

 Other sector stocks which include Media, Telecom and Services show a 

negative correlation with the index 

6 Conclusion: 

In this paper, we have analyzed stock price movement of 51 stocks included in 

the Nifty 50 index after announcement of union budget in 2017. For the same, 

a simple time series clustering has been applied. The three clusters clearly pre-

sented downward trend, moderate uptrend and strong uptrend.  The visuali-

zation of the similarity graph and the subsequent inferences can be useful for 

an optimal portfolio strategy. An analysis with respect to similarity of the dif-

ferent industries with the index is also performed, which can work as a cue to 

the investors. Finally, an outlier analysis is applied, which proves to be effec-
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tive as far as investment decisions are concerned. The simple clustering tech-

nique based on correlation (TSCCS) is found to be quite effective in finding 

some useful patterns. This can be further extended for a longer term associa-

tion, a broader range stocks and an inter-event comparison 
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Abstract. Anomaly detection from a time-series is an important prob-
lem with applications to find or predict development of a fault in a sys-
tem. Depending on the source of the data, it could be non-periodic, quasi-
periodic and periodic. Modeling an a-periodic data to detect anomaly
is difficult. A pure periodic data seldom happens in nature. Finding
anomaly in quasi periodic time series signals, for example bio-signals like
ECG, heart rate (pulse) data, are important. But, the analysis is compu-
tationally complex, because of the need of proper window size selection
and comparison of every pair of sub-sequences of windoe-size duration.
This makes real-time anomaly detection of bio-signals difficult. In this
paper, we proposed an efficient algorithm for anomaly detection of quasi-
periodic time-series data. We introduced a new concept ”mother signal”,
which is the average of normal sub-sequences. Creation of the mother sig-
nal is the first step in the process. Finding deviations of sub-sequences of
varied duration (due to quasi-periodicity) from mother signal, the second
step. When this distance crosses a threshold, it is declared as a discord.
The algorithm is light enough to work in real-time on computationally
weak platforms like a mobile phone. Experiments were done with ECG
signals to evaluate the performance. It is shown to be computationally
more efficient compared to existing works, and could identify discords
with higher rate.

Keywords: Quasi Periodic Time series, Anomaly detection, Fundamen-
tal period, Clustering

1 Introduction

The health of any running system is monitored by a set of sensors, the collected
data from which is analyzed to ensure safety and/or predict malfunctioning.
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Depending on the system, the data could be aperiodic or periodic. There are
studies on anomaly detection, both on periodic and non-periodic signals. Various
techniques are used, such as HMM based [2], prediction based [3], similarity
based [4], window based [7] and segmentation based [12]. For aperiodic signals,
piecewise regression [5] [6] and model-based clustering methods [1] are proposed.
These models need a lot of training data to optimize the model parameters. They
require long training using computationally hwavy algorithms like expectation
maximization.

For many systems, the data collected are quasi-periodic, where the period
varies slightly over an average. Important bio-signals to monitor health, like
ECG, pulse rate are quasi periodic. Recently, systematic collection, storing and
analysis of bio-signals is widely adapted for personalized health-care, medical
informatics, drug testing and a plethora of applications. Anomalies in bio-signal
can detect/predict heart disease, pulse failure or other kinds of life-threatening
situations. Present health-care systems installed on mobile devices collect data
continuously, to get analyzed at the end of the day on a different platform. A real-
time analysis to create alarms for people vulnerable to heart-related problems,
could save lives, avoid driving accidents etc. This is not realized yet.

The main motivation of this work is to detect anomaly in quasi periodic
time-series signals in real-time, on computationally weak platforms like smart
phones. We did experiment on ECG data, because there are many works done,
and labeled data available on the web. The approach is from the signal point of
view. No physiological or medical knowledge is used.

1.1 Definition of Time Series Discords

The anomaly subsequences in a quasi periodic signal are called discords. In
quasi periodic signals, as the period randomly varies over the average, to find
anomaly, one needs to compare every possible pair of subsequences. Usually, from
the domain knowledge one fixes the subsequence window length. Time series
discords are subsequences, which are maximally different to all the rest of the
subsequences of the whole sequence. Discords could be detected by comparing
every pair of sub-sequences, and identifying and ordering them, with the largest
distance from its nearest (least distant) neighbor heading the list. Usually, we
are interested to find the set of discords for which the distance from the normal
subsequence is above some predefined threshold. We can find discords using
brute force method which is computationally heavy with time complexity of
O(n2), where n is the total number of subsequences possible out of the whole
time series.

Let us consider a discrete time series consisting of T time-slots. Let us also
consider that the subsequence length is m time-slots, where m � T . Thus,
the original signal consists of n = (T − m + 1) such subsequences. The ith

subsequence starts at ith slot, where 0 ≤ i ≤ (T −m). If all possible pairs are
to be compared, we need n2 ≈ T 2 comparisons, because m � T and therefore
n ≈ T . In previous works, the length of the subsequence was user defined [7]. In
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our work, the length m is computed from the signal, and is equal the average of
the fundamental period of the quasi-periodic time series [13].

1.2 Related Works

As the time-series length gets longer, comparing all pairs to find discords is
computationally complex. Related works are proposals of how to find discords
efficiently. As ECG data is one of the most popular quasi periodic signal, many
of the works are with ECG signals. One of the early work was by Keogh [7].
They discretize the data value into 3 levels, assigning alphabets “A”, “B”, “C”,
and proposed a heuristic algorithm to find maximal distance subsequences. In
Keogh’s work one need to fix parameters, and the result depends on them. Sub-
sequently, parameter free discord search algorithm for quasi periodic signals were
reported in [8] and [9]. Recently, anomaly detection in ECG artifacts using Motif
was proposed in [10].

Of quasi-periodic signals, ECG is one most investigated and recently finds ap-
plications in many mobile devices. It is now common to attach wearable sensors
to collect bio-signal and transfer to mobile device by Blue-tooth communication.
Simple analysis, like instantaneous pulse rate are available. Real analysis of the
recorded data is done off-line after uploading the data on a PC. For example, the
device would collect ECG data over a day, and then it is analyzed for detecting
discords.

Existing algorithms to find anomaly in quasi-periodic signals like ECG are
computationally heavy. Yet, it is important to identify anomaly in bio-signals in
real-time, especially for those who have medical history. A real-time identification
and warning could avoid fatality. The aim of this work is to propose an algorithm
which can run on a weak computational platform, with low memory requirement
- for example a smart phone.

Depending on the algorithm used, anomaly location and frequency would
vary. The ground truth could be understood and identified only by the domain
expert, in case of bio-signals by a health professional. Anomaly detected on
the basis of algorithmic analysis may not tell the ground truth. In fact, some
signal anomaly could be of no health concern, whereas the algorithm may miss
some subtle problems. Yet, a warning is important even when there could be an
occasional false-alarm.

The rest of the paper is as follows. In Section 2, the core idea behind the
algorithm, creation of mother signal is explained. How it is actually done for ECG
data is also explained. In section 3, the algorithm to find discords is explained.
Experimental data set and their results are elaborated. The paper is concluded
in section 4.

2 Proposed Idea - Mother Signal

2.1 What is Mother Signal?

We proposed a new concept [11] we named ”mother signal”. As a first step we
set m equal to the fundamental period, average of most frequently occurring pe-
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riodic signals. The fundamental assumption here is that normal (not discords)
subsequences overwhelmingly outnumber subsequences with discords, which is
true for any running system. Mother signal is the average of those normal sub-
sequences. Once mother signal is known discords are detected more efficiently.
Even if we use exhaustive comparison with mother signal, the complexity is
O(mn) much less than O(n2). In other words, comparisons with mother signal
will be much more efficient compared to brute force comparison of every possible
pairs. The largest discord is the one whose distance is highest from the mother
signal. Multiple discords can be detected as subsequences whose distances with
mother signal exceed a pre-defined threshold. Otherwise, we can identify and
list the first pre-defined number of discords in order of their distances from the
mother signal.

From a given quasi-periodic time series, first its fundamental period is deter-
mined. For that the slowly moving baseline is shifted to a constant level of zero,
as shown in Fig. 1. Next, the peaks of the signal are identified, to find the span
of different subsequences. This procedue is explained in Fig. 2. The time-series
signal, shown in Fig. 1 and Fig. 2, is an ECG signal. One peak to the next is one
subsequence. The time-duration of these sub-sequences vary over an average,
except at places where there is a discord. We took a large number of samples
to verify their distribution, and found that to be normal. The average of these
periods is set as the value of m, the time duraiton of the so called mother sig-
nal. For any two normal subsequences, though their durations may differ a little
from m, if we normalize the durations to m and shift-and-rotate for maximum
match (minimum Euclidean distance), their distance will be small. Only in case
of discords the distance from mother signal would be large even when all possible
shifts and rotations are tried.

2.2 Creation of the Mother Signal

In this section, we describe how the mother signal is created. As shown in Fig. 2,
local minimum points are marked, and subsequences from one to its next are
identified. The basic idea is to cluster those subsequences. The cluster with the
maximum cardinality is considered to be consisting of normal subsequences.
Their mean will form the mother signal.

For clustering, we need to measure distance between any pair of subsequences.
As they are of different length in time, ideally the distance measured by dynamic
time warping (DTW), should be considered. We too did clustering using dis-
tances measured by DTW. But, DTW is computationally heavy. We proposed
a faster solution. All subsequences are scaled to the same length, the average
length of all subsequences. For length normalization algorithms used for image
compression and enlargement, are tried. Euclidean Distance between two subse-
quences were calculated after scaling them to same time duration by using, (a)
Lanczos, (b) Bilinear, (c) Nearest Neighbor, (d) Piecewise Aggregate Approxi-
mation, (e) Bicubic algorithms. The total computation time for clustering, using
DTW to measure distance and Euclidean distance after scaling using different
scaling algorithms, are shown in Fig. 3. Euclidean distance after scaling takes
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Before Elimination of Baseline Variation

After Elimination of Baseline Variation

Fig. 1. The slowly moving baseline is shifted to constant zero.

almost the same time, using different scaling algorithms. DTW requires nearly
100 times more computation time.

Clustering of subsequences The number of clusters are not known a-priori.
As the motivation is to find the cluster with highest cardinality, the result is not
affected much on the setting of the number of clusters. We tried different clus-
tering algorithms as listed here: agglomerative clustering; k-means with K=2, 3,
4, 5; X-means, SOM, DBSCAN. Both DBSCAN, X-means, where optimum clus-
ter number are automatically set, resulted in 4 clusters. Those four clusters are
shown in Fig. 4. the result when only 40 subsequences were used for clustering.
We included some discord portion. As shown in the figure, majority of signals
fall in cluster 2, which we conclude is the ensemble of normal subsequences. The
average of all members of this highest cardinality cluster is the mother signal. In
case of ECG data, mother signal may change with time. In fact, with the same
person, it will change with the person’s activity. While we experimented with
ECG data, we updated mother signal using latest ν subsequences, where ν = 40.
Once mother signal is ready, it is used for next incoming signal.

3 Proposed Algorithm, Experimental data and Results

The computational complexity for anomaly detection using brute force method
is O(n2). Even all possible comparisons with mother signal will reduce the com-
plexity to O(mn). As n � m, comparison using mother signal is much more
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Fig. 2. Identifying the peaks to determin the periods.

efficient. In this section, we propose a heuristic algorithm which will improve the
efficiency even further.

The basic idea of proposed heuristic for reducing computation is as follows.
Suppose, for ith subsequence, to find the minimum distance (i.e., maximum
match) with mother signal, we need to shift-and-rotate the ith signal by p slots.
We already found that by using step-by-step shift-and-rotate comparions. In that
case, for comparing (i+1)th subsequence with the mother signal, we need to shift-
and-rotate (i+1)th subsequence by (p+1) slots, because (i+1)th subsequence is
only 1-slot shifted from the ith subsequence. In that way, for (i+1)th subsequence,
the number of shift-rotate-compare will be reduced from m to 1. We can reduce
the computation for distance comparison by m times. Through experiment, we
found that 97% of times, this 1-slot shift gave best match. But, it does not always
happen, especially for discord subsequence. First, we shift (i+ 1)th subsequence
by p-slots, (p+ 1)-slots and (p+ 2)-slots, and calculate the distance with mother
signal. Ideally, (p+1)-slots shift will give the best match. If that does not happen,
we need more elaborate searching for proper shift that would achieve maximum
match with the mother signal. An efficient heuristic algorithm for this elaborate
searching is proposed and explained below.

In Fig. 5, we show the distance when a normal signal is compared with the
mother signal. The x-axis represents the shift and the y-axis is the distance.
The change of distance with shift is smooth, with a prominent minimum at shift
around 100 slots. The distance is symmetric on two sides of the minimum. Be-
cause of this shape, it is easy to find the minimum without comparing distances
for all possible m shifts. We calculate distances for a few equally spaced shifts,
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Fig. 3. Time required for clustering when different algorithms were used for measure-
ment of distance between a pair of subsequences

and can easily converge to the minimum point (maximum match) in a few trials.
The heuristic search algorithm to find minimum distance is explained in [11].

4 Experimental Data and Results

We used data from MIT-BIH Database [15], the detail of which is shown in Ta-
ble. 1. The algorithm complexity to find anomaly is basically the number of times
we need to calculate distance between two subsequences. Distance function cal-
culates Euclidean distance between two subsequences. Computation time for the
proposed algorithm is at fourth column, and for other competitive algorithms,
are shown in the last three columns of Table 1. For the proposed algorithm,
time to generate mother signal is also included. We can see that the proposed
algorithm is almost 8 times faster compared to [16] (with parameter s=100) and
[7]. Though, [16] (s=20) is faster compared to [16] (s=100), in Table. 2 we can
see that its performance (F-score) is not good.

In Table. 2, we show the average of F-measure for all 8 data sets using our
proposed algorithm and related works reported in [16] [7]. This table verifies
that, in spite of our algorithm being faster, its identification of discords (both
precision and recall) are either the best, or very near to the best. In the last
coulmn, we show how F-score of our algorithm differs from the best result. Out
of 8, for 4 data sets, it gave the best result. For the rest, it was near the best.
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Fig. 4. Three clusters from 40 subsequences. Cardinality of cluster 2, which consists of
normal subsequences, is the highest.

It is usual to evaluate any pattern recognition algorithm by precision and
recall. In our case, the ground truth is not known. The decision of anomaly
is solely based on the distance from the normal trend - both for the proposed
method as well as brute force method. All the results in Table.2 are from signal
shape perspective. The medical interpretation of discords could differ.

To evaluate the significance of our result in medical perspective, we did ex-
periment with a different (much longer) data set. The data parameters and the
result are shown in Table. 3. These are labeled data, with two types of discords,
PVC (Premature Ventricular Contractions and SVPC (Supraventricular Prema-
ture Contraction). The distance of subsequences, from mother signal is shown
in Fig. 6. PVC discords are more prominent, and we could detect with very
high accuracy. But, most of the SVPC discords were missed. It is also evident
from Fig. 6 that though prominent discords form sharp spikes, setting proper
threshold value to identify all discords, is difficult.
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Fig. 5. Distance of two subsequences from mother, shown at different shifts. The graph
is symmetrical on both sides of minimum. The one on the left is a closer match to
mother signal, as distance minimum is almost zero.

5 Conclusion

We could improve the efficiency of discord detection in periodic signals. We com-
pared our algorithm to other kind of algorithms [16] proposed recently. Com-
parison with [10] is underway. The memory requirement is not analyzed. The
parameters used in our algorithm, determine both the efficiency as well as the
quality of the result. To find their optimum values for maximum efficiency with-
out sacrificing quality is a challenge. We will investigate how the result changes
with parameter values, for certain type of bio-signals. Finally, the most impor-
tant aspect is to compare the results with ground truth. We hope to obtain more
labelled data with discords, identified by health experts. Our algorithm works
for quasi periodic signals. The period changes over time, like pulse rate varies
with the level of exhaustion or emotional state. We took care by using a window
of 40 ×m (the last m) to find new m and the new mother signal. Selecting this
window size is critical and application dependent. Discords with different wave-
forms have different meanings. For practical application we need to analyze the
discords to provide the user with their level of emergency and suggestions for
action to be taken.
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Table 1. Data used for experiments and Computation time

Data set T m Proposed Algo [16](s=20) [16](s=100) [7]
1 3751 228 1.14 2.48 6.9 8.8
2 3750 163 0.85 2.01 5.73 8.6
3 3750 251 1.09 2.06 5.77 9.03
4 3750 143 0.95 3.06 8.94 8.47
5 5400 351 2.43 4.77 12.67 15.46
6 5401 292 1.56 3.16 8.76 14.74
7 5400 399 2.23 2.84 8.55 16.85
8 16500 370 8.28 21.33 60.92 67.01

Table 2. Comparison of F-score for all eight Data sets

Data set Proposed Algo [16](s=20) [16](s=100) [7] Difference with best
1 0.92 0.89 0.91 0.94 0.02
2 0.54 0.35 0.58 0.44 0.04
3 0.88 0.51 0.59 0.51 0.00
4 0.95 0.72 0.85 0.71 0.00
5 0.91 0.87 0.93 0.95 0.04
6 0.76 0.52 0.61 0.34 0.00
7 0.72 0.34 0.65 0.52 0.00
8 0.83 0.73 0.84 0.81 0.01
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Table 3. Detection of PCV and SPVC discords

Data T m PVC SPVC PVC SPVC Error
set count count detection Detection Rate
1 1000500 210 18 4 78% 0% 14%
2 1000500 220 9 4 89% 0% 10%
3 1000500 270 12 2 75% 50% 9%
4 1000500 250 23 7 87% 14% 5%
5 1000500 270 10 13 80% 25% 23%
6 1800000 253 86 0 100% - 0%
7 1800000 279 9 16 90% 8% 9%
8 1800000 268 8 5 80% 20% 1%

16. Sugiyama, M., Borgwardt, K.M.: Rapid Distance-Based Outlier Detection via
Sampling, NIPS 2013.
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Abstract. Hybrid feature selection is an special issue in machine learn-
ing because in many cases they can find better sets than the filter algo-
rithms and are faster than wrapper algorithms. However, to the best of
our knowledge, most of hybrid algorithms only take into account individ-
ual relevance of features and redundancy score to create the search space
for the wrapper search. This may lead to loss of valuable features that
could increase the accuracy of classifiers. In this paper we deal with this
problem by proposing a new hybrid algorithm that reduces the search
space of the wrapper search to a set of features with high interaction
score and high individual relevance. To relieve the wrapper search we
use the Simulated Annealing algorithm. Experiments on sixteen datasets
reveals the new algorithm can effectively detect feature sets with high
auc-roc values with small number of evaluations.

1 Introduction

Feature selection plays an essential role in supervised classification since its main
goal is to identify and remove irrelevant and redundant features that do not
contribute to minimize the error of subsequent classification [1]. Basically, given
a dataset D, the advantages of feature selection include selecting a set of features
F̃ = {fi1 , . . . , fik} ( F with:

Err(`,DF̃ ) ≤ Err(`,D),

where DF̃ is the result of projecting F̃ over D and Err(`,D) represents the
error rate of a classifier ` when trained and tested on D. The process of select-
ing features is composed of two basic components: an evaluation function and
a search engine [2]. The evaluation function is a metric that evaluates quanti-
tatively how good is a set of features to discriminate among class labels. The
search engine generates potential sets that will be evaluated by the evaluator.
According to the way sets are evaluated, feature selection can be classified as:
feature ranking, pairwise comparison and subset comparison methods. Feature
ranking algorithms rank all features according to their correlation to the class

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 575



II

and then select the top features. These algorithms are prone to select redundant
features. On the contrary, pair-wise comparison methods detect and remove re-
dundancy features by evaluating pair of features. Although they are fast and
accurate they cannot detect feature interaction [3].

Multiple features interact with each other, when the set composed by all of
them is more relevant to classes than any of its proper subsets. Since feature
ranking and pairwise comparison algorithms cannot detect interacting features,
subset comparison methods are often more accurate [3]. Within the subset com-
parison methods, consistency-based algorithms can detect interacting features
by evaluating collective relevance (correlation) of a feature set to the class. In
section 2 we explain more in detail the definition of consistency measures and
some of their properties.

We first introduce the Bayesian risk as a consistency measure, which is used
by most of the consistency-based feature selection algorithms. For a dataset D,
we view a feature of D as a random variable and a feature set F̃ as a joint
variable. Then, we let ΩF̃ denote the sample space of F̃ , C denotes a variable
that describes classes and PrD denotes the empirical probability distribution of
D. With these notations, the Bayesian risk is defined by

Br(F̃ ) = 1−
∑

x∈ΩF̃

max{ Pr
D

[F̃ = x, C = y] | y ∈ ΩC}. (1)

This function is also referred to as the inconsistency rate in [4].
To the best of our knowledge, Lcc [5] and its fastest version Super-Lcc

[6] have the most practical performance in both time efficiency and prediction
accuracy in the consistency-based feature selection field. In the first step, Lcc
sorts the features in F into (f1, . . . , f|F|) in the increasing order of the Symmetric

Uncertainty SU(fi,C) and then fixes F̃ , a variable that represents a subset of
F , to F . In the second step, starting from i = 1, Lcc lets F̃ = F̃ \ {fi} and
computes Br(F̃ \ {fi}). If Br(F̃ ) \ {fi} ≤ δ, Lcc judges that the feature fi
is not important and eliminates it from F̃ . This procedure is repeated until
no features left untested. Super-Lcc outputs the same set as Lcc, but uses
the binary search instead of linear search to significantly reduce the number
of sets evaluated [6]. The parameter δ defines the upper-bound bayesian risk
of the selected set. Therefore, we may think that the lower the value of δ is,
the more classification accuracy the selected set can yield. However, we have
investigated that in terms of classification accuracy, the minimum bayesian risk
not necessarily conducts to a maximal accuracy of classifiers in practice. As an
instance, Figure 1 depicts the resulted Auc-Roc values of C4.5 classifier for
different values of δ. However, the maximum Auc-Roc value is not reached
with the minimum δ in many cases. This phenomena occurs probably because
Lcc/Super-Lcc are prone to select features with low individual relevance when
δ is small [7].

The main contribution of this paper is to present a new feature selection
algorithm that uses Lcc/SuperLcc, a wrapper search and the Simulated An-
nealing search to efficiently find a suboptimal set with high prediction accuracy.
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Fig. 1: Auc-Roc values of c4.5 classifier for the outputed value of Lcc/Super-
Lcc when varying δ. Five-fold cross validation was used to compute Auc-Roc
values.

In section 2, we briefly review some methods based on consistency measures and
show some important properties of Lcc/SuperLcc that allow us to efficiently
look for feature sets with small bayesian risk. In section 3, we explain how to
combine the simulated annealing algorithm to Lcc for an optimal search. Fi-
nally, in section 4 we present and discuss the results of experiments conducted
on sixteen datasets.

2 Consistency measures and Lcc/SuperLcc

The Bayesian risk has two important properties, that is, determinacy and mono-
tonicity, and we first introduce the notion of consistent feature sets to explain
the properties.

Definition 1. For a dataset D described by a feature set F , a feature set F̃ j F
is consistent, iff, Pr D[C = y | F̃ = x] = 0 or 1 for all x ∈ ΩF̃ and y ∈ ΩC .

Then, the determinacy and monotonicity properties are described as follows.

Determinacy. Br(F̃ ) = 0, if, and only if, F̃ is consistent in D.
Monotonicity. Br(F̃ ) ≥ Br(G), if F̃ j G j F .

Formally, a consistency measure is defined as a function that returns real
numbers on input of feature sets and has the determinacy and monotonicity
properties. The consistency-based feature selection, on the other hand, is char-
acterized by use of consistency measures as the evaluation function.

To the best of our knowledge, Super-Lcc is one of the fastest and accurate
feature selection algorithm based on consistency measures. Super-Lcc works
under the assumption that high-dimensional datasets are abundant in irrelevant
features that can be removed in mass. By the first to the (i − 1)-th iterations
of the algorithm, Super-Lcc determines a sequence of indices of features l1 <
l2 < · · · < li−1, and defines F̃ = (F \ {f1, . . . , fli−1

}) ∪ {fl1 , . . . , fli−1
}. In the

i-th iteration, the algorithm finds li such that

li = argmin
j=li−1+1,...,n

Br(F̃ \ {fli−1+1, . . . , fj}) ≤ δ,
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by binary search due to the monotonicity property of the bayesian risk. Super-
Lcc outputs the same set as Lcc but on average has a computational complexity
of O(nm(log n + logm)), where n is the number of features that describes the
m instances in D. To the best of our knowledge, Super-Lcc is the algorithm
with better practical performance in both of efficiency and accuracy in the field
of feature selection. According to the authors of [6], for data with more than
hundred thousand features, Super-Lcc needs some seconds to give a response
in an ordinary personal computer. In the remaining of this paper, we show how
to incorporate SuperLcc and Lcc to our approach, but first we present some
important properties of Lcc/SuperLcc.

Theorem 1. Let F̃ be a subset with Br(F̃ ;C) = β, with δ = β − ε. For ε > 0,
Lcc outputs a different feature set from F̃ . For the output of the i-th iteration
of Lcc, Fi = (F \ {f1, . . . , fli}) \ {fl1 , . . . , fli},Br(Fi;C) ≤ δ holds.

Theorem 1 suggests that, if we run Lcc multiple times increasing δ, then
the smaller δ is, the smaller the index of the first feature selected by Lcc in
F = {fn, . . . , f1} is. Therefore, if we want to run Lcc twice with δ1 and δ2 (being
δ1 < δ2) over F , and assuming fl1 is the first feature selected by Lcc with δ1,
it is reasonable to run Lcc with δ2 not over F , but over {fl1 , . . . , f1} ∈ F . This
is a very important property of Lcc to save computational time. In the next
section we state how to use it in our new algorithm.

Another important property of Lcc/SuperLcc is as follows. Being br and F̃
the Bayesian risk and the outputted set obtained when we run Lcc/SuperLcc
with δ, if we let δ = br−α then Lcc/SuperLcc output a set F̃ ′ different from F̃ .
This property suggests that if we perform multiple running of Lcc using different
and sorted thresholds {δm, δm−1, . . . , δ0} with δi > δi−1 and Br(∅;C) ≤ δi ≤
Br(F̃ ;C) then we obtain {Fδm , Fδm−1 , . . . , Fδ0} different sets. Moreover, if we
compute the Auc-Roc values with a given classifier for all these sets then we
can see the Auc-Roc function defined by the interval [δmin, δmax].

Furthermore, given the entire feature set F of a dataset, if we fix δ− =
Br(F ;C) and δ+ = Br(F ;C) + ε and let be ∆ = {δ+, δ+ − α, δ+ − 2α, . . . , δ−},
then for a relatively small value of ε, if we run Lcc with the ordered δ values
in ∆, then we may expect to obtain m subsets, which bayesian risk are close
to Br(F ;C). Under the assumption these sets may have very low bayesian risk,
they can be used as the search space for the wrapper search. In the next section
we propose a new algorithm that take advantage of Theorem 1 to efficiently
generate a space of high-quality features given δ− and δ+.

3 Our Proposal

3.1 Simulated Annealing

Simulated Annealing is a stochastic technique used in optimization problems
to efficiently scape from local optima. Given a current state of the problem
cs, the algorithm generates a candidate (or next) state ns and stochastically
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decides whether or not the current state is updated to the candidate state.
The probability of passing from one state to another is called the transition
probability p and often is defined as p = exp(nf − cf)/T where nf and cf
are the values of the target function for ns and cs respectively, and T is the
temperature variable. In simulated annealing we keep the temperature variable
T to simulate the heating process on metal.

Algorithm 1: Simulated Annealing

Terminology: cs: current state
ns: next state
next(cs): a function that returns a
neighbour state of cs
f(cs): the target function

1 cs = cs0
2 cf = f(cso)
3 t = 1
4 while continue do
5 ns = next(cs)
6 nf = f(ns)
7 T = k/(log(t+ 1))
8 p = exp(nf − cf)/T
9 if rnd(0, 1) < p then

10 cs = ns
11 cf = nf
12 t = t+ 1

13 end

14 end
15 return cs

Fig. 2: The algorithm of Simulated Annealing

We initially fix a high tem-
perature, for example: T =
0.1/(log(t + 1)) with t = 1, and
then allow it to slowly decrease
as the algorithm runs. That is,
we can increase t in each itera-
tion. The higher the temperature
the more likely to accept solu-
tions that are worse than the cur-
rent solution. This gives the al-
gorithm the ability to jump out
of any local optimums found in
early iterations. As the temper-
ature is reduced the algorithm
gradually focus on the area of the
search space in which hopefully, a
close to optimum solution can be
found. This gradual cooling pro-
cess is what makes the simulated
annealing algorithm remarkably
effective when dealing with large
problems which contain numer-
ous local optimums such as the
depicted in Figure 1. Figure 2 de-
picts the general scheme of Sim-
ulated Annealing we will use for
our feature selection algorithm
where rnd(0, 1) returns a random number between zero and one according to
a uniform distribution and k is an arbitrary constant. Moreover, continue de-
fines the stopping criterion and can be: a) T > Tmin or/and b) t < tmax, where
Tmin and tmax are predefined constants.

3.2 Target Function

Now we only need to define the function next(δc) to generate a neighbour state
δn of the current state δc and the target function f(δc). In our problem we state
the parameter δ of Lcc algorithm as the space of all possible states. In particular,
we generate some of the values of δ in the interval of δ+ ≤ δ ≤ δ− to run Lcc
and obtain a set of feature subsets F̃δ that can be evaluated by the Auc-Roc
function across a fold-cross validation process. We let Auc(DF̃δ

, `) be the target
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function for the current state δ. F̃ represents the subset of features selected by
Lcc with δ and DF̃ represents the the dataset resulted from projecting the set

F̃ over D. ` is the classifier used in the training and testing process of the cross
validation.

3.3 Neighbour generator function

The neighbour generation function is crucial in the Simulated Annealing algo-
rithm to scape from local optima. Given a current value δc of δ, we intend
generate a neighbour b of δc such that Auc(DF̃b

, `) > Auc(DF̃δc
, `). However,

since the target function Auc is unknown this is difficult to achieve.
Another issue in the neighbour generation function is that two different values

of δ can lead to the same output of Lcc. In this case we may have duplication
of candidate sets in the search space of the feature selection problem, which lead
to compute the same operations more than once. One way to avoid this is by
performing a downward search over the space of δ-values. That is, we generate
the search space of feature subsets for the wrapper evaluator by running Lcc(δt)
with different values of δ in decreasing order. As an instance, given δ− and a
predefined constant ε we run Lcc with δ− ≤ δt ≤ (δ− + ε) = δ+ such that:

δt =

{
δ+ − βt if brt−1 ≥ (δ+ − βt)
brt−1 − α if brt−1 < (δ+ − βt)

,

Algorithm 2: next(δc)

Terminology:
δc: current δ
step: a given constant to determine the
upper limit of the next state

1 mv = step ∗ (rnd(0, 1)− 0.5)
2 brclosest =

closestSBrComputed(δc +mv)
3 if (δc +mv)− brclosest > α then
4 (F, b) = Lcc(δc +mv)
5 list.add((F, b))
6 return b

7 end
8 return brclosest

Fig. 3: Algorithm to generate the next candi-
date Bayesian risk

where βt is a propagation func-
tion with respect to t such as:
k ∗ t or k/2t (with k as a con-
stant), α is a value as small as
required and brt represents the
bayesian risk of the set obtained
by Lcc(δt) with δt. t is a counter
variable that increase in one in
each iteration. According to the
property of Lcc exposed in sec-
tion 2, when we run Lcc with dif-
ferent δt always obtain a differ-
ent set. Therefore, the problem
of duplication of sets is solved
by this procedure. However, it-
erating downward may lead to
miss the global optima behind.
Therefore, we need a mechanism
to make a bi-directional search
over δ and minimize the number
of sets duplicated. Figure 3 de-
picts the proposed function next(δc) to generate a neighbour b given the current
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state δc. In this function, we move δc in the space of δ by mv, which is a number
generated randomly in the interval [step+ 0.5, step− 0.5] (line 1). To minimize
the duplicity of feature sets when running Lcc with similar values of δ: brclosest
and δc +mv, we fix a threshold α, such that, if (δc +mv)− brclosest > α holds,
then we consider Lcc(δc + mv) = Lcc(brclosest) (line 3), where brclosest is the
closest and smaller Bayesian risk computed so far (closestSBrComputed(δ))
stored in list (line 5).

3.4 SALCC: A new Algorithm

Now that we have defined some properties of Lcc and our scheme for the
Simulated Annealing algorithm, we propose a new feature selection algorithm
namely Simulated Annealing for Linear-Consistency-Constrained-based feature
selection(SaLcc) as follows.
1. First, we rank the features in F in increasing order of Symmetrical Uncertainty
(SU) values.
2. Second, we find the border feature fl such that l is maximum and

Br({fl, . . . , fn};C) = Br(F ;C)

and fix F̃ = {fl+1, . . . , fn}. This is easily and efficiently achieved by running the
first iteration of SuperLcc described in [6].

Fig. 4: Percentage of the first consec-
utive features {f1, . . . , fl} such that
Br(F ;C) = Br(F \ {f1, . . . , fl};C) to
the entire feature set F .

At this point, we reduce the search
space from F = {f1, . . . , fn} to F̃ =
{fl, . . . , fn}. Note that this does not
affect the final solution of our algo-
rithm because of Theorem 1. This
step will make our algorithm scal-
able for high-dimensional datasets. To
make sure this expectation is true, we
picked 44 datasets from the UCI ma-
chine learning repository [8] and de-
termine the percentage of features re-
moved in the first iteration of Su-
perLcc. Results are depicted in Fig-
ure 4.
3. We run the Simulated Annealing al-
gorithm shown in section 3.1 by using
the proposed target and neighbour generator functions.

4 Experiments

We empirically evaluate the performance of the proposed algorithm in terms
of accuracy, and number of times the classifier is used and number of features
selected. For the experiments we use the following parameters: δmax = 0.4,
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Tmin = 0.2, step = 0.1, α = 0.001 and we use C4.5 as classifier. Datasets were
selected from the UCI Machine learning repository and they represent several
areas of current researches [8].

Figure 5 shows part of the entire search space of sixteen datasets and the
suboptimal set reached by our algorithm depicted with a black cross. In datasets
a, b, f, h, i, j, k and l, the algorithm found the global optima and in datasets c,
d, e, g, m, o and p, the sets found are very close to the optimal solution in terms
of Auc-Roc values.
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Fig. 5: search space and set found by the proposed algorithm
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Table 1: Auc values comparison among some of the state-of-the-art algorithms
and SaLcc.

NB-AUC values C4.5-AUC values

dataset RF Cfs Fcbf SLcc SaLcc RF Cfs Fcbf SLcc SaLcc
tr21 .807 .829 .833 .834 .871 .732 .824 .821 .825 .827
tr41 .612 .721 .794 .748 .748 .587 .741 .788 .714 .714
tr45 .827 .822 .834 .843 .847 .700 .798 .818 .821 .821
wap .902 .963 .945 .945 .948 .932 .981 .961 .962 .974
tr31 .832 .821 .809 .819 .831 .847 .882 .856 .856 .875
fbis .709 .722 .734 .729 .741 .776 .742 .739 .747 .747
la2s .825 .881 .846 .867 .881 .624 .708 .725 .724 .724
la1s .863 .869 .868 .865 .865 .833 .869 .849 .847 .901

AVG. .797 .829 .833 .831 .842 .754 .818 .820 .812 .823

Althoug these datasets are abundant in local optima, we can conclude that
SaLcc can approximately find the optimal set in many cases. We also conclude
that Simulated Annealing works very well in these data and can easily scape
from local optima.

To evaluate in a more appropiate way SaLcc algorithm we perform a ten-fold
cross validation comparison with some of the state-of-the-art algorithm in eight
text-classification datasets1. The algorithms selected for the comparison are:
ReliefF[9], Cfs[10], Fcbf[11] and SLcc. Table 1 shows that SaLcc performs
well in most of the datasets when compared with the state-of-the-art algorithms.

Table 2: Number of times the classi-
fier is used versus the number of all
possible sets and the number of fea-
tures selected by Lcc and SaLcc.

DATA ESets TSets Lcc#f SaLcc#f

HEP 10 18 10 3
DER 31 69 10 9
OPT 14 29 13 5
ARR 35 78 23 11
MAD 31 76 15 11
MFE 13 31 8 4
ADS 46 107 39 21
KRV 28 94 29 23
FAC 12 27 12 4
FOU 19 44 14 6
KAR 8 12 9 4
MOR 5 6 5 4
PIX 37 298 16 21
ZER 24 62 12 7
SEM 33 319 29 23
WAV 20 39 12 8

Table 2 shows the number of times SaLcc
use the classifier to evaluate a set (ES-
ets), the total number of sets in the range
of [δ−, δ+] (TSets), number of features
selected by Lcc (Lcc#f ) and SaLcc
(SaLcc#f ). As the table depicts, the
number of evaluations is relatively small
respect to the total number of sets. Also,
the number of features selected by SaLcc
is very small when compared with the
number of features selected by Lcc. I gen-
eral we state that SaLcc significantly im-
proves the accuracy and size of solutions
of Lcc.

5 Conclusion and Future
Works

Feature selection is a central issue in ma-
chine learning. In this paper, we have im-
proved the accuracy of Lcc/SuperLcc,
one of the best feature selection algo-
rithms in the literature, by incorporating

1http://tunedit.org/repo/Data/Text-wc
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the wrapper approach to the search. The meta-heuristic of Simulated Annealing
is used in this approach to reduce the probability to be trapped by local op-
tima. In the proposed algorithm we use generate sets by simply decreasing or
increasing the value of δ for Lcc/SuperLcc. In future work, we will extend the
experiments to high-dimensional data.
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Abstract. We consider the problem of determining whether the com-
munity structure found by a clustering algorithm applied to financial
time series is statistically significant, or is due to pure chance, when
no other information than the observed values and a similarity measure
among time series are available. As a subsidiary problem we also analyse
the influence of the choice of similarity measure in the accuracy of the
clustering method.
We propose two raw-data based methods for assessing robustness of clus-
tering algorithms on time-dependent data linked by a relation of similar-
ity: One based on community scoring functions that quantify some topo-
logical property that characterises ground-truth communities, and an-
other based on random perturbations and quantification of the variation
in the community structure. These methodologies are well-established in
the realm of unweighted networks; our contribution are versions of these
methodologies properly adapted to complete weighted networks.

Keywords: clustering time series, ground-truth communities, similarity
measures, Forex network

1 Introduction

We treat in this work the problem of determining the intrinsic structure of
clustered data, where the clusters are based on some measure of similarity af-
fecting all pairs of data points. From a network analysis perspective we are
concerned with assessing the significance of communities formed by some un-
supervised classification algorithm (i.e. clustering procedure) applied to fully-
connected weighted networks.

We are motivated by research in community structure and their dynam-
ics in financial market networks, which are characterise by a fixed number of
nodes, each representing a financial time series, and links among all pairs of
nodes weighted by the values of a measure of similarity, commonly based on
pairwise correlation, between pairs of time series (see, e.g., [3],[5],[9],[12],[11]).
In our previous work [14] we presented empirical evidence of the impact of the
chosen similarity measure on the clustering results: In a foreign exchange (FX)
network, and clustering based on the Girvan-Newman modularity maximisation

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 585



2

algorithm [10, 2], we analysed the qualitative differences in the clusterings ob-
tained under three different correlation measures: Pearson, Kendall and the most
recent distance correlation [4]. As an application of the statistical and topological
criteria that we developed and present here to assess robustness of clustering on
weighted networks, we shall give quantitative measures of the nature of the clus-
tering obtained by considering similarity either based on Pearson or on distance
correlation.

To assess the significance of communities structure in complete weighted net-
works, we developed a collection of cluster scoring functions that measure some
topological characteristic of the ground-truth communities as defined by Yang
and Leskovec in [15] for unweighted networks. Our scoring functions are proper
extensions of theirs to weighted networks. We then combined these topological
measures of robustness of clusters with an analysis of the variation of succes-
sive random perturbations of the original network. The perturbations consist
on changing the weights distribution and degenerate the original network, the
cluster variation is measured in terms of the change of information (in the sense
of Shannon’s Theory of Information [7]). The idea is that a robust community
should differ in its structural properties from the random perturbations inas-
much as these affect greater proportions of the network. Additional clustering
robustness tests and fine details of the ones presented here can be read in the
extended report [13].

2 Basic definitions

2.1 The Forex Network

The networks of exchange rates studied in [14][3] are built by considering the
exchange rates as vertices and drawing edges between these vertices, weighted by
the similarity between the returns of the pair of chosen exchange rates. We will
focus on two possible similarity measures: one based on the Pearson correlation
and the other based on the distance correlation[4]1.

For the Pearson similarity network, the adjacency matrix is defined as

Aρij =
1

2
(ρ(ri, rj) + 1)− δij . (1)

This scales the Pearson correlation ρ(·, ·) from [−1, 1] to [0, 1], while the Kro-
necker delta δij removes self-edges. In the graph with adjacency matrix Aρ ex-
change rates with positively linearly correlated returns will be connected by
edges of weight close to 1, and weight near 0 if the correlation is negative. Edges
connecting non correlated exchanges will have weights closer to the center of the
interval [0, 1].

1 In previous work [14] we considered in addition Kendall correlation measure. We
omit it in this study since our main purpose here is to put to test the clustering
performance measures, as opposed to compare clustering methods.
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In the case of the distance correlation R(·, ·), the network is simply built
from the matrix of distance correlations, AR by removing self edges. For each
pair of exchange rate returns ri, rj ,

ARij = R(ri, rj)− δij (2)

2.2 Community Detection

The partition of the networks into communities is done using the Potts method.
It consists on minimising an objective function, the Potts Hamiltonian, which
evaluates the strength2 of a partition of the graph. This can be seen as a gener-
alisation of the modularity function[10].

Definition 1. The modularity of the partition P of a weighted undirected graph
with adjacency matrix A is given by

Q(P) =
1

2m

∑
ij

[Aij − Pij ]δ(ci, cj) (3)

where ci is the community of the node i in the partition P (so δ(ci, cj) is 1 when
i and j are in the same community and 0 otherwise), Pij is the expected weight
of the edge ij in a null model and m is the sum of the weights of all edges in the
graph.

Definition 2. The Hamiltonian of the Potts system of the partition P of a
weighted undirected graph with adjacency matrix A is given by

H(P) = −
∑
ij

[Aij − γPij ]δ(ci, cj)

where γ is a parameter which determines how likely vertices are to form com-
munities.

The algorithm used to minimise the Potts Hamiltonian has been adapted
from the modularity maximisation algorithm in [2] to suit weighted networks
and this objective function.

3 Cluster scoring functions

Here we will provide functions which will evaluate the division of networks into
clusters, specifically when the edges have weights. Using the scoring functions
for communities in unweighted networks given in [15] as a reference, we propose
generalisations of some of them to the weighted case.

2 Considering a strong partition one that has strong links inside the communities and
weak links between them.
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Basic definitions. Let G(V,E) be an undirected graph of order n = |V | and
size m = |E|. In the case of a weighted graph G̃(V, Ẽ)3, we will denote m̃ =∑
e∈Ẽ w(e) the sum of all edge weights. Given S ⊂ G a subset of vertices of the

graph, we have nS = |S|, mS = |{(u, v) ∈ E : u ∈ S, v ∈ S}|, and in the weighted
case m̃S =

∑
(u,v)∈Ẽ:u,v∈S w((u, v)). Note that if we treat an unweighted graph

as a weighted graph with weights 0 and 1 (1 if two vertices are connected by an
edge, 0 otherwise), then m = m̃ and mS = m̃S for all S ⊂ V .

The following definitions will also be needed later on:

– cS = |{(u, v) ∈ E : u ∈ S, v 6∈ S}| is the number of edges connecting S to
the rest of the graph.

– c̃S =
∑

(u,v)∈E:u∈S,v 6∈S wuv is the natural extension of cS to weighted graphs;

the sum of weights of all edges connecting S to G \ S.
– d̃(u) =

∑
v 6=u wuv is the natural extension of the vertex degree d(u) to

weighted graphs; the sum of weights of edges incident to u.
– dS(u) = |{v ∈ S : (u, v) ∈ E}| and d̃S(u) =

∑
v∈S wuv are the (unweighted

and weighted, respectively) degrees4restricted to the subgraph S.
– dm and d̃m are the median values of d(u), u ∈ V .5

Scoring functions. The left column in Table 1 shows the community scoring
functions for unweighted networks defined in [15]. These functions characterise
some of the properties that are expected in networks with a strong community
structure, with more ties between nodes in the same community than connecting
them to the exterior. There are scoring functions based on internal connectivity
(internal density, edges inside, average degree), external connectivity (expansion,
cut ratio) or a combination of both (conductance, normalised cut, and maximum
and average out degree fractions)

On the right column we propose generalisations to the scoring functions which
are suitable for weighted graphs while most closely resembling their unweighted
counterparts. Note that for graphs which only have weights 0 and 1 (1 indicates
that an edge exists, 0 that it doesn’t) each pair of functions is equivalent (any
definition that didn’t satisfy this wouldn’t be a generalisation at all).

– Internal density, edges inside, average degree: These definitions are
easily and naturally extended by replacing the number of edges by the sum
of their weights.

– Expansion: Average number of edges connected to the outside of the com-
munity, per node. For weighted graphs, average sum of edges connected to
the outside, per node.

3 For every variable or function defined over the unweighted graph, will use a “∼” to
denote its weighted counterpart

4 We assume the weight function wuv is defined for every pair of vertices u,v of the
weighted graph, with wuv = 0 if there is no edge between them.

5 To prevent confusion between the function dS(·) and the median value (which only
depends on G) dm we will always refer to subgraphs of G with uppercase letters.
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Table 1. Community scoring functions for weighted and unweighted networks.

unweighted weighted

Internal density f(S) = mS
nS(nS−1)/2

f(S) = m̃s
nS(nS−1)/2

Edges Inside f(S) = mS f(S) = m̃S

Average Degree f(S) = 2mS
nS

f(S) = 2m̃S
nS

Expansion f(S) = cs
ns

f(S) = c̃s
ns

Cut Ratio f(S) = cs
ns(n−ns)

f(S) = c̃s
ns(n−ns)

Conductance f(S) = cs
2ms+cs

f(S) = c̃s
2m̃s+c̃s

Normalised Cut f(S) = cs
2ms+cs

f(S) = c̃s
2m̃s+c̃s

Maximum ODF f(S) = maxu∈S
|{(u,v)∈E:v 6∈S}|

d(u)
f(S) = maxu∈S

∑
v 6∈S

wuv

d̃(u)

Average ODF f(S) = 1
ns

∑
u∈S

|{(u,v)∈E:v 6∈S}|
d(u)

f(S) = 1
ns

∑
u∈S

∑
v 6∈S

wuv

d̃(u)

– Cut Ratio: Fraction of edges leaving the cluster, over all possible edges.
The proposed generalisation is reasonable because edge weights are upper
bounded by 1 and therefore relate easily to the unweighted case. In more
general weigthed networks, however, this could take values well over 1 while
lacking many “potential” edges (as edges with higher weights would distort
the measure). In general bounded networks (with bound other than 1) it
would be reasonable to divide the result by the bound, which would result
in the function taking values between 0 and 1 (0 with all possible edges being
0 and 1 when all possible edges reached the bound).

– Conductance and normalised cut: Again, these definitions are easily
extended using the methods described above.

– Maximum and average Out Degree Fraction: Maximum and average
fractions of edges leaving the cluster over the degree of the node. Again,
in the weighted case the number of edges is replaced by the sum of edge
weights.

Clustering coefficient. Another possible scoring function for communities is
the clustering coefficient or transitivity: the fraction of closed triplets over the
number of connected triplets of vertices. A high internal clustering coefficient
(computed on the graph induced by the vertices of a community) matches the
intuition of a well connected and cohesive community inside a network, but its
generalisation to weighted networks is not trivial.

There have been several attempts to come up with a definition of the clus-
tering coefficient for weighted networks. One is proposed in [1] and is given by
ci = 1

d̃(i)(d(i)−1)

∑
j,h

wij+wih

2 aijajhaih. Note that this gives a local (i.e. defined

for each vertex) clustering coefficient.
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While this may work well on some weighted networks, in the case of complete
networks, such as those built from correlation of time series,

ci =
1

d̃(i)(d(i)− 1)

∑
i,j

wij + wih
2

=

∑
j wij +

∑
h wih

d̃(i)(n− 2) · 2
=

2d̃(i)

d̃(i)(n− 2) · 2
=

1

n− 2

(4)
is constant on all edges and doesn’t give any information about the network.

An alternative was proposed in [6] with complete weighted networks (with
weights in the interval [0, 1]) in mind, which makes it more adequate for our
case:

– For t ∈ [0, 1] let At be the adjacency matrix with elements atij = 1 if wij ≥ t
and 0 otherwise.

– Let Ct the clustering coefficient of the graph defined by At.
– The resulting weighted clustering coefficient is defined as

C̃ =

∫ 1

0

Ct dt (5)

Since Ct can only take as many different values as the number of different edge
weights in the network, the integral is actually a finite sum. However, computing
Ct (which is not computationally trivial) potentially as many as n(n− 1) times
would be very costly for large values of n , so this function has been implemented
by approximating the integral dividing the interval [0,1] into n step parts (where
n step6is much smaller than n(n− 1)).

It is worth noting that some of the introduced functions (internal density,
edges inside, average degree, clustering coefficient) take higher values the stronger
the clusterings are, while the others (expansion, cut ratio, conductance and nor-
malised cut) do the opposite.

3.1 Variation of information

To compare and measure how similar two clusterings of the same network are,
we will use the variation of information; a criterion introduced in [7] and which
is based on information theory.

Definition 3. The entropy of a partition P = {P1, ...,PK} of a set is given by:

H(P) = −
K∑
k=1

|Pk|
n

log

(
|Pk|
n

)
, (6)

where n is the size of the set and Pk is the k-th cluster of the partition.

6 In this case we set n step=100. This gives a reasonable resolution while keeping
computations fast.
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Definition 4. Given P (k, k′) =
|Pk∩P′

k′ |
n the joint probability distribution of

elements belonging to clusters Pk and Pk′ , the mutual information is defined as:

I(P,P ′) =
K∑
k=1

K′∑
k′=1

P (k, k′) log
P (k, k′)

P (k)P ′(k′)
(7)

Definition 5. The variation of information between partitions P and P ′ is
given by:

V I(P,P ′) = H(P) +H(P ′)− 2I(P,P ′) (8)

Intuitively, the mutual information measures how much knowing the mem-
bership of an element of the set in partition P reduces the uncertainty of its
membership in P ′. This is consistent with the fact that the mutual information
is bounded between zero and the individual partition entropies

0 ≤ I(P,P ′) ≤ min{P,P ′}, (9)

and the right side equality holds if and only if one of the partitions is a refinement
of the other. Consequently, the variation of information will be 0 if and only if
the partitions are equal (up to permutations of indices of the parts), and will
get bigger the more the partitions differ. It also satisfies the triangle inequality,
so it is a metric in the space of clusterings of any given set.

4 Generating a random graph

The algorithm proposed here to generate a random graph which will serve as a
null model is a modification of the switching algorithm described in [8]. Each
step of this algorithm involves randomly selecting two edges AC and BD and
replacing them with the new edges AD and BC (provided they didn’t exist
already). This leaves the degrees of each vertex A,B,C and D unchanged while
shuffling the edges of the graph.

One way to adapt this algorithm to our weighted graphs (more specifically,
complete weighted graphs, with weights in [0, 1]) is, given vertices A,B,C and D,
transfer a certain weight w̄ from wAC to wAD, and from wBD to wBC

7. We will
select only sets of vertices A,B,C,D such that wAC > wAD and wBD > wBC ,
that is, we will be transferring weight from “heavy” edges to “weak” edges. For
any value of w̄, the weighted degree of the vertices remains constant, but if it is
not chosen carefully there could be undesirable consequences.

4.1 Selection of w̄

Choosing large values of w̄ could result in edge weights falling outside of the
[0, 1] interval in which all of our original values are contained, but small values
will hardly have similarly small effects on the network. Restricting w̄ to be as

7 Here, wij refers to the weight of the edge between vertices i and j
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large as possible without edge weights falling out of [0, 1], however, will favour a
degenerate network in which most of the edge weights are either 0 or 1, which is
also undesirable and unlike any network that could be obtained from correlations
of time series.

If we bound the transferred weight to the difference between the strong and
weak edges, the new weights will be upper and lower bounded by the initial
strong and weak weights, respectively, which would avoid this issue entirely. In
this case, the maximum transferred weight would have to be w̄ = min(wAC −
wAD, wBD−wBC). This results in one of the pairs of edges being exchanged, while
in the other a certain weight equal or smaller than their difference is transferred.
In this second case, it is important to note that the difference between the new
edge weights will be smaller than the difference of the original weights (strictly
smaller if wAC − wAD 6= wBD − wBC).

The effect this has on the variance of the weights of the network can be
seen in Figure 1. Unfortunately, as soon as the network starts to be significantly
shuffled, the variance starts to fall. If we iterate the algorithm until the variation
of information stops increasing, the variance has more than halved in our sample
network.

As an alternative, we can impose the sample variance (i.e. 1
n−1

∑n
i,j=1(wij−

m)2, where m is the mean) to remain invariant after applying the transformation,
and find the appropriate value of w̄. The variance remains constant if and only
if the following equality holds:

(wAC −m)2 + (wBD −m)2 + (wAD −m)2 + (wBC −m)2

= (wAC − w̄ −m)2 + (wBD − w̄ −m)2 + (wAD + w̄ −m)2 + (wBC + w̄ −m)2

⇐⇒ 4w̄2 + 2w̄(−(wAC −m)− (wBD −m) + (wAD −m) + (wBC −m) = 0

⇐⇒ 2w̄2 + w̄(−wAC − wBD + wAD + wBC) = 0. (10)

The solutions to this equation are w̄ = 0 (which is trivial and corresponds to not
applying any transformation to the edge weights) and w̄ = wAC+wBD−wAD−wBC

2 .
While this alternative can result in some weights falling outside of the interval

[0, 1], in the networks we studied it is very rare, so it is enough to discard these
few steps to obtain the desired results.

Note that if all edge weights are either 0 or 1, in both cases this algorithm is
equivalent to the original switching algorithm for discrete graphs, as in every step
the transferred weight will be one if the switch can be made without creating
double edges, or zero otherwise (which corresponds to the case in which the
switch cannot be made).

4.2 Number of iterations

To determine how many iterations of the algorithm are enough to sufficiently
“shuffle” the network, we study the variation of information of the resulting clus-
tering respect to the initial one (Figure 1). As the algorithm transfers weight be-
tween the edges, the variation of information increases, until it stabilises roughly
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after 104 iterations. Then, running 105 iterations to generate each random graph
will be more than enough (there will be no improvement by iterating further)
while still being very fast to compute. This is also consistent with the number
of iterations found to be enough for the discrete case in [8].

Fig. 1. Normalised variance, Potts Hamiltonian and variation of information after ap-
plying the proposed algorithm with the minimum difference method. Horizontal axis
is on logarithmic scale.

5 Clustering validation

To check that the results given by the clustering algorithm when applied to our
FX networks are significant, we generate a random network using the method
described in Section 4 for every month in the 2009-2016 period. Ideally, we would
expect to see that the clusters found in the real networks are much stronger than
those in the randomised networks, which shouldn’t have any meaningful com-
munity structure. And indeed, we found that the clusterings of the randomised
networks have many isolated vertices, and those that are grouped together are
in smaller clusters than those we find in the original networks. (Nice pictures of
these clusterings can be seen in the full report [13].)

In Figure 2 we verify that, across the entire observed period, the studied
FX networks form larger communities than their randomised counterparts, and
the number of nodes which are isolated or on very small communities is much
smaller. Moreover, the value of the FX network Hamiltonian is consistently at
least four times that of its corresponding randomised network using the distance
correlation (Figure 3). With the Pearson correlation, the Hamiltonian varies
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Fig. 2. Distribution of vertices grouped by the size of their communities, across the
entire 2009-2016 period, for both the original and randomized networks.

Fig. 3. Hamiltonians for the original and randomised networks (solid and dashed lines,
respectively), for both the distance and Pearson correlation methods.

more but is also much lower than in the randomised network. Note though that
the Hamiltonians cannot be compared across the different clustering methods,
because with the Pearson correlation we need to take the inverses of each time
series, resulting in a graph twice the order and four times the size.

Regarding the evolution of the scoring functions introduced in Section 3, in
all cases the values of the original networks are better than those of their corre-
sponding randomised ones8. We note that not only are the average scores better,
but the results are consistent across all functions and periods of time. This, to-
gether with the much lower values achieved for the Hamiltonian, the objective
function of the clustering algorithms, suggests that the observed community
structure on our networks is significant and consistent.

While most of the values given by the scoring functions cannot be compared
across the two clustering methods due to differences in the networks (their size,
for example), Table 2 gives the percentage of increase of the real networks respect
to the randomised models. We have observed the most dramatic increases on

8 We omit the tables showing these explicit values due to space restrictions. Details
can be seen in the full report [13]
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the internal connectivity based functions on the Pearson correlation networks
(probably related to the inclusion of inverse exchange rates in the network), but
the decreases in external connectivity (expansion, cut ratio) are better in the
distance correlation networks. The distance correlation method also performs
better according to the clustering coefficient measure, with an increase that
almost doubles that of the Pearson correlation.

As for the improvements in the hamiltonian, the rates of increase for both
methods are very similar, but the consistency observed by the distance corre-
lation as opposed to the highs and lows observed over time with the Pearson
correlation Hamiltonian (Figure 3) could make it preferable.

Table 2. Means of the scoring functions over the 2009-2016 period for the randomised
and observed networks, as well as the percentage of increase of the latter respect to
the former.

distance correlation Pearson correlation
original randomised variation original randomised variation

internal.density 0.83 0.81 1.90 % 0.85 0.91 -6.33%
edges.inside 24.02 3.00 701.49% 89.21 3.70 2313.02%
av.degree 4.44 1.62 174.37% 8.87 2.07 329.50%
expansion 16.97 18.70 -9.24% 35.46 37.96 -6.57 %
cut.ratio. 0.23 0.25 -6.87% 0.24 0.25 -3.74%
conductance 0.89 0.95 -6.24% 0.87 0.95 -8.53%
norm.cut 0.91 0.97 -5.37% 0.89 0.96 -7.32%
max.ODF 0.94 0.97 -3.84% 0.92 0.97 -5.41%
average.ODF 0.94 0.97 -3.84% 0.92 0.97 -5.40%
clustering.coef 0.89 0.75 17.82% 0.91 0.83 9.72 %
hamiltonian -79.49 -18.24 335.79% -259.35 -57.89 348.02 %

6 Conclusions

The clustering analysis in FX networks with appropriate scoring functions al-
low us to conclude that the community structure formed by the modularity
maximisation algorithm is statistically significant as it is not present in random
networks.

As for the comparison between clusterings relying on the distance or the
Pearson correlations, the results obtained here back up the soundness of both
methods, but there are slight quantitative differences worth mentioning. The
distance correlation does offer some improvements in the clustering coefficient,
one of the most relevant scoring functions, and the values of its Hamiltonian
achieved by the optimisation algorithm, while similar on average to those of the
Pearson correlation, are more consistent. Additionally, the fact that it runs the
optimisation algorithm on networks of half the number of nodes greatly reduces
the computation time.
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It is also worth noting that while this work focused on financial networks,
the methods proposed here are valid for evaluating the results of clustering
algorithms on weighted networks in general.

Acknowledgments. A. Arratia acknowledge support of MINECO project AP-
COM (TIN2014-57226-P), and Gen. Cat. SGR2014-890 (MACDA).
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Abstract. To decipher human intentions by analyzing her brain wave is
the basis for Brain Machine Interface (BMI) applications. Recently, with
advancement of low noise probes, and fast signal processing software
and hardware, brain signals generated by excitations of neurons, could
be correctly classified for useful purpose. Conventional BCI speller uses 8
probes at pre-defined locations on the skull. In P300 BCI speller, an event
related potential (ERP), called ERP-P300, is to be detected. Though it is
strong in the parietal region of the brain, exact location of the strongest
signal varies from person to person. The idea is that, if we optimize
probe locations for an individual, we could reduce the number of probes
required. Searching for optimum location of probes is done in two steps.
First, we cluster the probe signals and select one representative from each
cluster. Next, we find the optimum combination of those representative
probes. Optimization criterion is two fold: minimizing the number of
probes and maximizing classification accuracy. We use Pareto Genetic
Algorithm for this Multi-Objective Optimization. We achieved over 75%
classification accuracy even with as low as 2 probes, and from single P300
signal.

Keywords: Event Related Potential(ERP) P300, Reduction of Probes,
Multi-objective Optimization, Pareto Genetic Algorithm

1 Introduction

In 1929, physiologist Berger demonstrated that it is possible to record the elec-
trical activity of the brain by placing electrodes on the surface of the scalp [1].
The brainwave called Event Related Potential (ERP), which is regarded as neu-
ral manifestations of specific psychological functions, became popular several
decades ago. This work is related to the ERP called P300 which is identified by
Sutton in 1964 [2]. P denotes a positive potential, and 300 means the signal will
appear 300ms after the stimuli. It is elicited by task relevant oddball stimuli and
is most prominent at a parietal scalp location. In 1988, Farwell and Donchin
designed a system called P300 BCI speller for the people who cannot use hu-
man motor system for communication [3]. P300 BCI speller is a communication
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support to Systemic paralysis person, such as spinal cord injury patients and
Amyotrophic Lateral Sclerosis patients, whose brain is working normally, but
communication by speech and gestures are impossible due to damaged nervous
system. Furthermore, the P300 BCI speller can help Virtual Reality (VR) user
to do text input in the VR world. Helping communication by using P300 BCI
Speller is one important area of research and development. Its working principle
is simple. The subject chooses a letter from the word he intends to spell. Dif-
ferent characters flash on display at random intervals. When the chosen letter
flashes, the subject’s brain is stimulated to generate P300 signal. The signal is
strong as it happens occasionally at random intervals, and the subject has to
concentrate so that he does not miss it.

The system has two problems. The data we get from probes have noise and
other spurious brain signals. High frequency noise is removed by band pass filter
(BPF) and spurious brain signals are eliminated by averaging multiple sam-
ples. Second, the strength of ERP300 will be different depending on the probes’
location. We have to select the locations where P300 is most prominent.

In 2007, Hoffmann et.al. did a comparison of accuracy using signals from 4
channels, 8 channels and 32 channels. In 2014, Yokoha [5] reduced the number of
probes from 21 channels to 4 channels by clustering signals from 21 channels to
4 clusters, and selecting one member from each cluster. Compared to Hoffmann
et.al., with the same number of 4 probes the classification accuracy was increased
by 3-5% [5]. In 2015, Horie reduced the number of probes by analyzing signals
from 21 channels, and reduced required probes to 2 or 3 channels (depending
on the subject) with even improved accuracy [6]. Both Yokoha [5] and Horie [6]
searched for best channels from 21 probes, referred in international 10-20 system.
In this work, our search expands to net-station 128 probes. We achieved even
better classification results, and sometime with less number of probes.

The paper is organized as follows. Following introduction, in section 2, we
describe the experimental set-up and its details. In section 3 we will explain the
basic idea and procedure. Section 4 includes experimental results and comparison
with previous works. Finally we conclude the paper in section 5.

2 Experimental Set-up and details of the experiment

2.1 Experimental Set-up

The specifications of the BCI equipment used in our experiments are as follow.
It is Netstation System 300 for Dense array EEG from Electrical Geodesics,
Inc. (EGI) [9]. It is equipped with 128 channels. The specified noise level is
0.7uV RMS. A/D conversion resolution is 24bit. Maximum sampling rate is
2000Hz. Input impedance is 200MΩ. In our experiments, we used a sampling
rate of 1000Hz i.e., 1000 samples per second. To train our classifier, we need
signals with and without ERP-P300. For generating such signals, we used P300
BCI speller interface, as shown in Fig 1. We collected data from healthy young
subjects (students of age around 22). The experimental set-up is explained below.
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Our aim is to classify EEG signals into two classes, to identify whether the
signal contains P300 signals or not [10]. In the experiment we have two targets:
minimizing probes and maximizing classification performance.

Fig. 1. P300 BCI Speller

The interface of BCI speller is a 6×6 matrix, consisting of 26 characters and
10 numerals. They are organized in 6-rows and 6-columns, as shown in Fig.1.
All elements of a row or a column flash simultaneously. The subject targets
one character at a time. When the array containing the presented character
flashed, the subject needs to perform a task, like count up. Flashing of rows and
columns are random. The subject needs to concentrate, so as not to miss the
target character. When the target character flashes, the brain responds strongly
to the match. In the experiment, there is a training phase for the participants,
called the Copy Spell Phase. We use signals that received from this phase to train
the classifier. Next is the free spell phase, the subject counts the target character
in his mind when the intended character flashes. The BCI speller identifies this
unknown character by analyzing when P300 signals are present. Our equipment
provides 128 probes as shown in Fig.2.

In conventional BCI speller [7] [8], 8 probes on the central parietal region of
the brain are used. Our motivation is to find the location for the strongest P300
signal for an individual, so that one can design personalized BCI Speller with
less number of probes.

2.2 Experimental details

To communicate a single character or numeral, all the 6 rows and 6 columns
flash for 10 times. The flashing occurs with random uniform probability distri-
bution. The duration of the flash is 600ms. Thus, to communicate a single target
character or numeral will take (6 + 6) × 10 × 600 ms=72 Sec. Every time the
target character is included in the row or column which is flashed, the subject
is to count up. At the end, the total count should be 20, i.e., for a character
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Fig. 2. Probe locations In Net Station System 300

presented we get 20 signals with P300 and 100 without. As the subjects need to
concentrate, and as the chosen character row/column flashes with low probabil-
ity(1/6), a strong P300 signal is generated. If we can get clearer P300 signal in
one flash, we don’t need repeat the flash so many times.

3 Algorithm Description

3.1 Basic Idea

The basic idea for reducing the number of probes is divided into two steps. In
step I, we cluster the signals received from different probes. Signals in one cluster
are similar. Instead of all members, if we select one prominent member for each
cluster, we can reduce the number of probes to the number of clusters.

Next, the goal is to find the smallest subset of probes that could give the
largest classification result. This is possible, because some of the clusters do
not represent the target signal. In fact, by eliminating them we can improve
classification result for classifying P300.

We collected EEG data from 128 probes and did 3 experiments. In Exper-
iment I, we used data from 21 probes, the locations of which are specified by
International 10-20 system [11]. This is the preliminary experiment to see the
efficacy of clustering and reducing the number of channels. We grouped probe
signals into 8 clusters. Dynamic Time Warping (DTW) was used to calculate
distances, to group signals of similar shape in the same group, even if there is a
time delay. Finally, Pareto GA is used to reduce the numbers of probes.

In Experiment II, we used data from all the 21 probes, and used Pareto GA to
reduce the number of probes. If we can achieve similar results as in Experiment
I, it would confirm that the clustering idea worked. As clustering is much faster
compared to searching by GA, it is more efficient to first reduce the probes by
clustering and then use GA for final probe selection. That way, search space of
GA will be reduced and could deliver better searching results in shorter time.
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In Experiment III, we clustered signals from all the 128 probes. Agglomera-
tive clustering is used to ensure that the individual clusters have high clustering
index. The number of clusters therefore varied from individual to individual.
Finally, multi-objective optimization is performed with two objectives, (1) to
reduce probe numbers and (2) to achieve higher classification performance. In
the next section, the details of the algorithm is described.

3.2 First Reduction

Data collected from the probes have induced and spurious noises. As ERP300
is of low frequency, we used bandpass filter with frequency band of 0.1HZ to
13HZ to clean the high frequency and DC components. Then, we calculated the
average of these 20 times of em copy spell data, and get clean signal free of
high frequency noise and spurious brain signals). Most spurious signals are elim-
inated due to averaging. Thus 20 signals become to 1 signal for every individual
probe. The amplitude of signals varies over probes. For normalization, necessary
for clustering, we used pulse code modulation (PCM), with 8 levels (3bit) [12].
After normalization, the signals are clustered (both in Experiment I and Exper-
iment III). Distances between signals after pre-processing and normalization are
calculated by using dynamic time warping (DTW) algorithm. This ensures that
signals of similar shape, though with certain time delay, will have low distance
and would be clustered in the same group.

Next, the signals are clustered by Ward’s algorithm. This is a top-down
agglomerative clustering algorithm. The purpose of choosing top-down algorithm
is that, we can set a threshold of the inter cluster distance and tune the number
of cluster visually, using Dendrogram. In Experiment I, we divided these signals
into 8 clusters. In Experiment III, the cluster number varied from individual to
individual, ensuring that every cluster has high clusterin index. Next, step is to
select a representative from each cluster. We select the one for which the change
in potential is highest. This is explained in Fig.3. Member with maximum value
of (max-min) is selected from every cluster. In conventional BCI speller [7] [8],
8 probes on the central parietal region of the brain are used. Our motivation is
to find the location for the strongest P300 signal, which is different for different
subjects.

3.3 Second Reduction

Our aim is to select minimum number of probes that would give the highest
classification accuracy. After selecting representatives from each cluster, suppose
we have N EEG signals, N is equal to the cluster number. We need to find the
minimum subset of these N -probes which would give the highest recognition.
This is a multi-objective optimization problem. We used Multi-Objective Genetic
Algorithm (MOGA) suitable for such problem.

Chromosomes withN binary units are used. A gene with 1 represents that the
corresponding probe is selected and 0 represents that the signal is not selected.
For crossover, 2-point crossover is used, with crossover probability 0.5. Mutation
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Fig. 3. Select Electrodes

is used with 0.01 probability. Tournament selection is used. To calculate the
fitness of a chromosome with respect to its classification fitness, we used back-
propagation training algorithm to find classification accuracy. For every signal,
we used 2 features, the maximum difference of the potential and the difference of
time between the occurrences, max T and min T. This is explained in Fig. 4. The
classification result is one criterion of a chromosome’s fitness. The other criterion
is the number of probes, which we want to minimize. Using these two criteria,
rankings of all the chromosomes in the population are calculated according to
multi-objective optimization algorithm.

Fig. 4. Feature Extraction

This ranking is different from traditional MOGA. We use the summation
of two criteria. The minimum is the fittest sample and will be ranked 1. We
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Fig. 5. Ranking for multi-objective genetic algorithm

normalize the two criteria for equal weight. Ranking is pictorially explained in
Fig. 5.

3.4 Procedure of each Experiment

Experiment I

Here we used signals from 21 probes, as specified in international 10-20 sys-
tem. Signals are Band Pass Filtered, Averaged, Normalized by PCM, Distance
measured by DTW and then clustered in 8 groups. One representative probe is
selected from each cluster. Feature is extracted, as described in previous section.
Pareto GA selects the optimum probe set (minimum number of probes with
minimum classification error.)

Fig. 6. Procedure of Experiment I
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Experiment II Similar to Experiment I, except that we do not reduce
the number of probes by clustering. Pareto GA is run with signals from all 21
probes. Naturally, GA searching took longer time. We compared the results from
Experiment I and Experiment II in Section 4.

Fig. 7. Procedure of Experiment II

Experiment III
The steps of this experiment is similar to Experiment I. Experiment I

started with 21 probe data. Here we take all 128 probe data. In addition, in
Experiment I we always had 8 clusters. Here, the number of clusters varies
from subject to subject, to ensure that clusters are compact. Higher number of
clusters is better, as then the clusters are more compact. But, then GA search
takes longer time. We need to compromise these two aspects.

4 Experimental Results

4.1 Experiment I

Pareto GA details:
-Population size: 20
-Length of the chromosome: 8
-Number of generation: 200
-Crossover: 2 point crossover with 0.5 crossover probability
-Selection rule: Tournament selection

In Table 1, we compared results with [5], because experimental condition are
similar. Experiment I and [5], both used 21 probes. In [5], data from 21 probes
are grouped into 4 clusters, and representative from each cluster was used for
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Fig. 8. Procedure of Experiment III

classification. In Experiment I, after clustering into 8 groups MOGA is used
to find minimum set of probes with minimum error of classification. In Table 1,
the first row is results from Experiment I and the second row is from [5]. We
can see, Experiment I delivers much better classification result using even less
number of probes.

Table 1. Result of Experiment I

Subject1 Subject2 Subject3 Subject4 Subject5 Subject6

Experiment I
Number of probes 2 2 3 2 2 2
Recognition rate 71 % 73% 76% 75% 63% 70%

Results of [5]
Number of probes 4 4 4 4 4 4
Recognition rate 56% 67% 76 % 65 % 49 % 70%

4.2 Experiment II

Pareto GA details:
-Population size: 20
-Length of the chromosome: 21
-Number of generation: 40 60
-Crossover: 2 point crossover with 0.5 crossover probability
-Selection rule: Tournament selection
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Here we compare results from Experiment I and Experiment II, to verify
the efficacy of clustering. In both the experiments, we use the same signals from
21 probes. For Experiment I, we cluster to 8 groups and then run GA on 8
representative probes. In Experiment II, we use all 21 signals and run GA. If
the results are similar, we can ensure that by clustering we are not missing any
information, and we can select important probes more efficiently. In fact, the
results are very similar. For subject 1, subject 5 and subject 6, there is a slight
increase in classification accuracy at the cost of one increased probe. From this
result, we conclude that clustering was and effective way to reduce the overall
search time.

Table 2. Result of Experiment II

Subject1 Subject2 Subject3 Subject4 Subject5 Subject6

Experiment I
Number of probes 2 2 3 2 2 2
Recognition rate 71 % 73% 76% 75% 63% 70%

Experiment II
Number of probes 3 2 3 2 3 3
Recognition rate 74% 73% 76 % 75 % 65 % 72%

4.3 Experiment III

Pareto GA details:
-Population size: 20
-Length of the chromosome:
Subject1-10, Subject2-13, Subject3-15, Subject4-13, Subject5-13, Subject6-14
-Number of generation: 100
-Crossover: 2 point crossover with 0.5 crossover probability
-Selection rule: Tournament selection

In this section we compare results from Experiment I and Experiment
III. The experimental procedure are same, but in Experiment I the search is
from the set of 21-probe data, whereas in Experiment III it is from the set of
128-probe data. The steps are same, clustering, representative signal selection
and then MOGA search. We can see a further improveent in classification result.
For subject 3, even with one less probe, we got better classification. On the other
hand, for subject 5 and subject 6, we got much better classification with one extra
probe.

5 Conclusion

In this work, we used 2 steps to reduce the number of probes. In step I, we
cluster the signals received from different probes. Signals belonging to the same

Proceedings ITISE 2017. Granada, 18-20, September, 2017.ISBN: 978-84-17293-01-7 606



Title Suppressed Due to Excessive Length 11

Table 3. Result of Experiment III

Subject1 Subject2 Subject3 Subject4 Subject5 Subject6

Experiment I
Number of probes 2 2 3 2 2 2
Recognition rate 71 % 73% 76% 75% 63% 70%

Experiment III
Number of probes 2 2 2 2 3 3
Recognition rate 75% 74% 79 % 77 % 70 % 78%

cluster are similar. Instead of all members, if we select one prominent member
from each cluster, we can reduce the number of probes equal to the number
of clusters. In the next step, we aim to further reduce the number of probes.
Here, the goal is to find the smallest subset of probes that could give the largest
classification result. This is possible, because some of the clusters do not contain
the target ERP300 signal. By eliminating them, we reduce the number of probes
and at the same time improve classification. To confirm that this idea does
work, we performed Experiment I and Experiment II. Comparing results
which are almost similar, we verified that reducing our GA search space, by
clustering and taking one probe from each cluster, do work as expected. Finally,
when we take data from all 128 probes, we could achieve very good classification
results. It should be mentioned that in testing phase (all the results in Table. 1
to Table. 3) we used only one signal, i.e., the signals collected when all 6 rows
and 6 columns are flashed only once. Thus, we did not eliminate spurious brain
signals by averaging, for the test signals. In other words, our spelling time for a
letter was 7.2 seconds.

Many industrial systems are monitored by several sensors. The proposed
method can be used to reduce the number of probes in any general situation,
where sensors are used to detect a particular type of perturbation of the system
which would be reflected in the time-series data collected by various sensors. The
idea introduced in this work could be extended to any such monitoring system
to reduce the number of sensors.
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Jowaheer, Vandna 985
Juan, Jesús 960
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