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• Topic modeling: what is it? 

• Approaches in topic modeling: General view; 

• Results of simulation: Word – Topics and document 

– Topics  distributions;  

• Problem of stochastic matrix decomposition; 

• Evaluation of topic model sparsity 

• Problem of topic model stability 

• Ways of stabilization of topic model. 

• Future work. 
 

 

 

 



Topic modeling: description and 

challenges 
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• Topic modeling (TM) potentially can describe what topics occur 

in a large text collection, how big they are and how they are 

distributed over individual texts. 

 

• BUT: 

 

• TM is unstable: different runs yield different results; 

• TM describes well only a minority of texts; 

• It works poorly on short texts; 

• Quality metrics for TM are underdeveloped because of lack of 

ground truth;  

• As a result: hard to choose between solutions, e.g. with different 

topic numbers and other parameters. 

 

 

 

 



Topic Modeling – what is it? 
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p 𝑤 𝑑 =  𝑝 𝑤 𝑡 𝑝 𝑡 𝑑𝑇

𝑡=1 =  𝛷𝑤𝑡𝜃𝑡𝑑
𝑇
𝑡=1  

𝐓𝐨𝐩𝐢𝐜 𝐝𝐢𝐬𝐭𝐫𝐢𝐛𝐮𝐭𝐢𝐨𝐧 𝐢𝐧 𝜱𝒘𝒕 

D is a collection of documents 

W is the set of all words in all documents. 

T is a finite set of topics in dataset 

Topic modeling is a procedure, where 

hidden distributions, presented by matrixes 

Φwt and θtd are restored during simulation. 



Approaches in topic modeling: 

General view 
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1. Probabilistic latent semantic analysis (pLSA). Based on the idea that reconstructing Φwt and θtd 

can be done from finding maximum of total log-likelihood: 

𝐿 𝛷, 𝜃 =  𝑛𝑤𝑑𝑙𝑛 𝛷𝑤𝑡𝜃𝑡𝑑
𝑡∈𝑇

𝑑∈𝐷,𝑤∈𝑑
→ 𝑚𝑎𝑥 

Procedure of maximization based on expectation-maximization (EM) algorithm under constraints: 

Φwt>1, θtd >1 and   𝑝 𝑤 𝑡 = 1𝑡∈𝑇 . 

2. Latent Dirichlet allocation (LDA): is a Bayesian version of pLSA: it assumes that multinomial 

distributions θtd  and Φwt are generated from prior Dirichlet distributions, one with parameter α (for 

the θtd distributions) and one with parameter β (for the Φwt distributions). 

Variation approximations of LDA – pure mathematician model 

𝑝 𝜃, 𝑧, 𝑤|α, β = 𝑝(𝜃|α) 𝑝(𝑧𝑛|θ)𝑝(𝑤𝑛|𝑧𝑛, β)

𝑁

𝑛=1

 𝜃𝑡𝑑 =
𝑛𝑡𝑑 + α𝑡
𝑛𝑑 + α0

 

ϕ𝑡𝑑 =
𝑛𝑤𝑡 + β𝑤
𝑛𝑡 + α0

 Where ntd – number documents in topic t. 

Where nwt – number words in topic t. 
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3. Latent Dirichlet Allocation(Gibbs sampling) – based on idea from physics (Potts model) 

Results of simulation:  

1. Matrix of words distribution in topics.                       2. Matrix of document distribution in topics.  
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Approaches in topic modeling: 

General view 



Results of simulation: Word - topic 

distribution (Matrix Ф) 
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Results of simulation: Document - topic 

distribution (Matrix Θ) 



Stochastic matrix decomposition  
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[ ] [ ] [ ]F documents words documents topics topics words     

Matrix F represents a dataset. Our dataset can be expressed in terms of two low 

dimension matrices. Process of sampling is the process of approximation of 

matrix F by two matrices Ф and Ɵ.  But: 
1 ' '( ) ( )F R R      

Matrix F can be approximated by different combinations of matrices (but with the 

same dimensions 

F Θ Ф 



Evaluation of sparsity of topic models 
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LDA inference algorithm guarantees that the iterative process converges to a certain 

value of perplexity with some noise, which means that the number of words and 

documents used in modeling also converge to a certain value. Actually perplexity is 

the inverse of the geometric mean per-word likelihood. 

Words ratio  

Word ratio as the parameter that  

characterizes the ratio of the total 

number of words with probability 

greater than 1/V over all 

documents, where V is  

dictionary length. 
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Evaluating LDA stability with Kullback – 

Leibler divergence and topic stability 
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KL-based similarity metric 

The Kullback - Leibler divergence is a widely accepted distance measure between two 

probability distributions. It can be calculated according  to the following formula. 

IF K=0, then two topics are identical. IF K=Max value then the value shows dissimilarity 

of topics.    

However, directly computing KL divergence to measure similarity between two topics in a 

topic modeling result does not lead to a good result since the KL value is dominated by the 

long tail of low probability words that do not define the topic in any qualitative way and are 

mostly random. 

IF Kn=100%, then two topics are identical. IF 

K=0 then that topics are totally different. 



STABILITY EVALUATION  
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Level 90 - 93% (and more) means that 

first 50 words are almost identical.  

Level about 85%: topics are  

completely different.  
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Regularization of topic models 

In optimization theory, problems with unstable solutions are called ill-posed, and a 

general approach to solving these problems is given by Tikhonov regularization [38]. In 

terms of the model definition, regularization can be viewed as extending the prior 

information which lets one reduce the set of solutions. Regularization is done either by 

introducing constraints on θd,t and ϕm,t matrices or by changing procedure o sampling. 

Example of regularization: Semi-Supervised Latent Dirichlet Allocation  

(Gibbs sampling)  
If we have initial distribution of words (anchor words) over 

topics, then we are able to fix or glue words to topics. 

Therefore, when the algorithm faces an anchor word 

during sampling, it does not change the connection 

between the topic and the word.  But the other words are 

sampled according to the standard  procedure. 

The SLDA modeling behaves as a process of 

crystallization, where anchor words are centers of crystals.  

The words that often  co-occur  with anchor words stick 

together during simulation and form the body of topics.  

 



Regularization of topic models: Results 
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RESULT: (1) regularization can significantly improve stability, for example GLDA, 

but (2) regularization can almost kill stability, for example pLSA with Ф 

regularization.  
 

(LDA model can be regarded as regularized version of pLSA, where regularization is adding 

information that distributions are Dirichlet functions).   



CONCLUSION AND FURTHER WORK 
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• TM is convenient for big data. 

• But it has shortcomings -> can be overcome with regularization. 

• Some regularizations may decrease model quality. 

• Improvement is important for web science and digital humanities that 

seek not only interpretable topics, but entire solutions to make 

reliable conclusions about the topical structure of text collections. 

 

• Therefore, the problem of topic number is one of the central. 

• Needed: analysis of topic models’ behavior as a function of topic 

number.  

• Probably based on physical approaches from condensed physics. 
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