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#### Abstract

We consider an initial-boundary value problem for a generalized 2D time-dependent Schrödinger equation on a semi-infinite strip. For the Crank-Nicolson finite-difference scheme with approximate or discrete transparent boundary conditions (TBCs), the Strang-type splitting with respect to the potential is applied. For the resulting method, the uniform in time $L^{2}$-stability is proved. Due to the splitting, an effective direct algorithm using FFT is developed to implement the method with the discrete TBC for general potential. Numerical results on the tunnel effect for rectangular barriers are included together with the related practical error analysis.
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## 1 Introduction

The time-dependent Schrödinger equation with several variables is important in quantum mechanics, atomic and nuclear physics, wave physics, nanotechnologies, etc. Often it should be solved in unbounded space domains. In particular, the generalized 2D timedependent Schrödinger equation with variable coefficients on a semi-infinite strip appears in microscopic description of low-energy nuclear fission dynamics [4, 13].

Several approaches are developed and studied to solve problems of such kind, in particular, see [1, 2, 3, 6, 7, 8, 17, 18, 20, 25]. One of them exploits the so-called discrete transparent boundary conditions (TBCs) at artificial boundaries [10]. Its advantages are the complete absence of spurious reflections, reliable computational stability, clear mathematical background and rigorous stability theory.

The Crank-Nicolson finite-difference scheme with the discrete TBCs in the case of a strip or semi-infinite strip was studied in detail in [3, 7, 8]. But the scheme is implicit so that solving of a specific complex system of linear algebraic equations is required at each time level. Efficient methods to solve such systems are well developed by the moment in real but not complex situation.

The splitting technique is widely used to simplify solving of the time-dependent Schrödinger and related equations, in particular, see [5, 11, [12, 14, 15, 16]. We apply the

[^0]Strang-type splitting with respect to the potential to the Crank-Nicolson scheme with rather general approximate TBC in the form of the Dirichlet-to-Neumann map. For the resulting method, we prove the uniform in time $L^{2}$-stability under a condition on an operator $\mathcal{S}$ in the approximate TBC.

To construct the discrete TBC, we consider the splitting scheme on an infinite mesh in the semi-infinite strip. Its uniform in time $L^{2}$-stability together with the mass conservation law are proved. We find that an operator $\mathcal{S}_{\text {ref }}$ in the discrete TBC is the same as for the original Crank-Nicolson scheme in [7], and it satisfies above mentioned condition so that the uniform in time $L^{2}$-stability of the resulting method is guaranteed. The operator $\mathcal{S}_{\text {ref }}$ is written in terms of the discrete convolution in time and the discrete Fourier expansion in direction $y$ perpendicular to the strip. Due to the splitting, an effective direct algorithm using FFT in $y$ is developed to implement the method with the discrete TBC for general potential (while other coefficients are $y$-independent).

The corresponding numerical results on the tunnel effect for rectangular barriers are presented together with the practical error analysis in $C$ and $L^{2}$ norms confirming the good error properties of the splitting scheme.

Notice that the results are rather easily generalized to the case of a multidimensional parallelepiped infinite or semi-infinite in one of the directions.

## 2 The Schrödinger equation on a semi-infinite strip and the splitting in potential Crank-Nicolson scheme with an approximate TBC

Let us consider the generalized 2D time-dependent Schrödinger equation

$$
\begin{equation*}
i \hbar \rho D_{t} \psi=\left(\mathcal{H}_{0}+V\right) \psi \text { for }(x, y) \in \Omega, \quad t>0 \tag{2.1}
\end{equation*}
$$

where $\Omega:=(0, \infty) \times(0, Y)$ is a semi-infinite strip, involving the 2D Hamiltonian operator

$$
\mathcal{H}_{0} \psi:=-\frac{\hbar^{2}}{2}\left[D_{x}\left(B_{11} D_{x} \psi\right)+D_{x}\left(B_{12} D_{y} \psi\right)+D_{y}\left(B_{21} D_{x} \psi\right)+D_{y}\left(B_{22} D_{y} \psi\right)\right]
$$

with a symmetric and positive definite uniformly in $\Omega$ matrix of the real coefficients $\left\{B_{p q}(x, y)\right\}_{p, q=1}^{2}$, and the real coefficients $\rho(x, y)$ and $V(x, y)$ (the potential) such that $\rho(x, y) \geqslant \underline{\rho}>0$ in $\Omega$. Also $i$ is the imaginary unit, $\hbar>0$ is a physical constant, $D_{t}, D_{x}$ and $D_{y}$ are partial derivatives, and the unknown wave function $\psi=\psi(x, t)$ is complexvalued.

Impose the following boundary condition, the condition at infinity and the initial one

$$
\begin{gather*}
\left.\psi(\cdot, t)\right|_{\partial \Omega}=0, \quad\|\psi(x, \cdot, t)\|_{L^{2}(0, Y)} \rightarrow 0 \text { as } x \rightarrow+\infty, \text { for any } t>0  \tag{2.2}\\
\left.\psi\right|_{t=0}=\psi^{0}(x, y) \text { in } \Omega \tag{2.3}
\end{gather*}
$$

We also assume that

$$
\begin{gather*}
B_{11}(x, y)=B_{1 \infty}>0, \quad B_{12}(x, y)=B_{21}(x, y)=0, \quad B_{22}(x, y)=B_{2 \infty}>0, \\
\rho(x, y)=\rho_{\infty}>0, \quad V(x, y)=V_{\infty}, \quad \psi^{0}(x, y)=0 \quad \text { on } \Omega \backslash \Omega_{X_{0}} \tag{2.4}
\end{gather*}
$$

for some $X_{0}>0$, where $\Omega_{X}:=(0, X) \times(0, Y)$. It is well-known that solution to problem (2.1)-(2.4) satisfies a non-local integro-differential TBC for any $x=X \geqslant X_{0}$ (for example see [7]) which we do not reproduce here.

Introduce a non-uniform mesh $\bar{\omega}^{\tau}$ in $t$ on $[0, \infty)$ with nodes $0=t_{0}<\cdots<t_{m}<\ldots$, $t_{m} \rightarrow \infty$ as $m \rightarrow \infty$, and steps $\tau_{m}:=t_{m}-t_{m-1}$. Let $t_{m-1 / 2}=\frac{t_{m-1}+t_{m}}{2}$ and $\omega^{\tau}:=\bar{\omega}^{\tau} \backslash\{0\}$. In the differential case, the splitting in potential method can be represented as follows: three problems are solved sequentially step by step in time

$$
\begin{gather*}
i \hbar \rho D_{t} \breve{\psi}=(\Delta V) \breve{\psi} \text { on } \Omega \times\left(t_{m-1}, t_{m-1 / 2}\right],\left.\quad \breve{\psi}\right|_{t=t_{m-1}}=\left.\psi\right|_{t=t_{m-1}}  \tag{2.5}\\
i \hbar \rho D_{t} \widetilde{\psi}=\left(\mathcal{H}_{0}+\widetilde{V}\right) \widetilde{\psi} \text { on } \Omega \times\left(t_{m-1}, t_{m}\right],\left.\quad \widetilde{\psi}\right|_{t=t_{m-1}}=\left.\breve{\psi}\right|_{t=t_{m-1 / 2}}  \tag{2.6}\\
\left.\widetilde{\psi}\right|_{\partial \Omega}=0, \quad\|\widetilde{\psi}(x, \cdot, t)\|_{L^{2}(0, Y)} \rightarrow 0 \text { as } x \rightarrow \infty, \quad \text { for } t \in\left(t_{m-1}, t_{m}\right]  \tag{2.7}\\
i \hbar \rho D_{t} \psi=(\Delta V) \psi \text { on } \Omega \times\left(t_{m-1 / 2}, t_{m}\right],\left.\quad \psi\right|_{t=t_{m-1 / 2}}=\left.\widetilde{\psi}\right|_{t=t_{m}}  \tag{2.8}\\
\left.\psi\right|_{t=0}=\psi^{0} \text { in } \Omega, \tag{2.9}
\end{gather*}
$$

for any $m \geqslant 1$, where $\Delta V:=V-\widetilde{V}$ and $\widetilde{V}(x)$ is an auxiliary potential satisfying

$$
\begin{equation*}
\widetilde{V}(x)=V_{\infty} \text { on }\left[X_{0}, \infty\right) \tag{2.10}
\end{equation*}
$$

In the simplest case, $\tilde{V}(x)=V_{\infty}$. But, in particular, to generalize results to the case of a strip and different constant values $V_{ \pm \infty}$ of $V(x, y)$ at $x \rightarrow \pm \infty$, it is necessary to take non-constant $\widetilde{V}$; see also Section 4 below.

The Cauchy problems (2.5) and (2.8) can be easily solved explicitly, in particular,

$$
\begin{equation*}
\left.\breve{\psi}\right|_{t=t_{m-1 / 2}}=\left.e^{-i \frac{\tau_{m}}{2 \hbar \rho} \Delta V} \psi\right|_{t=t_{m-1}},\left.\quad \psi\right|_{t=t_{m}}=\left.e^{-i \frac{\tau_{m}}{2 \hbar \rho} \Delta V} \widetilde{\psi}\right|_{t=t_{m}} \tag{2.11}
\end{equation*}
$$

Equation in (2.6) is the original equation (2.1) simplified by substituting $\widetilde{V}$ for $V$. Also $\breve{\psi}$ and $\widetilde{\psi}$ are auxiliary functions and $\psi$ is the main unknown one. This is a version of the Strang-type splitting [15] (though the original Strang splitting [19] was suggested with respect to space derivatives for the 2D transport equation; note that sharp error bounds for the Strang splitting for the 2D heat equation can be found in [23]). The symmetrized three-step form of this splitting ensures its second order of approximation for $\left.\psi\right|_{t=t_{m}}$ with respect to $\tau_{m}$.

We turn to the fully discrete case. Fix some $X>X_{0}$ and introduce a non-uniform mesh $\bar{\omega}_{h, \infty}$ in $x$ on $[0, \infty)$ with nodes $0=x_{0}<\cdots<x_{J}=X<\ldots$ and steps $h_{j}:=x_{j}-x_{j-1}$ such that $x_{J-2} \geqslant X_{0}$ and $h_{j}=h \equiv h_{J}$ for $j \geqslant J$. Let $\omega_{h, \infty}:=\bar{\omega}_{h, \infty} \backslash\{0\}, \bar{\omega}_{h}:=\left\{x_{j}\right\}_{j=0}^{J}$ and $\omega_{h}:=\bar{\omega}_{h} \backslash\{0, X\}$.

We define the backward, modified forward and central difference quotients as well as two mesh averaging operators in $x$

$$
\begin{gathered}
\bar{\partial}_{x} W_{j}:=\frac{W_{j}-W_{j-1}}{h_{j}}, \quad \widehat{\partial}_{x} W_{j}:=\frac{W_{j+1}-W_{j}}{h_{j+1 / 2}}, \quad \stackrel{\circ}{\partial}_{x} W_{j}:=\frac{W_{j+1}-W_{j-1}}{2 h_{j+1 / 2}}, \\
\bar{s}_{x} W_{j}=\frac{W_{j-1}+W_{j}}{2}, \quad \widehat{s}_{x} W_{j}:=\frac{h_{j} W_{j}+h_{j+1} W_{j+1}}{2 h_{j+1 / 2}}
\end{gathered}
$$

where $h_{j+1 / 2}:=\frac{h_{j}+h_{j+1}}{2}$.
We define two mesh counterparts of the inner product in the complex space $L^{2}(0, X)$ :

$$
(U, W)_{\omega_{h}}:=\sum_{j=1}^{J-1} U_{j} W_{j}^{*} h_{j+1 / 2}, \quad(U, W)_{\bar{\omega}_{h}}:=(U, W)_{\omega_{h}}+U_{J} W_{J}^{*} \frac{h}{2}
$$

and the associated mesh norms $\|\cdot\|_{\omega_{h}}$ and $\|\cdot\|_{\bar{\omega}_{h}}$ (of course, for mesh functions respectively defined on $\omega_{h}$ or defined on $\bar{\omega}_{h}$ and equal zero at $x_{0}=0$ ). Hereafter $z^{*}, \operatorname{Re} z$ and $\operatorname{Im} z$ denote the complex conjugate, the real and the imaginary parts of $z \in \mathbb{C}$. The above averaging operators are related by an identity

$$
\begin{equation*}
\left(\widehat{s}_{x} W, U\right)_{\omega_{h}}=\sum_{j=1}^{J} W_{j}\left(\bar{s}_{x} U_{j}^{*}\right) h_{j}-\frac{1}{2}\left(W_{1} U_{0}^{*} h_{1}+W_{J} U_{J}^{*} h_{J}\right) \tag{2.12}
\end{equation*}
$$

We also introduce a non-uniform mesh $\bar{\omega}_{\delta}$ in $y$ on $[0, Y]$ with nodes $0=y_{0}<\cdots<$ $y_{K}=Y$ and steps $\delta_{k}:=y_{k}-y_{k-1}$. Let $\omega_{\delta}:=\bar{\omega}_{\delta} \backslash\{0, Y\}$. We define the backward and the modified forward difference quotients together with two mesh averaging operators in $y$
$\bar{\partial}_{y} U_{k}:=\frac{U_{k}-U_{k-1}}{\delta_{k}}, \quad \widehat{\partial}_{y} U_{k}:=\frac{U_{k+1}-U_{k}}{\delta_{k+1 / 2}}, \quad \bar{s}_{y} U_{k}=\frac{U_{k-1}+U_{k}}{2}, \widehat{s}_{y} U_{k}:=\frac{\delta_{k} U_{k}+\delta_{k+1} U_{k+1}}{2 \delta_{k+1 / 2}}$,
where $\delta_{k+1 / 2}:=\frac{\delta_{k}+\delta_{k+1}}{2}$. Let $\stackrel{\circ}{H}\left(\bar{\omega}_{\delta}\right)$ be the space of functions $U: \bar{\omega}_{\delta} \rightarrow \mathbb{C}$ such that $\left.U\right|_{k=0, K}=0$, equipped with the inner product

$$
(U, W)_{\omega_{\delta}}:=\sum_{k=1}^{K-1} U_{k} W_{k}^{*} \delta_{k+1 / 2}
$$

and the associated norm $\|\cdot\|_{\omega_{\delta}}$.
We define the product 2D meshes $\bar{\omega}_{\mathbf{h}, \infty}:=\bar{\omega}_{h, \infty} \times \bar{\omega}_{\delta}$ on $\bar{\Omega}$ and $\bar{\omega}_{\mathbf{h}}:=\bar{\omega}_{h} \times \bar{\omega}_{\delta}$ on $\bar{\Omega}_{X}$ as well as their interiors $\omega_{\mathbf{h}, \infty}:=\omega_{h, \infty} \times \omega_{\delta}$ and $\omega_{\mathbf{h}}:=\omega_{h} \times \omega_{\delta}$. Let $\Gamma_{\mathbf{h}}=\left\{\left(0, y_{k}\right), 1 \leqslant\right.$ $k \leqslant K-1\} \cup\left\{\left(x_{j}, 0\right),\left(x_{j}, Y\right), 0 \leqslant j \leqslant J\right\}$ be a part of the boundary of $\bar{\omega}_{\mathbf{h}}$.

Let $A_{-, j k}:=A\left(x_{j-1 / 2}, y_{k-1 / 2}\right)$, for all the coefficients $A=\rho, B_{p q}, V$, with $x_{j-1 / 2}:=$ $\frac{x_{j-1}+x_{j}}{2}$ and $y_{k-1 / 2}:=\frac{y_{k-1}+y_{k}}{2}$. We exploit the 2D mesh Hamiltonian operator
$\mathcal{H}_{0 \mathbf{h}} W:=-\frac{\hbar^{2}}{2}\left[\widehat{\partial}_{x}\left(B_{11 \mathbf{h}} \bar{\partial}_{x} W\right)+\widehat{\partial}_{x} \widehat{s}_{y}\left(B_{12 \mathbf{h}} \bar{s}_{x} \bar{\partial}_{y} W\right)+\widehat{s}_{x} \widehat{\partial}_{y}\left(B_{21 \mathbf{h}} \bar{\partial}_{x} \bar{s}_{y} W\right)+\widehat{\partial}_{y}\left(B_{22 \mathbf{h}} \bar{\partial}_{y} W\right)\right]$,
where the coefficients are given by formulas $B_{11 \mathbf{h}}=\widehat{s}_{y} B_{11,-}, B_{22 \mathbf{h}}=\widehat{s}_{x} B_{22,-}, B_{12 \mathbf{h}}=$ $B_{21 h}=B_{12,-}$. We also set $\rho_{\mathbf{h}}=\widehat{s}_{x} \widehat{s}_{y} \rho_{-}, V_{\mathbf{h}}=\widehat{s}_{x} \widehat{s}_{y} V_{-}$and $\widetilde{V}_{h}=\widehat{s}_{x} \widetilde{V}_{-}$. Actually this finite-difference discretization is a simplification of the bilinear finite element method for the rectangular mesh $\bar{\omega}_{\mathrm{h}}$ (conserving, in particular, its $L^{2}(\Omega)$ and $H^{1}(\Omega)$ optimal error bounds), see [22]. Some other operators $\mathcal{H}_{0 \mathrm{~h}}$ could be also exploited.

We define also the backward difference quotient and an averaging in time

$$
\bar{\partial}_{t} \Phi^{m}:=\frac{\Phi^{m}-\Phi^{m-1}}{\tau_{m}}, \quad \bar{s}_{t} \Phi^{m}:=\frac{\Phi^{m-1}+\Phi^{m}}{2}
$$

and set $\omega_{M}^{\tau}:=\left\{t_{m}\right\}_{m=1}^{M}$.
The following Crank-Nicolson-type scheme with general approximate TBC was studied in [7]

$$
\begin{gather*}
i \hbar \rho_{\mathbf{h}} \bar{\partial}_{t} \Psi^{m}=\left(\mathcal{H}_{0 \mathbf{h}}+V_{\mathbf{h}}\right) \bar{s}_{t} \Psi^{m} \text { on } \omega_{\mathbf{h}}  \tag{2.13}\\
\left.\Psi^{m}\right|_{\Gamma_{\mathbf{h}}}=0  \tag{2.14}\\
\left.\left\{\frac{\hbar^{2}}{2} B_{1 \infty} \bar{\partial}_{x} \bar{s}_{t} \Psi-\frac{h}{2}\left[i \hbar \rho_{\infty} \bar{\partial}_{t} \Psi+\left(\frac{\hbar^{2}}{2} B_{2 \infty} \widehat{\partial}_{y} \bar{\partial}_{y}-V_{\infty}\right) \bar{s}_{t} \Psi\right]\right\}^{m}\right|_{j=J} \\
=\frac{\hbar^{2}}{2} B_{1 \infty} \mathcal{S}^{m} \Psi_{J}^{m} \text { on } \omega_{\delta}  \tag{2.15}\\
\Psi^{0}=\Psi_{\mathbf{h}}^{0} \text { on } \bar{\omega}_{\mathbf{h}} \tag{2.16}
\end{gather*}
$$

for any $m \geq 1$. Here the boundary condition 2.15 is the approximate TBC , with a linear operator $\mathcal{S}^{m}$ acting in the space of functions defined on $\omega_{\delta} \times \omega_{m}^{\tau}$, and $\Psi_{J}^{m}=\left\{\Psi_{J .}^{1}, \ldots, \Psi_{J .}^{m}\right\}$. Also $\Psi_{\mathbf{h} j k}^{0}=\psi^{0}\left(x_{j}, y_{k}\right)$ (for definiteness) and thus $\left.\Psi_{\mathbf{h}}^{0}\right|_{j=J}=0$; we assume that the conjunction condition $\left.\Psi_{h}^{0}\right|_{\Gamma_{h}}=0$ is valid as well.

Recall that the left-hand side in the approximate TBC 2.15 has the form of the wellknown 2D second order approximation to $\frac{\hbar^{2}}{2} B_{1 \infty} D_{x}$ in the Neumann boundary condition (exploiting an 8-point stencil in all the directions $x, y$ and $t$ ).

We write down the following Strang-type splitting in potential for the Crank-Nicolson scheme $2.13-2.16$

$$
\begin{gather*}
i \hbar \rho_{\mathbf{h}} \frac{\breve{\Psi}^{m}-\Psi^{m-1}}{\tau_{m} / 2}=\Delta V_{\mathbf{h}} \frac{\breve{\Psi}^{m}+\Psi^{m-1}}{2} \text { on }\left(\omega_{h} \cup x_{J}\right) \times \omega_{\delta},  \tag{2.17}\\
i \hbar \rho_{\mathbf{h}} \frac{\widetilde{\Psi}^{m}-\breve{\Psi}^{m}}{\tau_{m}}=\left(\mathcal{H}_{0 \mathbf{h}}+\widetilde{V}_{h}\right) \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2} \text { on } \omega_{\mathbf{h}},  \tag{2.18}\\
i \hbar \rho_{\mathbf{h}} \frac{\Psi^{m}-\widetilde{\Psi}^{m}}{\tau_{m} / 2}=\Delta V_{\mathbf{h}} \frac{\Psi^{m}+\widetilde{\Psi}^{m}}{2} \text { on }\left(\omega_{h} \cup x_{J}\right) \times \omega_{\delta},  \tag{2.19}\\
\left.\breve{\Psi}^{m}\right|_{\Gamma_{\mathbf{h}}}=0,\left.\quad \widetilde{\Psi}^{m}\right|_{\Gamma_{\mathbf{h}}=0,\left.\quad \Psi^{m}\right|_{\Gamma_{\mathbf{h}}}=0,} ^{:=\left.\left\{\frac{\hbar^{2}}{2} B_{1 \infty} \bar{\partial}_{x} \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}-\frac{h}{2}\left[i \hbar \rho_{\infty} \frac{\widetilde{\Psi}^{m}-\breve{\Psi}^{m}}{\tau_{m}}+\left(\frac{\hbar^{2}}{2} B_{2 \infty} \widehat{\partial}_{y} \bar{\partial}_{y}-V_{\infty}\right) \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right]\right\}\right|_{j=J}}  \tag{2.20}\\
=\frac{\hbar^{2}}{2} B_{1 \infty} \mathcal{S}^{m} \widetilde{\Psi}_{J}^{m} \text { on } \omega_{\delta}, \\
\Psi^{0}=\Psi_{\mathbf{T}}^{0} \text { on } \bar{\omega}_{\mathbf{h}},
\end{gather*}
$$

for any $m \geqslant 1$, where $\Delta V_{\mathbf{h}}:=V_{\mathbf{h}}-\widetilde{V}_{h}$.

Obviously equations 2.17) and 2.19) are reduced to the explicit expressions

$$
\begin{equation*}
\breve{\Psi}^{m}=\mathcal{E}^{m} \Psi^{m-1}, \quad \Psi^{m}=\mathcal{E}^{m} \widetilde{\Psi}^{m}, \quad \text { with } \quad \mathcal{E}^{m}:=\frac{1-i \frac{\tau_{m}}{4 \hbar \rho_{\mathbf{h}}} \Delta V_{\mathbf{h}}}{1+i \frac{\tau_{m}}{4 \hbar \rho_{\mathbf{h}}} \Delta V_{\mathbf{h}}}, \quad \text { on } \quad\left(\omega_{h} \cup x_{J}\right) \times \omega_{\delta} \tag{2.23}
\end{equation*}
$$

The main finite-difference equation (2.18) is similar to the original one (2.13) simplified by substituting $\widetilde{V}_{h}$ for $V_{\mathbf{h}}$. Here $\breve{\Psi}$ and $\Psi$ are auxiliary unknown functions and $\Psi$ is the main unknown one. We have got the approximate TBC (2.21) by substituting respectively

$$
\frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}, \frac{\widetilde{\Psi}^{m}-\breve{\Psi}^{m}}{\tau_{m}}, \widetilde{\Psi}_{J}^{m}
$$

for $\bar{s}_{t} \Psi, \bar{\partial}_{t} \Psi$ and $\Psi_{J}^{m}$ in the approximate TBC (2.15); but notice that since $\left.\Delta V_{\mathbf{h}}\right|_{j=J}=0$, actually

$$
\begin{equation*}
\breve{\Psi}_{J .}^{m}=\Psi_{J .}^{m-1}, \quad \Psi_{J .}^{m}=\widetilde{\Psi}_{J .}^{m} \text { on } \bar{\omega}_{\delta} \text { for } m \geqslant 1 \tag{2.24}
\end{equation*}
$$

Clearly the constructed splitting in potential scheme can be also considered as the Crank-Nicolson-type discretization in time and the same approximation in space for the above splitting in potential differential problem (2.5)-(2.11).

Also note that inserting formulas (2.23) into equation (2.18) and excluding the auxiliary functions leads to the following equation for $\Psi$

$$
\begin{equation*}
i \hbar \rho_{\mathbf{h}} \frac{\left(\mathcal{E}^{m}\right)^{-1} \Psi^{m}-\mathcal{E}^{m} \Psi^{m-1}}{\tau_{m}}=\left(\mathcal{H}_{0 \mathbf{h}}+\widetilde{V}_{h}\right) \frac{\mathcal{E}^{m} \Psi^{m-1}+\left(\mathcal{E}^{m}\right)^{-1} \Psi^{m}}{2} \tag{2.25}
\end{equation*}
$$

or, in another form,

$$
\begin{equation*}
\left[i \hbar \rho_{\mathbf{h}}-\frac{\tau_{m}}{2}\left(\mathcal{H}_{0 \mathbf{h}}+\widetilde{V}_{h}\right)\right]\left(\mathcal{E}^{m}\right)^{-1} \Psi^{m}=\left[i \hbar \rho_{\mathbf{h}}+\frac{\tau_{m}}{2}\left(\mathcal{H}_{0 \mathbf{h}}+\widetilde{V}_{h}\right)\right] \mathcal{E}^{m} \Psi^{m-1} \tag{2.26}
\end{equation*}
$$

Equation (2.25) can be considered as a non-standard discretization for the Schrödinger equation (2.1) whereas equation (2.26) can be viewed as a specific symmetric approximate factorization [21] with respect to the potential of the Crank-Nicolson equation (2.13).

To study stability for the splitting finite-difference scheme in more detail, we replace (2.18) and (2.21) by their generalized versions

$$
\begin{align*}
& i \hbar \rho_{\mathbf{h}} \frac{\widetilde{\Psi}^{m}-\breve{\Psi}^{m}}{\tau_{m}}=\left(\mathcal{H}_{0 \mathbf{h}}+\widetilde{V}_{h}\right) \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}+F \text { on } \omega_{\mathbf{h}}  \tag{2.27}\\
& \mathcal{D}_{\Gamma}\left(\widetilde{\Psi}^{m}, \breve{\Psi}^{m}\right)_{J}^{m}+\left.\frac{h}{2} F\right|_{j=J}=\frac{\hbar^{2}}{2} B_{1 \infty} \mathcal{S}^{m} \mathbf{\Psi}_{J}^{m} \text { on } \omega_{\delta} \tag{2.28}
\end{align*}
$$

for all $m \geqslant 1$, where the perturbation $F$ is given on $\bar{\omega}_{\mathbf{h}}$ after setting $F=0$ on $\Gamma_{\mathbf{h}}$.
Since the Cauchy problems $(2.5)$ and $(2.8)$ do not need necessarily a discretization in time, to cover both formulas $(2.11$ and 2.23 , below we also admit an expression

$$
\begin{equation*}
\mathcal{E}^{m}=e^{-i \frac{\tau_{m}}{2 \hbar \rho_{\mathbf{h}}} \Delta V_{\mathbf{h}}} \tag{2.29}
\end{equation*}
$$

in (2.23). Obviously in both cases $\mathcal{E}^{-1}=\mathcal{E}^{*}$ and $|\mathcal{E}|=1$.
We introduce two mesh counterparts of the inner product in the complex space $L^{2}\left(\Omega_{X}\right)$ :

$$
(U, W)_{\omega_{\mathbf{h}}}:=\sum_{j=1}^{J-1} \sum_{k=1}^{K-1} U_{j k} W_{j k}^{*} h_{j+1 / 2} \delta_{k+1 / 2}, \quad(U, W)_{\bar{\omega}_{\mathbf{h}}}:=(U, W)_{\omega_{\mathbf{h}}}+\sum_{k=1}^{K-1} U_{J k} W_{J k}^{*} \frac{h}{2} \delta_{k+1 / 2}
$$

and the associated mesh norms $\|\cdot\|_{\omega_{\mathbf{h}}}$ and $\|\cdot\|_{\bar{\omega}_{\mathbf{h}}}$.
Proposition 2.1. Let the operator $\mathcal{S}$ satisfy an inequality (7]

$$
\begin{equation*}
\operatorname{Im} \sum_{m=1}^{M}\left(\mathcal{S}^{m} \boldsymbol{\Phi}^{m}, \bar{s}_{t} \Phi^{m}\right)_{\omega_{\delta}} \tau_{m} \geqslant 0 \text { for any } M \geqslant 1 \tag{2.30}
\end{equation*}
$$

for any function $\Phi: \bar{\omega}_{\delta} \times \bar{\omega}^{\tau} \rightarrow \mathbb{C}$ such that $\Phi^{0}=0$ and $\left.\Phi\right|_{k=0, K}=0$, where $\boldsymbol{\Phi}^{m}=$ $\left\{\Phi^{1}, \ldots, \Phi^{m}\right\}$. Then for a solution of the splitting in potential scheme (2.23), (2.27), (2.20), (2.28) and (2.22) the following stability bound holds

$$
\begin{equation*}
\max _{0 \leqslant m \leqslant M}\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m}\right\|_{\bar{\omega}_{\mathbf{h}}} \leqslant\left\|\sqrt{\rho_{\mathbf{h}}} \Psi_{\mathbf{h}}^{0}\right\|_{\bar{\omega}_{\mathbf{h}}}+\frac{2}{\hbar} \sum_{m=1}^{M}\left\|\frac{F^{m}}{\sqrt{\rho_{\mathbf{h}}}}\right\|_{\bar{\omega}_{\mathbf{h}}} \tau_{m} \quad \text { for any } M \geqslant 1 . \tag{2.31}
\end{equation*}
$$

Proof. We take the $(\cdot, \cdot)_{\omega_{\mathbf{h}}}$-inner-product of equation 2.27 with a function $W: \bar{\omega}_{\mathbf{h}} \rightarrow \mathbb{C}$ such that $\left.W\right|_{\Gamma_{\mathbf{h}}}=0$. Then we sum the result by parts in $x$ and $y$ (using assumptions (2.4) and (2.10) ), apply identity (2.12) and a similar identity with respect to $y$, exploit the approximate TBC (2.28) and obtain an identity

$$
\begin{gather*}
i \hbar\left(\rho_{\mathbf{h}} \frac{\widetilde{\Psi}^{m}-\breve{\Psi}^{m}}{\tau_{m}}, W\right)_{\bar{\omega}_{\mathbf{h}}} \\
=\frac{\hbar^{2}}{2} \sum_{j=1}^{J} \sum_{k=1}^{K}\left\{\widetilde{B}_{11} \bar{s}_{y}\left[\left(\bar{\partial}_{x} \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right) \bar{\partial}_{x} W^{*}\right]+\widetilde{B}_{12}\left(\bar{s}_{x} \bar{\partial}_{y} \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right) \bar{\partial}_{x} \bar{s}_{y} W^{*}\right. \\
\left.+\widetilde{B}_{21}\left(\bar{\partial}_{x} \bar{s}_{y} \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right) \bar{s}_{x} \bar{\partial}_{y} W^{*}+\widetilde{B}_{22} \bar{s}_{x}\left[\left(\bar{\partial}_{y} \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right) \bar{\partial}_{y} W^{*}\right]\right\}_{j k} h_{j} \delta_{k} \\
+\left(\widetilde{V}_{h} \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}, W\right)_{\bar{\omega}_{\mathbf{h}}}+\left(F^{m}, W\right)_{\bar{\omega}_{\mathbf{h}}}-\frac{\hbar^{2}}{2} B_{1 \infty}\left(\mathcal{S}^{m} \widetilde{\Psi}_{J}^{m}, W_{J .}\right)_{\omega_{\delta}} \tag{2.32}
\end{gather*}
$$

for any $m \geqslant 1$, see [7] for more details.
The sesquilinear form on the right-hand side containing the five terms with coefficients $\widetilde{B}_{p q}$ and $\widetilde{V}_{h}$ is Hermitian-symmetric. Thus choosing $W=\frac{\widetilde{\Psi}^{m}+\widetilde{\Psi}^{m}}{2}$ and separating the imaginary part of the result, we get

$$
\begin{gathered}
\frac{\hbar}{2 \tau_{m}}\left[\left(\rho_{\mathbf{h}} \widetilde{\Psi}^{m}, \widetilde{\Psi}^{m}\right)_{\bar{\omega}_{\mathbf{h}}}-\left(\rho_{\mathbf{h}} \breve{\Psi}^{m}, \breve{\Psi}^{m}\right)_{\bar{\omega}_{\mathbf{h}}}\right] \\
=\operatorname{Im}\left(F^{m}, \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right)_{\bar{\omega}_{\mathbf{h}}}-\frac{\hbar^{2}}{2} B_{1 \infty} \operatorname{Im}\left(\mathcal{S}^{m} \widetilde{\Psi}_{J}^{m}, \frac{\widetilde{\Psi}_{J .}^{m}+\breve{\Psi}_{J .}^{m}}{2}\right)_{\omega_{\delta}}
\end{gathered}
$$

Owing to 2.20, 2.23) and 2.29 we have the pointwise equalities

$$
\begin{equation*}
\left|\breve{\Psi}^{m}\right|=\left|\Psi^{m-1}\right|, \quad\left|\Psi^{m}\right|=\left|\widetilde{\Psi}^{m}\right| \text { on } \bar{\omega}_{\mathbf{h}} . \tag{2.33}
\end{equation*}
$$

Also taking into account equalities 2.24 , we further derive

$$
\begin{gathered}
\frac{\hbar}{2 \tau_{m}}\left(\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m}\right\|_{\bar{\omega}_{\mathbf{h}}}^{2}-\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m-1}\right\|_{\bar{\omega}_{\mathbf{h}}}^{2}\right) \\
=\operatorname{Im}\left(F^{m}, \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right)_{\bar{\omega}_{\mathbf{h}}}-\frac{\hbar^{2}}{2} B_{1 \infty} \operatorname{Im}\left(\mathcal{S}^{m} \Psi_{J}^{m}, \bar{s}_{t} \Psi_{J .}^{m}\right)_{\omega_{\delta}} .
\end{gathered}
$$

Multiplying both sides by $\frac{2 \tau_{m}}{\hbar}$ and summing up the result over $m=1, \ldots, M$, we obtain

$$
\begin{align*}
& \left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{M}\right\|_{\bar{\omega}_{\mathbf{h}}}^{2}+\hbar B_{1 \infty} \sum_{m=1}^{M} \operatorname{Im}\left(\mathcal{S}^{m} \boldsymbol{\Psi}_{J}^{m}, \bar{s}_{t} \Psi_{J .}^{m}\right)_{\omega_{\delta}} \tau_{m} \\
& =\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{0}\right\|_{\bar{\omega}_{\mathbf{h}}}^{2}+\frac{2}{\hbar} \sum_{m=1}^{M} \operatorname{Im}\left(F^{m}, \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right)_{\bar{\omega}_{\mathbf{h}}} \tau_{m} . \tag{2.34}
\end{align*}
$$

Applying inequality (2.30) and then equalities (2.33), we get

$$
\begin{gathered}
\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{M}\right\|_{\bar{\omega}_{\mathbf{h}}}^{2} \leqslant\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{0}\right\|_{\bar{\omega}_{\mathbf{h}}}^{2} \\
+\frac{1}{\hbar} \sum_{m=1}^{M}\left\|\frac{F^{m}}{\sqrt{\rho_{\mathbf{h}}}}\right\|_{\bar{\omega}_{\mathbf{h}}} \tau_{m}\left(\max _{1 \leqslant m \leqslant M}\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m}\right\|_{\bar{\omega}_{\mathbf{h}}}+\max _{1 \leqslant m \leqslant M}\left\|\sqrt{\rho_{\mathbf{h}}} \breve{\Psi}^{m}\right\|_{\bar{\omega}_{\mathbf{h}}}\right) \\
\leqslant\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{0}\right\|_{\bar{\omega}_{\mathbf{h}}}^{2}+\frac{2}{\hbar} \sum_{m=1}^{M}\left\|\frac{F^{m}}{\sqrt{\rho_{\mathbf{h}}}}\right\|_{\bar{\omega}_{\mathbf{h}}} \tau_{m} \max _{0 \leqslant m \leqslant M}\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m}\right\|_{\bar{\omega}_{\mathbf{h}}} .
\end{gathered}
$$

This directly implies bound (2.31).
Corollary 2.1. Let condition 2.30 be valid. Then the splitting in potential scheme (2.23), 2.27), 2.20), 2.28) and (2.22) is uniquely solvable.

In particular, the splitting scheme (2.17)-(2.22) is uniquely solvable, and its solution satisfies an equality

$$
\begin{equation*}
\max _{m \geqslant 0}\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m}\right\|_{\bar{\omega}_{\mathbf{h}}}=\left\|\sqrt{\rho_{\mathbf{h}}} \Psi_{\mathbf{h}}^{0}\right\|_{\bar{\omega}_{\mathbf{h}}} \tag{2.35}
\end{equation*}
$$

Proof. The unique solvability follows from a priori bound (2.31), and equality (2.35) also is clear from (2.31) for $F=0$.

Remark 2.1. We emphasize that actually both the Crank-Nikolson scheme and the splitting in potential scheme can be similarly considered and studied not only for the strip geometry but for much more general unbounded domain $\Omega$ composed of rectangles with sides parallel to coordinate axes and having one or more separated semi-infinite strip outlets at infinity.

## 3 The splitting in potential Crank-Nicolson scheme on the infinite space mesh and the discrete TBC

To construct the discrete TBC, it is required to consider the splitting in potential Crank-Nicolson scheme on the infinite space mesh for the original problem (2.1)-(2.4) on the semi-infinite strip

$$
\begin{gather*}
i \hbar \rho_{\mathbf{h}} \frac{\breve{\Psi}^{m}-\Psi^{m-1}}{\tau_{m} / 2}=\Delta V_{\mathbf{h}} \frac{\breve{\Psi}^{m}+\Psi^{m-1}}{2} \text { on } \omega_{\mathbf{h}, \infty},  \tag{3.1}\\
i \hbar \rho_{\mathbf{h}} \frac{\widetilde{\Psi}^{m}-\breve{\Psi}^{m}}{\tau_{m}}=\left(\mathcal{H}_{0 \mathbf{h}}+\widetilde{V}_{h}\right) \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}+F^{m} \text { on } \omega_{\mathbf{h}, \infty},  \tag{3.2}\\
i \hbar \rho_{\mathbf{h}} \frac{\Psi^{m}-\widetilde{\Psi}^{m}}{\tau_{m} / 2}=\Delta V_{\mathbf{h}} \frac{\Psi^{m}+\widetilde{\Psi}^{m}}{2} \text { on } \omega_{\mathbf{h}, \infty},  \tag{3.3}\\
\left.\breve{\Psi}^{m}\right|_{\Gamma_{\mathbf{h}, \infty}}=0,\left.\quad \widetilde{\Psi}^{m}\right|_{\Gamma_{\mathbf{h}, \infty}}=0,\left.\quad \Psi^{m}\right|_{\Gamma_{\mathbf{h}, \infty}}=0,  \tag{3.4}\\
\Psi^{0}=\Psi_{\mathbf{h}}^{0} \text { on } \bar{\omega}_{\mathbf{h}, \infty}, \tag{3.5}
\end{gather*}
$$

for any $m \geqslant 1$, where $\Gamma_{\mathbf{h}, \infty}:=\bar{\omega}_{\mathbf{h}, \infty} \backslash \omega_{\mathbf{h}, \infty}$. The perturbation $F^{m}$ is given on $\bar{\omega}_{\mathbf{h}, \infty}$ after setting $\left.F^{m}\right|_{\Gamma_{\mathbf{h}, \infty}}=0$; it is added to the right-hand side of the main equation (3.2) once again to study stability in more detail.

Obviously once again equations (3.1) and (3.3) are reduced to explicit expressions (2.23) which are valid now on $\omega_{\mathbf{h}, \infty}$. Here we continue to admit expression (2.29) in (2.23) as well.

Let $H_{\mathbf{h}}$ be a Hilbert space of mesh functions $W: \bar{\omega}_{\mathbf{h}, \infty} \rightarrow \mathbb{C}$ such that $\left.W\right|_{\Gamma_{\mathbf{h}, \infty}}=0$ and $\sum_{j=1}^{\infty}\left\|W_{j k}\right\|_{\omega_{\delta}}^{2}<\infty$, equipped with the inner product

$$
(U, W)_{H_{\mathbf{h}}}:=\sum_{j=1}^{\infty} \sum_{k=1}^{K-1} U_{j k} W_{j k}^{*} h_{j+1 / 2} \delta_{k+1 / 2} .
$$

Proposition 3.1. Let $\Psi_{\mathbf{h}}^{0}, F^{m} \in H_{\mathbf{h}}$ for any $m \geqslant 1$. Then there exists a unique solution to the splitting in potential scheme (3.1)-(3.5) such that $\Psi^{m} \in H_{\mathbf{h}}$ for any $m \geqslant 0$, and the following stability bound holds

$$
\begin{equation*}
\max _{0 \leqslant m \leqslant M}\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m}\right\|_{H_{\mathbf{h}}} \leqslant\left\|\sqrt{\rho_{\mathbf{h}}} \Psi_{\mathbf{h}}^{0}\right\|_{H_{\mathbf{h}}}+\frac{2}{\hbar} \sum_{m=1}^{M}\left\|\frac{F^{m}}{\sqrt{\rho_{\mathbf{h}}}}\right\|_{H_{\mathbf{h}}} \tau_{m} \text { for any } M \geqslant 1 \tag{3.6}
\end{equation*}
$$

Moreover, in the particular case $F=0$, the mass conservation law holds

$$
\begin{equation*}
\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m}\right\|_{H_{\mathbf{h}}}^{2}=\left\|\sqrt{\rho_{\mathbf{h}}} \Psi_{\mathbf{h}}^{0}\right\|_{H_{\mathbf{h}}}^{2} \text { for any } m \geqslant 1 . \tag{3.7}
\end{equation*}
$$

Proof. Given $\breve{\Psi}^{m}, F^{m} \in H_{\mathbf{h}}$, there exists a unique solution $\widetilde{\Psi}^{m} \in H_{\mathbf{h}}$ to equation (3.2). The much more general result was established in the proof of the corresponding Proposition 3 in [25]. Since expressions (2.23) are valid now on $\omega_{\mathbf{h}, \infty}$, this implies existence of a unique solution to the splitting scheme (3.1)-(3.5) such that $\Psi^{m} \in H_{\mathbf{h}}$ for any $m \geqslant 0$.

We set $\stackrel{\circ}{\mathcal{H}}_{0 \mathbf{h}} W:=\mathcal{H}_{0 \mathbf{h}} W$ on $\omega_{\mathbf{h}, \infty}$ and $\stackrel{\circ}{\mathcal{H}}_{0 \mathbf{h}} W:=0$ on $\Gamma_{\mathbf{h}, \infty}$. The operator $\stackrel{\circ}{\mathcal{H}}_{0 \mathbf{h}}$ is bounded and self-adjoint in $H_{0 \mathrm{~h}}$ since

$$
\begin{gather*}
\left(\stackrel{\mathcal{H}}{0 \mathbf{h}}^{U, W}\right)_{H_{\mathbf{h}}}=\frac{\hbar^{2}}{2} \sum_{j=1}^{\infty} \sum_{k=1}^{K}\left\{\widetilde{B}_{11} \bar{s}_{y}\left[\left(\bar{\partial}_{x} U\right) \bar{\partial}_{x} W^{*}\right]+\widetilde{B}_{12}\left(\bar{s}_{x} \bar{\partial}_{y} U\right) \bar{\partial}_{x} \bar{s}_{y} W^{*}\right. \\
\left.+\widetilde{B}_{21}\left(\bar{\partial}_{x} \bar{s}_{y} U\right) \bar{s}_{x} \bar{\partial}_{y} W^{*}+\widetilde{B}_{22} \bar{s}_{x}\left[\left(\bar{\partial}_{y} U\right) \bar{\partial}_{y} W^{*}\right]\right\}_{j k} h_{j} \delta_{k} \tag{3.8}
\end{gather*}
$$

for any $U, W \in H_{\mathbf{h}}$, see [7] for details.
From equation (3.2) an identity

$$
i \hbar\left(\rho_{\mathbf{h}} \frac{\widetilde{\Psi}^{m}-\breve{\Psi}^{m}}{\tau_{m}}, W\right)_{H_{\mathbf{h}}}=\left(\stackrel{\circ}{\mathcal{H}}_{\mathbf{h}} \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}, W\right)_{H_{\mathbf{h}}}+\left(\widetilde{V}_{h} \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}, W\right)_{H_{\mathbf{h}}}+\left(F^{m}, W\right)_{H_{\mathbf{h}}}
$$

follows, for any $m \geqslant 1$ and $W \in H_{\mathbf{h}}$. Acting in the spirit of the proof of Proposition 2.1, i.e. choosing $W=\frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}$, separating the imaginary part of the result and applying the pointwise equalities (2.33) that are valid now on $\bar{\omega}_{\mathbf{h}, \infty}$, we get

$$
\frac{\hbar}{2 \tau_{m}}\left(\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m}\right\|_{H_{\mathbf{h}}}^{2}-\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{m-1}\right\|_{H_{\mathbf{h}}}^{2}\right)=\operatorname{Im}\left(F^{m}, \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right)_{H_{\mathbf{h}}}
$$

Multiplying both sides by $\frac{2 \tau_{m}}{\hbar}$ and summing up the result over $m=1, \ldots, M$, we obtain

$$
\begin{equation*}
\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{M}\right\|_{H_{\mathbf{h}}}^{2}=\left\|\sqrt{\rho_{\mathbf{h}}} \Psi^{0}\right\|_{H_{\mathbf{h}}}^{2}+\frac{2}{\hbar} \sum_{m=1}^{M} \operatorname{Im}\left(F^{m}, \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right)_{H_{\mathbf{h}}} \tag{3.9}
\end{equation*}
$$

The rest of the proof in fact repeats one for Proposition 2.1.
Corollary 3.1. Let $\Psi_{\mathbf{h}}^{0}=0$ and $F^{m}=0$ on $\omega_{\mathbf{h}, \infty} \backslash \omega_{\mathbf{h}}$, for any $m \geqslant 1$. If the solution to the splitting in potential scheme (3.1)-(3.5) is such that $\Psi^{m} \in H_{\mathbf{h}}$, for any $m \geqslant 0$, and satisfies an equation

$$
\begin{equation*}
\left.\left(\stackrel{\circ}{\partial}_{x} \frac{\widetilde{\Psi}^{m}+\breve{\Psi}^{m}}{2}\right)\right|_{j=J}=\mathcal{S}^{m} \widetilde{\boldsymbol{\Psi}}_{J}^{m} \quad \text { on } \omega_{\delta}, \quad \text { for any } m \geqslant 1 \tag{3.10}
\end{equation*}
$$

with some operator $\mathcal{S}^{m}=\mathcal{S}_{\text {ref }}^{m}$, then the following equality holds

$$
\begin{gather*}
\hbar B_{1 \infty} \operatorname{Im} \sum_{m=1}^{M}\left(\mathcal{S}_{\text {ref }}^{m} \Psi_{J}^{m}, \bar{s}_{t} \Psi_{J .}^{m}\right)_{\omega_{\delta}} \tau_{m} \\
=\left\|\Psi^{M}\right\|_{\omega_{\mathbf{h}, \infty} \backslash \omega_{\mathbf{h}}}^{2}:=\frac{h}{2}\left\|\Psi_{J .}^{M}\right\|_{\omega_{\delta}}^{2}+\sum_{j=J+1}^{\infty}\left\|\Psi_{j}^{M}\right\|_{\omega_{\delta}}^{2} h \geqslant 0 \text { for any } M \geqslant 1 . \tag{3.11}
\end{gather*}
$$

Proof. Similarly to [7], equation (3.10) is equivalent to the approximate TBC (2.22) provided that equation (3.2) is valid for $j=J$ with $\left.F\right|_{j=J}=0$. Thus the solution to the splitting scheme (3.1)-(3.5) on the infinite mesh $\bar{\omega}_{\mathbf{h}, \infty}$ is the solution to the splitting scheme (2.23), (2.27), (2.20), (2.28) and (2.22) on the finite mesh $\bar{\omega}_{\mathbf{h}}$, too. Then equality (3.11) is obtained by subtracting (2.34) from (3.9).

Equality (3.11) clarifies the energy sense of inequality (2.30) for $\mathcal{S}^{m}=\mathcal{S}_{\text {ref }}^{m}$ since

$$
\|W\|_{H_{\mathbf{h}}}^{2}=\|W\|_{\omega_{\mathbf{h}}}^{2}+\|W\|_{\omega_{\mathbf{h}, \infty} \backslash \omega_{\mathbf{h}}}^{2} \text { for any } W \in H_{\mathbf{h}}
$$

By definition, the operator $\mathcal{S}_{\text {ref }}$ that has just appeared implicitly corresponds to the discrete TBC. Let us describe it explicitly.

Let $\bar{\omega}_{h, j_{0}, \infty}:=\left\{x_{j}\right\}_{j=j_{0}}^{\infty}$. Then $\Delta V_{\mathbf{h}}=0$ on $\bar{\omega}_{h, J-1, \infty} \times \omega_{\delta}$ and clearly

$$
\breve{\Psi}^{m}=\Psi^{m-1}, \quad \Psi^{m}=\widetilde{\Psi}^{m} \text { on } \bar{\omega}_{h, J-1, \infty} \times \bar{\omega}_{\delta}, \quad \text { for any } m \geqslant 1 .
$$

Therefore, if $\Psi_{\mathbf{h}}^{0}=0$ on $\bar{\omega}_{h, J-1, \infty} \times \bar{\omega}_{\delta}$ and $F^{m}=0$ on $\bar{\omega}_{h, J, \infty} \times \bar{\omega}_{\delta}$ for any $m \geqslant 1$, the splitting in potential scheme (3.1)-(3.5) is reduced on $\bar{\omega}_{h, J-1, \infty} \times \bar{\omega}_{\delta}$ to the following auxiliary problem

$$
\begin{gather*}
i \hbar \rho_{\infty} \bar{\partial}_{t} \Psi^{m}=\left(\mathcal{H}_{0 \mathbf{h}, \infty}+V_{\infty}\right) \overline{\bar{s}}_{t} \Psi^{m} \text { on } \bar{\omega}_{h, J, \infty} \times \omega_{\delta},  \tag{3.12}\\
\left.\Psi^{m}\right|_{k=0, K}=0 \text { on } \bar{\omega}_{h, J-1, \infty},  \tag{3.13}\\
\Psi^{0}=0 \text { on } \bar{\omega}_{h, J-1, \infty} \times \bar{\omega}_{\delta} \tag{3.14}
\end{gather*}
$$

for any $m \geqslant 1$. Here $\mathcal{H}_{0 \mathbf{h}, \infty}$ is the limiting 2 D mesh Hamiltonian operator with constant coefficients

$$
\mathcal{H}_{0 \mathbf{h}, \infty} W:=-\frac{\hbar^{2}}{2}\left(B_{1 \infty} \widehat{\partial}_{x} \bar{\partial}_{x} W+B_{2 \infty} \widehat{\partial}_{y} \bar{\partial}_{y} W\right) \text { on } \omega_{\mathbf{h}, \infty} \backslash \omega_{\mathbf{h}} .
$$

Moreover, equation (3.10) takes the simplified form

$$
\begin{equation*}
\left.\left(\grave{\partial}_{x} \bar{s}_{t} \Psi^{m}\right)\right|_{j=J}=\mathcal{S}^{m} \boldsymbol{\Psi}_{J}^{m} \text { on } \omega_{\delta}, \text { for any } m \geqslant 1 \tag{3.15}
\end{equation*}
$$

Problem (3.12)-(3.14) and equation (3.15) are the same that correspond to the original Crank-Nicolson scheme (2.13)-(2.16) and (after dividing (3.12) by $\rho_{\infty}$ ) were studied in detail in [7] in order to construct explicitly the discrete TBC. We recall briefly the answer from [7]. To this end, introduce the auxiliary mesh eigenvalue problem in $y$

$$
-\widehat{\partial}_{y} \bar{\partial}_{y} E=\lambda E \quad \text { on } \quad \omega_{\delta},\left.\quad E\right|_{k=0, K}=0, \quad E \not \equiv 0
$$

We denote by $\left\{E_{l}, \lambda_{l \delta}\right\}_{l=1}^{K-1}$ its eigenpairs such that the functions $\left\{E_{l}\right\}_{l=1}^{K-1}$ are real-valued and form an orthonormalized basis in $\stackrel{\circ}{H}\left(\bar{\omega}_{\delta}\right)$; here $\lambda_{l \delta}>0$ for all $l$. Clearly, for any $U \in \stackrel{\circ}{H}\left(\bar{\omega}_{\delta}\right)$, the following expansion holds

$$
U=\mathcal{F}^{-1} U^{(\cdot)}:=\sum_{l=1}^{K-1} U^{(l)} E_{l}, \quad \text { where } U^{(l)}=(\mathcal{F} U)^{(l)}:=\left(U, E_{l}\right)_{\omega_{\delta}} \text { for } 1 \leqslant l \leqslant K-1
$$

These formulas define the direct $\mathcal{F}$ and inverse $\mathcal{F}^{-1}$ transforms from the collection of values $\left\{U_{k}\right\}_{k=1}^{K-1}$ to the collection of its Fourier coefficients $\left\{U^{(l)}\right\}_{l=1}^{K-1}$ and back.

In the case of the uniform mesh $\bar{\omega}_{\delta}$, i.e. $\delta_{k}=\delta$ for any $1 \leqslant k \leqslant K$, the eigenpairs are represented explicitly by the well-known formulas

$$
\left(E_{l}\right)_{k}:=\sqrt{\frac{2}{Y}} \sin \frac{\pi l y_{k}}{Y}, \quad 0 \leqslant k \leqslant K, \quad \lambda_{l \delta}:=\left(\frac{2}{\delta} \sin \frac{\pi \delta l}{2 Y}\right)^{2}, \quad \text { for } \quad 1 \leqslant l \leqslant K-1
$$

and the transforms $\mathcal{F}$ and $\mathcal{F}^{-1}$ can be effectively implemented by applying the discrete fast Fourier transform (FFT) with respect to sines.

Let the mesh in time $\bar{\omega}^{\tau}$ be uniform. Recall that the discrete convolution of two sequences $R, Q: \bar{\omega}^{\tau} \rightarrow \mathbb{C}$ is defined by

$$
(R * Q)^{m}:=\sum_{q=0}^{m} R^{q} Q^{m-q} \text { for any } m \geqslant 0
$$

The operator $\mathcal{S}_{\text {ref }}$ is given by a discrete convolution in $t$

$$
\begin{equation*}
\mathcal{S}_{\mathrm{ref}}^{m} \boldsymbol{\Phi}^{m}=\frac{1}{2 h} \mathcal{F}^{-1}\left(R_{l} *(\mathcal{F} \Phi)^{(l)}\right)^{m} \text { for any } m \geqslant 1 \tag{3.16}
\end{equation*}
$$

also involving the above transforms $\mathcal{F}$ and $\mathcal{F}^{-1}$ in $y$. Expressions for the kernel sequences $R_{l}, 1 \leqslant l \leqslant K-1$, can be found in [7], and we do not reproduce them here (see also [10, 9] for practically more convenient recurrent relations).

Proposition 3.2. The operator $\mathcal{S}_{\text {ref }}$ satisfies inequality (2.30).
Consequently, for the solution of the splitting in potential scheme (2.23), (2.27), (2.20), (2.28) and (2.22) with the discrete TBC (i.e. with $\mathcal{S}=\mathcal{S}_{\text {ref }}$ ), the stability bound (2.31) holds.

The proof of inequality (2.30) is contained in [7].
If the matrix $\left\{B_{p q}\right\}_{p, q=1}^{2}$ is diagonal and $y$-independent together with $\rho$, the splitting in potential scheme (2.17)- 2.22 ) with the discrete TBC can be effectively implemented. Indeed, then we can apply $\mathcal{F}$ to the main equation (2.18) and the discrete TBC (2.21) with $\mathcal{S}=\mathcal{S}_{\text {ref }}$, take into account the boundary condition $\left.\widetilde{\Psi}^{m}\right|_{\Gamma_{\mathbf{h}}}=0$ (2.21) and formula (3.16) and obtain a collection of disjoint problems, for $1 \leqslant l \leqslant K-1$ :

$$
\begin{gather*}
i \hbar \rho_{h} \frac{\widetilde{\Psi}^{m(l)}-\breve{\Psi}^{m(l)}}{\tau_{m}}=-\frac{\hbar^{2}}{2} \widehat{\partial}_{x}\left(B_{11 h} \bar{\partial}_{x} \frac{\widetilde{\Psi}^{m(l)}+\breve{\Psi}^{m(l)}}{2}\right)+\widetilde{V}_{l} \frac{\widetilde{\Psi}^{m(l)}+\breve{\Psi}^{m(l)}}{2} \text { on } \omega_{h}  \tag{3.17}\\
\left\{\begin{array}{c}
\left.\widetilde{\Psi}^{m(l)}\right|_{j=0}=0 \\
\left.\left\{\frac{\hbar^{2}}{2} B_{1 \infty} \bar{\partial}_{x} \frac{\widetilde{\Psi}^{m(l)}+\breve{\Psi}^{m(l)}}{2}-\frac{h}{2}\left[i \hbar \rho_{\infty} \frac{\widetilde{\Psi}^{m(l)}-\breve{\Psi}^{m(l)}}{\tau_{m}}-\widetilde{V}_{l} \frac{\widetilde{\Psi}^{m(l)}+\breve{\Psi}^{m(l)}}{2}\right]\right\}\right|_{j=J} \\
=\frac{\hbar^{2}}{2} B_{1 \infty} \frac{1}{2 h}\left(R_{l} * \widetilde{\Psi}_{J}^{(l)}\right)^{m}
\end{array}, \$\right. \text {, } \tag{3.18}
\end{gather*}
$$

for any $m \geqslant 1$, where

$$
\widetilde{V}_{l}:=\frac{\hbar^{2}}{2} B_{2 \infty} \lambda_{l \delta}+\widetilde{V}, \quad \widetilde{\Psi}_{J}^{m(l)}=\left\{\widetilde{\Psi}_{J}^{1(l)}, \ldots, \widetilde{\Psi}_{J}^{m(l)}\right\}
$$

Given $\Psi^{m-1}$, the direct algorithm for computing $\Psi^{m}$ comprises five steps.

1. $\breve{\Psi}^{m}$ is computed on $\left(\omega_{h} \cup x_{J}\right) \times \omega_{\delta}$ according to 2.23).
2. $\left\{\left(\breve{\Psi}_{j \cdot}^{m}\right)^{(l)}\right\}_{l=1}^{K-1}$ is computed by applying $\mathcal{F}$ for any $1 \leqslant j \leqslant J$.
3. $\left\{\widetilde{\Psi}_{j}^{m(l)}\right\}_{j=1}^{J}$ is computed by solving problem (3.17)-3.19) for any $1 \leqslant l \leqslant K-1$.
4. $\left\{\widetilde{\Psi}_{j k}^{m}\right\}_{k=1}^{K-1}$ is computed by applying $\mathcal{F}^{-1}$ for any $1 \leqslant j \leqslant J$.
5. $\Psi^{m}$ is computed on $\left(\omega_{h} \cup x_{J}\right) \times \omega_{\delta}$ according to 2.23).

Steps 1 and 5 require $O(J K)$ arithmetic operations, steps 2 and 4 require $\left.O\left(J K \log _{2} K\right)\right)$ operations provided that $K=2^{p}$ with the integer $p$, and step 3 requires $O((J+m) K)$ operations. The total amount of operations is $O\left(\left(J \log _{2} K+m\right) K\right)$ for computing the solution on the time level $m$ and $O\left(\left(J \log _{2} K+M\right) K M\right)$ for computing the solution on $M$ time levels $m=1, \ldots, M$.

Notice that the algorithm essentially enlarges possibilities of the corresponding one in [25] and also is highly parallelizable.

## 4 Numerical experiments

We have implemented the above algorithm. For numerical experiments, similarly to [24], we take $\rho(x, y) \equiv 1, \mathcal{H}_{0}=-\Delta, \hbar=1$ and a simple rectangular potential, i.e. the barrier

$$
V(x, y)=\left\{\begin{array}{ll}
Q & \text { for }(x, y) \in(a, b) \times(c, d) \\
0 & \text { otherwise }
\end{array}, Q>0\right.
$$

On the other hand, from the numerical point of view, this barrier is not so simple since it is discontinuous and consequently the corresponding exact solution is not so smooth. Below we choose the fixed $(a, b)=(1.6,1.7)$ and $(c, d)$ of three different lengths in Examples A, B and C .

Let the initial function be the Gaussian wave package

$$
\psi^{0}(x, y)=\psi_{G}(x, y) \equiv \exp \left\{i \sqrt{2} k\left(x-x^{(0)}\right)-\frac{\left(x-x^{(0)}\right)^{2}+\left(y-y^{(0)}\right)^{2}}{4 \alpha}\right\} \text { on } \mathbb{R}^{2}
$$

We take the parameters $k=30$ and $\alpha=1 / 120$.
We solve the initial boundary value problem in the infinite strip $\mathbb{R} \times(0, Y)$, choose the computational domain $\bar{\Omega}_{X} \times[0, T]$ such that $(a, b) \times(c, d) \subset \Omega_{X}$ and $\psi_{G}$ is small enough outside $\bar{\Omega}_{X}$. Namely, below $X=3$ and $Y=2.8$ together with $\left(x^{(0)}, y^{(0)}\right)=\left(1, \frac{Y}{2}\right)$ as well as $T=t_{M}=0.027$. We use the uniform meshes in $x, y$ and $t$ with steps respectively $h=\frac{X}{J}, \delta=\frac{Y}{K}$ and $\tau=\frac{T}{M}$.

We accordingly modify the splitting in potential scheme (2.17)- 2.22 replacing $\omega_{h} \cup x_{J}$ by $\bar{\omega}_{h}$ in (2.17) and 2.19, the boundary conditions 2.20) by

$$
\left.\breve{\Psi}^{m}\right|_{k=0, K}=0,\left.\quad \widetilde{\Psi}^{m}\right|_{k=0, K}=0,\left.\quad \Psi^{m}\right|_{k=0, K}=0 \quad \text { on } \quad \bar{\omega}_{h}
$$

together with the left discrete TBC at $j=0$ similar to the right one (2.21) for $\mathcal{S}=\mathcal{S}_{\text {ref }}$. On Figure 1 the modulus and the real part of $\psi_{G}$ are shown on the computational domain.

The normalized barrier (with $Q=1$ ) is situated there as well, for $(c, d)=(0.7,2.1)$ (see Example B below).


Figure 1: The modulus (left) and the real part (right) of the initial function $\psi_{G}$ together with the normalized barrier from Example B

Example A. We first take $(c, d)=(0, Y)$ and $Q=1500$ (previously the same example was in fact treated in [24] by a method from [25]). In this case, the wave package is divided into two similar reflected and transmitted parts moving in opposite directions with respect to the barrier. A little bit surprisingly, the solution is almost the same as in the case $(c, d)=\left(\frac{Y}{4}, \frac{3 Y}{4}\right)$ in Example B (that is why the corresponding graphs of the solution are given below). Namely, for the fine mesh with $(J, K, M)=(9600,512,4800)$, norms of differences between the pseudo-exact solution for $(c, d)=(0, Y)$ computed by the Crank-Nicolson scheme and one for $(c, d)=\left(\frac{Y}{4}, \frac{3 Y}{4}\right)$ computed by the splitting in potential scheme are

$$
E_{C} \approx 1.81 \cdot 10^{-3}, \quad E_{L^{2}} \approx 5.02 \cdot 10^{-4}
$$

i.e., they are actually small. In this section, we exploit the splitting method with the simplest choice $\widetilde{V}=0$ unless the contrary is explicitly stated. Hereafter $E_{C}$ and $E_{L^{2}}$ denote differences/errors in the mesh norms that are uniform in time as well as $C$ (i.e. uniform) and $L^{2}$ in space.

Notice also that the norms of differences between the pseudo-exact solutions on the fine mesh and on the mesh with $(J, K, M)=(1200,64,600)$ are

$$
E_{C} \approx 2.70 \cdot 10^{-2}, \quad E_{L^{2}} \approx 1.65 \cdot 10^{-2}
$$

for the Crank-Nicolson scheme and

$$
E_{C} \approx 2.54 \cdot 10^{-2}, \quad E_{L^{2}} \approx 1.60 \cdot 10^{-2}
$$

for the splitting scheme (see also Figure 2 below for more detail), i.e., they are small enough and close to each other.

Example B. Next we consider the barrier with $(c, d)=\left(\frac{Y}{4}, \frac{3 Y}{4}\right)=(0.7,2.1)$ (that is one-half in length of the first one), for three values of the barrier height $Q$, in order to get qualitatively varying behavior of solutions (compare with [24]).

First, once again we take the barrier height $Q=1500$. We exploit the mesh with $(J, K, M)=(1200,64,600)$ so that $h=2.5 \cdot 10^{-3}, \delta=4.375 \cdot 10^{-2}$ and $\tau=4.5 \cdot 10^{-5}$.

| $J$ | $E_{C}$ | $R_{C}$ | $E_{L^{2}}$ | $R_{L^{2}}$ | $R_{\text {time }}$ |
| ---: | :---: | :---: | :--- | :--- | :--- |
| 300 | 0.22 | - | 0.12 | - | - |
| 600 | $5.62 \cdot 10^{-2}$ | 3.99 | $3.10 \cdot 10^{-2}$ | 3.94 | 1.33 |
| 1200 | $1.42 \cdot 10^{-2}$ | 3.95 | $7.91 \cdot 10^{-3}$ | 3.92 | 1.47 |
| 2400 | $3.77 \cdot 10^{-3}$ | 3.77 | $2.16 \cdot 10^{-3}$ | 3.66 | 1.63 |
| 4800 | $1.20 \cdot 10^{-3}$ | 3.15 | $7.65 \cdot 10^{-4}$ | 2.83 | 1.81 |

Table 1: Example B for $Q=1500$. Errors, ratios of errors and ratios of runtimes in dependence with $J$, for $K=256$ and $M=2400$

Though $\frac{J}{K} \approx 19$ is large, we qualify that such choice is reasonable. In particular, for comparison we exploit the above mentioned pseudo-exact solution on the fine mesh with $(J, K, M)=(9600,512,4800)$ that all three are 8 times larger and imply the steps $h=$ $3.125 \cdot 10^{-4}, \delta \approx 5.469 \cdot 10^{-3}$ and $\tau=5.625 \cdot 10^{-6}$. Figure 2 demonsrates the behavior of the absolute and relative errors in $C$ and $L^{2}$ space mesh norms in dependence with time.


Figure 2: Example B for $Q=1500$. The absolute and relative errors in $C$ and $L^{2}$ norms in dependence with time for the numerical solution for $(J, K, M)=(1200,64,600)$

The modulus and the real part of the numerical solution $\Psi^{m}$ are given on Figure 3, for the time moments $t_{m}=m \tau, m=180,300,420$ and 600 . In this case, the wave package is divided into two rather similar reflected and transmitted parts moving in opposite directions with respect to the barrier.

We continue to study the error behavior in more detail in Tables 1, 2 and 3. They contain errors of the solutions to the splitting method for increasing $J, K$ and $M$ respectively (for sufficiently large values of two other numbers). The associated ratios $R_{C}$ and $R_{L^{2}}$ of the sequential errors are also put there. They are rather close to 4 excluding the last rows that means almost the second order of convergence with respect to each of $J, K$ and $M$, both in $C$ and $L^{2}$ mesh norms. The deterioration of $R_{C}$ and $R_{L^{2}}$ in the last rows is explained by more essential influence of the errors due to the chosen discretization in other directions.

The last columns in the tables contain also the respective ratios of runtimes. One can see that they all are close to 2 when any of $J, K$ or $M$ increases twice.

In Table 4 we put $C$ and $L^{2}$ errors for some selected values of $J, K$ and $M$. They all decrease monotonically as $J, K$ or $M$ increase. We also compare there the numer-

| $K$ | $E_{C}$ | $R_{C}$ | $E_{L^{2}}$ | $R_{L^{2}}$ | $R_{\text {time }}$ |
| ---: | :---: | :---: | :---: | :---: | :--- |
| 16 | 0.15 | - | $6.62 \cdot 10^{-2}$ | - | - |
| 32 | $3.43 \cdot 10^{-2}$ | 4.36 | $2.34 \cdot 10^{-2}$ | 2.84 | 2.13 |
| 64 | $8.65 \cdot 10^{-3}$ | 3.96 | $6.58 \cdot 10^{-3}$ | 3.55 | 1.91 |
| 128 | $2.29 \cdot 10^{-3}$ | 3.79 | $1.81 \cdot 10^{-3}$ | 3.63 | 1.86 |
| 256 | $1.20 \cdot 10^{-3}$ | 1.91 | $7.65 \cdot 10^{-4}$ | 2.37 | 1.87 |

Table 2: Example B for $Q=1500$. Errors, ratios of errors and ratios of runtimes in dependence with $K$, for $J=4800$ and $M=2400$

| $M$ | $E_{C}$ | $R_{C}$ | $E_{L^{2}}$ | $R_{L^{2}}$ | $R_{\text {time }}$ |
| ---: | :--- | :--- | :---: | :--- | :--- |
| 150 | 0.17 | - | $9.10 \cdot 10^{-2}$ | - | - |
| 300 | $4.39 \cdot 10^{-2}$ | 3.91 | $2.37 \cdot 10^{-2}$ | 3.84 | 2.1 |
| 600 | $1.12 \cdot 10^{-2}$ | 3.9 | $6.20 \cdot 10^{-3}$ | 3.83 | 2.02 |
| 1200 | $3.16 \cdot 10^{-3}$ | 3.56 | $1.83 \cdot 10^{-3}$ | 3.39 | 2.01 |
| 2400 | $1.20 \cdot 10^{-3}$ | 2.64 | $7.65 \cdot 10^{-4}$ | 2.39 | 2.09 |

Table 3: Example B for $Q=1500$. Errors, ratios of errors and ratios of runtimes in dependence with $M$, for $J=4800$ and $K=256$
ical solutions of the splitting method with $\tilde{V}=0$ and $\tilde{V}(x)=Q \chi(x)$, where $\chi(x)$ is the characteristic function of the interval $(a, b)$; two last columns of the table contain percentages

$$
P_{C}:=\left(\frac{\left.E_{C}\right|_{\tilde{V}=0}}{\left.E_{C}\right|_{\tilde{V}=Q \chi}}-1\right) \cdot 100 \%, \quad P_{L^{2}}:=\left(\frac{\left.E_{L^{2}}\right|_{\tilde{V}=0}}{\left.E_{L^{2}}\right|_{\tilde{V}=Q \chi}}-1\right) \cdot 100 \% .
$$

One can see that the second choice $\widetilde{V}=Q \chi$ also works but the first one $\widetilde{V}=0$ mostly leads to better results.

In addition, for the fine mesh with $(J, K, M)=(9600,512,4800)$ the norms of differences between the solutions for these two different $\widetilde{V}$ are

$$
E_{C} \approx 3.32 \cdot 10^{-5}, \quad E_{L^{2}} \approx 1.04 \cdot 10^{-5}
$$

i.e., they are very small.

| $J$ | $K$ | $M$ | $E_{C}$ | $E_{L^{2}}$ | $P_{C}$ | $P_{L^{2}}$ |
| :---: | ---: | ---: | :---: | :---: | :---: | :---: |
| 1200 | 64 | 600 | $2.54 \cdot 10^{-2}$ | $1.60 \cdot 10^{-2}$ | -5.65 | -3.08 |
| 1200 | 128 | 600 | $2.42 \cdot 10^{-2}$ | $1.37 \cdot 10^{-2}$ | -6.6 | -3.78 |
| 1200 | 64 | 1200 | $1.83 \cdot 10^{-2}$ | $1.21 \cdot 10^{-2}$ | 0.36 | -0.91 |
| 1200 | 128 | 1200 | $1.63 \cdot 10^{-2}$ | $9.40 \cdot 10^{-3}$ | -2.49 | -1.33 |
| 2400 | 64 | 600 | $1.64 \cdot 10^{-2}$ | $1.09 \cdot 10^{-2}$ | -5.48 | -3.99 |
| 2400 | 128 | 600 | $1.38 \cdot 10^{-2}$ | $8.05 \cdot 10^{-3}$ | -11.39 | -6.27 |
| 2400 | 64 | 1200 | $1.03 \cdot 10^{-2}$ | $7.73 \cdot 10^{-3}$ | 1.01 | -0.96 |
| 2400 | 128 | 1200 | $6.00 \cdot 10^{-3}$ | $3.82 \cdot 10^{-3}$ | -6.3 | -3.02 |

Table 4: Example B for $Q=1500$. Errors of the numerical solutions for $\widetilde{V}=0$ and percentages of their changes when taking $\widetilde{V}=Q \chi$

| $J$ | $K$ | $M$ | $E_{C}$ | $E_{L^{2}}$ | $E_{C, \text { rel }}$ | $E_{L^{2}, \text { rel }}$ |
| :---: | ---: | ---: | :---: | :---: | :---: | :---: |
| 2400 | 64 | 600 | $8.61 \cdot 10^{-3}$ | $5.29 \cdot 10^{-3}$ | $2.48 \cdot 10^{-2}$ | $2.90 \cdot 10^{-2}$ |
| 1200 | 128 | 600 | $1.38 \cdot 10^{-2}$ | $6.37 \cdot 10^{-3}$ | $3.56 \cdot 10^{-2}$ | $2.82 \cdot 10^{-2}$ |
| 1200 | 64 | 1200 | $1.22 \cdot 10^{-2}$ | $5.30 \cdot 10^{-3}$ | $2.82 \cdot 10^{-2}$ | $2.33 \cdot 10^{-2}$ |

Table 5: Example B for $Q=4000$. The change in numerical solution when $J, K$ or $M$ increases twice

| $J$ | $K$ | $M$ | $E_{C}$ | $E_{L^{2}}$ | $E_{C, \text { rel }}$ | $E_{L^{2}, \text { rel }}$ |
| :---: | ---: | ---: | :---: | :---: | :---: | :---: |
| 2400 | 512 | 600 | $1.06 \cdot 10^{-2}$ | $5.26 \cdot 10^{-3}$ | $3.16 \cdot 10^{-2}$ | $2.32 \cdot 10^{-2}$ |
| 1200 | 1024 | 600 | $9.64 \cdot 10^{-3}$ | $6.70 \cdot 10^{-3}$ | $3.92 \cdot 10^{-2}$ | $4.38 \cdot 10^{-2}$ |
| 1200 | 512 | 1200 | $8.22 \cdot 10^{-3}$ | $4.67 \cdot 10^{-3}$ | $2.66 \cdot 10^{-2}$ | $2.06 \cdot 10^{-2}$ |

Table 6: Example C. The change in numerical solution when $J, K$ or $M$ increases twice
Second, we take a less barrier height $Q=1000$. This situation is simpler from the numerical point of view. The numerical results are demonstrated on Figure 4 for the same time moments and mesh. Now the wave package goes through the barrier with an essentially less reflection.

Third, let $Q=4000$ be rather large. On Figure 5 the numerical solution is represented for the same time moments and mesh. Here the main part of the wave is reflected from the barrier and then moves in the opposite direction along the $x$ axis.

To check the approximate solution in this case, we compute how the numerical solution changes when any of $J, K$ or $M$ increases twice, see Table 5, where the corresponding absolute and relative errors in $C$ and $L_{2}$ norms are given. The relative errors $E_{C \text {, rel }}$ and $E_{L^{2}, \text { rel }}$ are defined as the maximal in time relative $C$ and $L_{2}$ mesh errors in space (in joint nodes). One can see that all the errors are small enough.

We emphasize that on all Figures 3, 4 and 5, the last two graphs exhibit complete absence of the spurious reflections from the artificial left and right boundaries due to exploiting of the discrete TBCs there.

Example C. We also treat the case of a very short barrier with $(c, d)=\left(\frac{Y}{2}-\frac{Y}{2^{5}}, \frac{Y}{2}+\right.$ $\left.\frac{Y}{2^{5}}\right)=(1.3125,1.4875)$ and once again having the height $Q=1500$; this barrier looks like a column. The numerical solution $\Psi^{m}$ is represented on Figure 6, for the time moments $t_{m}=m \tau, m=180,240,300$ and 360, together with the normalized barrier. We use the mesh with $(J, K, M)=(1200,512,600)$, i.e. for the same $J$ and $M$ as on the above figures but for notably larger $K$. Now in contrast to the previous examples, the transmitted part of the wave package is separated into two pieces.

To check the approximate solution in this case, we compute how the numerical solution changes when $J, K$ or $M$ increases twice, see Table 6, where the corresponding absolute and relative errors are given. One can see that all of them are small enough once again.

We call attention to the essentially more complicated behavior of the real part of the solution compared to its modulus in all Examples A-C. Comparing $C$ and $L^{2}$ errors, one can see that though $C$ errors are mainly larger, their behavior is rather similar that is not so obvious a priori taking into account the oscillatory type of the solutions in space and time.

In general, the above practical error analysis indicates the good error properties of the
splitting in potential scheme.
Finally, note that clearly both the rectangular form of the barrier and the specific choice of the initial function are inessential to apply efficiently the splitting method.
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Figure 3: Example B for $Q=1500$. The modulus and the real part of the numerical solution $\Psi^{m}, m=$ $180,300,420$ and 600 for $(J, K, M)=(1200,64,600)$


Figure 4: Example B for $Q=1000$. The modulus and the real part of the numerical solution $\Psi^{m}, m=$ $180,300,420$ and 600 for $(J, K, M)=(1200,64,600)$


Figure 5: Example B for $Q=4000$. The modulus and the real part of the numerical solution $\Psi^{m}, m=$ $180,300,420$ and 600 for $(J, K, M)=(1200,64,600)$


Figure 6: Example C. The modulus and the real part of the numerical solution $\Psi^{m}, m=180,240,300$ and 360 for $(J, K, M)=(1200,512,600)$
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