
Received 24 May 2023, accepted 17 June 2023, date of publication 26 June 2023, date of current version 6 July 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3289301

Field Distribution Features of Linearly Polarized
Field of Plane Aperture
SERGEY P. SKULKIN 1, GRIGORY K. USKOV 2, (Member, IEEE), NIKOLAY A. LYSENKO 2,
AND NIKOLAY I. KASCHEEV1
1Department of the MERA Group of Companies, National Research University Higher School of Economics, 603093 Nizhny Novgorod, Russia
2Department of Electronics, Voronezh State University, 394018 Voronezh, Russia

Corresponding author: Sergey P. Skulkin (ssp132@mail.ru)

This work was prepared as a result of research (project no 22-00-035) within the framework of the Scientific Foundation Program of the
National Research University Higher School of Economics (HSE).

ABSTRACT In this study, we describe the specific features of the near-field distribution of a uniformly
illuminated aperture. An analytical method based on physical optics in the time domain is used to calculate
the field intensity. The primitive impulse response function makes it possible to calculate the near-field
distribution of the antenna. The difference in the amplitudes of the fields during the observation point shift
along the X and Y coordinate axes can reach up to 13% of their maximum relative values. This difference
should be considered when calculating the antenna radiation patterns. At the end of this paper, we present
the results of the comparison obtained using three methods: geometrical theory of diffraction (GTD), plane
wave spectrum approach (PWS), and primitive impulse response function (IRF) method. In the near field
of relatively small apertures (with respect to wavelength), the results of all three compared methods (GTD,
PWS, and IRF) were very similar. The analytical IRF method, the results of which are given in this paper,
is much more effective in terms of computer resources than the plane wave spectrum approach, and even
more effective than the geometric theory of diffraction method.

INDEX TERMS Near field analysis, physical optics, aperture antennas, spatial-frequency characteristics,
ultra-wideband antennas.

I. INTRODUCTION
The problem of the near-field distribution of a uniformly
illuminated aperture was discussed 50–70 years ago [1], [2],
[3], [4], [5], [6], [7]. It has already been shown that the
plane wave spectrum (PWS) formulation [2], [3], [4] has
several advantages over the aperture integration approach for
calculating the near field of circular apertures. The PWS
approach has also been found to be useful for determining the
far-field directivity patterns of large antennas using near-field
measurements [4], [5] and further recalculations. In [1], new
expressions were given, which are extremely effective for
near-field calculations because they are expressed as Fresnel
integrals or elementary functions. PWS method calculations
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are more efficient than the geometric theory of diffraction
(GTD) method.

The GTD method [8], [9], [10], [11], [12], [13] was first
described by Keller in 1962 [8]. The accuracy analysis of
the PWS and GTD [6] yielded similar results for a homo-
geneous slit and circular hole. In [6] it was concluded that
the PWS method is essentially a near-field method, whereas
the GTD method is generally a far-field method. After a
long discussion of the results obtained by both methods,
figures showing close or identical results for bothmethods are
provided [6].

An analytical method for physical optics in the time
domain to calculate the field was proposed in [14], [15], [16],
[17], and [18]. In [14], the time dependence of the field, which
is the primitive of the impulse response function (PIRF) of
the aperture and propagation media at any point in the front
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half space of the aperture, was calculated. Aperture theory
approximation was used, which considers each aperture point
to emit a δ pulse.
A new analytical approach based on physical optics in the

time domain for the PIRF of a circular aperture in the form of
a second-kind elliptic integral and its features were presented
in [15] and [16]. In these papers, it was clearly shown that a
linearly polarized field (i.e., along the Y-axis) in front of the
antenna aperture differs with parallel (Y) and perpendicular
(X) offsets of the observation point.

In [16], it was argued that compared with the use of other
well-known methods for calculating monochromatic fields
(i.e., plane-wave spectrum theory, physical optics, or Kirch-
hoff formulation), the PIRF calculation method often allows
obtaining more accurate values for the spectral components
of the field [18]. This is because the accuracy of calculating
the spectral components is determined by the accuracy of the
field representation and one-dimensional Fourier transform
procedure (by choosing a time window and sampling step).

The obtained analytical results were verified by the Finite
Integration Technique (FIT) numerical calculation in [16].
The comparison of analytical (Impulse Response Function)
and numerical (Finite Integration Technique) results yielded
a good agreement for all frequencies less than the boundary,
distances and offsets [16]. Also, the authors showed there the
advantage of the analytical approach in terms of computa-
tional time and/or resources. Using the IRF method, one can
find the monochromatic field distribution much faster than
numerically reaching a similar accuracy.

This paper presents a method for calculating a monochro-
matic field, obtained as a Fourier transform of its time
dependence, based on the PIRF approach (previously called
the PRC method) [14].

The purpose of this paper is to analyze and explain the
behavior of the field while observing point shifts along the X,
perpendicular to, and Y, parallel to the polarization, when an
aperture is excited by a linearly polarized plane wave. An EM
field is formed by short-pulse radiation from the aperture.
Such a ‘‘fine’’ field structure helps to explain the physics
of the process and shows the possibilities of the method for
calculating the fields.

In addition, we consider how the electromagnetic field of
the ultra-wideband pulse affects the monochromatic near-
field.

We compared the results of this PIRF method with those
given in [6], obtained by the GTD and PWS methods at a
short distance from the aperture. The comparison shows the
complete correspondence of all results obtained by the three
methods.

We also present the results of a comparison of the PIRF
method with PWS for an observation point at a distance
from the aperture plane z = 1000λ, with an aperture diam-
eter D = 1000λ. We observed insignificant discrepancies
in some of the plots. A discussion of the results is also
provided.

FIGURE 1. Geometry of the problem.

II. TIME DOMAIN ANALYSIS
The details of the geometry are shown in Fig. 1a,b. At each
time moment t the integration angles φ1 and φ2 (see Fig.1b)
along a part of the circle Ca are determined by the points
B1,B2 where this contour intersects with the border of the
aperture Sa. γ is the angle between r⃗ and perpendicular to the
aperture plane (see Fig. 1a). The limits of integration φ1, φ2
depend on the position of the observation point r⃗ in such
a way that both values can vary from zero to 2π . R is the
radius of the circular aperture, the contour Ca is a circle with
radius r⃗ct centered at point A′ – the projection of A, r⃗0 is the
projection of the r⃗ , r⃗a is the vector up to the set of points
on the aperture over which the integration is carried out. The
axes OX, OY and OZ are shown in the lower left corners of
Figures 1a,b.
In [13], a new expression for the polarizationmultiplier and

electromagnetic field strength at an arbitrary point in front of
the aperture was derived:

Ê (r⃗, t) =
1
2π

∫ ϕ2

ϕ1

√
1 − k2 sin2 (ϕ)dϕ =

1
2π

E
(
ϕ | k2

)
.

(1)

Here, PIRF Ê (r⃗, t) at an arbitrary point r⃗ can be found
as E

(
ϕ | k2

)
– an elliptic integral of the second kind with

parameter k = sin (γ ), where γ is the angle between the
radius vector and point r⃗ and is perpendicular to the aperture
plane (see Fig. 1a). This is an analytical integral without a
precise value, and cannot be expressed in terms of elementary
or polynomial functions.

We define the impulse response function, h (r⃗, t) as:

h (r⃗, t) = ∂Ê (r⃗, t) /∂t (2)

This expression describes the impulse response function
(IRF) h (r⃗, t) and represents the impulse response of the
medium between an aperture and an arbitrary point r⃗ , which
is considered to be a receiver (or observer).

Fig. 2 shows the PIRFs calculated for the antenna with
D = 1m at a distance from the circular aperture z = 0.5R for
different offsets from the central axis r0 = 0.5R, 1R, 1.5R
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FIGURE 2. PIRF for different point offsets along the X or Y coordinate
from the central axis.

in two directions along the X- and Y-axes. For r0 = 0R
the PIRFs and IRFs are the same, whereas for other offsets,
they have different shapes and pulse trailing edges, which
is the result of the behavior of the polarization multiplier
α (r⃗, r⃗a) =

√
1 − k2 sin2 (ϕ), which describes the EM field

behavior at different polarizations [13].
To obtain these figures, we use the expression from [15],

which implies that the aperture consists of an infinite number
of infinitesimal dipoles, and each of them has an antenna
pattern in the form of a circular torus similar to a vertical
infinitesimal dipole. As the observation point shifts inside
the projector beam (the distance from the central axis is less
than the aperture radius) toward the edge of the aperture, the
duration of the PIRF trailing edge increases (Fig. 2, 3 and 4).
Simultaneously, the PIRF fronts have the same start-end
position in time, which is determined by the geometric dimen-
sions of the aperture and the position of observation point r⃗ .

However, the PIRF curve depends not only on the point dis-
placement relative to the aperture axis but also on the polar-
ization multiplier. As soon as we study the field-intensity
dependence on the offset along the axes, the observation point
here indicates an infinitely small dipole with the center at
that point. When there is an offset along the X-axis, the
second edge of the PIRF is higher (Fig. 2 and 4) and thus
has a higher first-time derivative (Fig. 3, 5). As offset r0
shifts inside the projector beam, the duration of the distance
between edges increases owing to the trailing edge; as offset
r0 goes outside the projector beam, both the forward and
trailing edges change and the amplitude drops (see Fig. 2).
Fig. 3 shows the derivatives of PIRF for the same point

shifts along X and Y, as shown in Fig. 2. As it can be seen, the
IRF is represented by the same first pulse inside the projector
beam and changing second pulse. At the same observation
point displacement, although with different shifts along the
X- and Y-axes, the appearance of the second pulse was dif-
ferent. The same r0 offset simultaneously yielded negative
pulses at the same time. The IRF at the point along the X-axis
has a larger amplitude of the second pulse than that when

FIGURE 3. Derivative of the PIRF (IRF) for different offsets along the X or
Y coordinate from the central axis.

FIGURE 4. Difference between PIRFs with the same offset along X and Y.

oriented along the Y-axis because the infinitesimal dipole is
oriented vertically.

Fig. 4 shows the difference between PIRFs with the same
X- and Y-axis offsets, as shown in Fig. 2. In this figure, the
difference reached a maximum at a relative time closer to the
end of the PIRF. This confirms that the inequality is caused
by the boundary wave [16].

The maximum absolute value of this difference is approx-
imately 0.11 of the full PIRF amplitude. In [16], two
wavefronts from the aperture were described: the main wave
and the boundary wave. In fact, a maximum relative differ-
ence of ≈ 0.13 is observed in the immediate vicinity of
the aperture when the distance z → 0, but we consider
the field at distance z = 0.5R. Half-aperture distances are
commonly used for near-field, short-focus reflector antenna
measurements.

The difference observed for a boundary wave is shown in
Fig. 4, which shows the difference that appears because of
the non-uniformity of the field distribution and also helps to
prove that the maximum absolute value of this difference is
independent of the offset r0 from the central axis. In Fig. 5
the derivatives of the curves shown in Fig. 4 are plotted.
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FIGURE 5. Derivative of curves shown in Fig. 4.

FIGURE 6. Several spectra of PIRF differences (i.e. on Fig. 4) at small
offsets, r0, from the central axis.

The curves presented in Fig. 4 are frequency dependent,
and their spectra are shown in Fig. 6. Here we assume that
the antenna can be called ‘‘an aperture antenna’’ only if
D/λ ≥ 10, that for R = 0.5m means f ≥ 3 GHz. From this
figure, we can see that the maximum value of the spectrum
amplitude remained the same at approximately 2.6 · 10−4

across small offsets r0. At larger r0 the maximum value
decreases. This means that we can investigate the field behav-
ior at 3-9 GHz, by saying that at other higher frequencies, the
field difference between the X and Y point offsets of the point
would be lower.

The field behavior with respect to offset r0 can be
explained as follows. Two wavefronts existed inside the pro-
jected beam [16]. At the central axis, a wavefront from the
boundary interferes with itself, thus yielding a higher ampli-
tude. At r0 equal to half the aperture distance, the wavefront
from the opposite boundary arrives at a different time, so no
constructive interference is observed.

III. FREQUENCY DOMAIN ANALYSIS
The Fourier transform of the IRF h (r⃗, t), assuming f = c/λ,
gives us the so-called space-frequency response of the system

FIGURE 7. Absolute difference between the fields along the X- and Y-axes
in the near-field space for R = 0.5m and F = 5 GHz. (λ = 0.06 m) as a
function of the relative distance from the aperture and from the center.

FIGURE 8. The absolute difference between the fields for R = 0.5m,
z = 0.5R depending on frequency and relative offset itself r0.

‘‘aperture + free space to the point’’ K∗ (r⃗, f ):

h∗ (r⃗, f ) = K∗ (r⃗, f ) =

∫
∂Ê (r⃗, t)

∂t
ej2π ftdt (3)

Fig. 7 shows the absolute difference between the fields
along the X- and Y-axes in the near-field space for R =

0.5 m and f = 5 GHz (λ = 0.06 m) as a function of the
distance from the aperture. As can be seen from the figure,
the difference has extremums near the Z-axis of the aperture
but has a zero value on the axis itself. This effect was observed
because r0 = 0 indicates a zero offset along the X-and Y-axis.
The absolute difference between the fields in the near-field

space for R = 0.5m, z = 0.5R depending on frequency and
relative offset is represented in Fig. 8 (it is generalization of
the Fig. 6). The main idea of this figure is to capture and
show, first, the difference in the field intensity for a given
frequency along offset r0z, and second, the variation of the
fiel for a chosen offset r0 across different frequencies. There
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FIGURE 9. The volumetric field distribution over the aperture for distance
z = 0.25R, f = 5 GHz.

FIGURE 10. The near-field calculation results for a circular aperture.
Distance to the aperture plane z = 10λ (diameter D = 10 λ).

is a vague boundary seen for r0/R = 1 between the projector
beam with ‘‘waves’’ and the other half-space. In addition,
this three-dimensional surface can be used as a reference for
checking and proving whether the distance z is in the far
field by examining the inhomogeneity of the surface along
the chosen frequency.

The volumetric distribution of the field over the aperture
for distance z = 0.25R, f = 5 GHz is shown in Fig. 9.
From the figure we can see the difference between amplitudes
during point shift along the X and Y axes. This figure proves
that higher difference between fields exists near the central
aperture axis (small r0). Points of best visible difference are
shown in arrows. This difference reaches 20% of the normal-
ized fieldmaximum. The lower distance z = 0.25Rwas taken
for better visibility and due to the fact, that inequality also
rises closer to the aperture.

IV. COMPARISON WITH GTD AND PWS
Fig. 10, 11 show the near-field calculations given in [5] for a
circular aperture. Note that in Figures 10 and 11 the IRFs are
considered as the benchmark. In Fig. 10, the distance from
the observation point to the aperture plane is z = 10λ, and
the aperture diameter d = 2R = 10λ. In Fig. 11, the distance
from the observation point to the aperture plane is z = 1000λ,

FIGURE 11. The near-field calculation results for a circular aperture.
Distance to the aperture plane z = 1000λ (diameter D = 100λ).

and the aperture diameter d = 2R = 100λ. The GTD results
were reconstructed from [12] and [13]. As shown in Fig. 10,
11 the results are extremely close. In Fig. 10, the results of the
PIRF calculations are located between those obtained using
the GTD and PWS. As shown in Fig. 11, these values are
slightly higher than those obtained with PWS.

We believe that the discrepancy is due to the lack of
accuracy of the PWS method, as it is considered to be a
near-field calculation with the decomposition of plane waves.
The E-plane and H-plane PIRF results in Fig. 11 match
exactly because the Z coordinate is in the far field.

V. CONCLUSION
This paper focuses on the features of the field distribution
using the IRF method, and a more detailed comparison with
the methods of calculating (FIT, GTD, PWS) is beyond
its scope. Paper describes a detailed analysis of the lin-
early polarized EM field from the aperture antenna and
how its characteristics change depending on the observation
point. The difference between the primitive impulse response,
which describes the field intensity at the same offset along the
X- and Y-axes, reaches a significant value. In some cases, this
should be considered when calculating antenna parameters.

The results showed that the PIRF method was much more
effective in terms of computer resources than the GTD and
PWS methods.

In the case of the PIRF, the obtained expressions for the
field allowed us to more accurately calculate the flat aperture
field in large regions of space, where all known calculation
methods (finite integration technique, method of moments,
GTD, and PWS) became too difficult to implement (finite
integration technique, method of moments) or did not pro-
vide the necessary accuracy (PWS). As the observation point
moves away from the aperture, the impulse response duration
decreases; therefore, it is important to choose the proper time
window so that the full impulse falls within it and to choose
the number of points on the impulse needed to ensure a given
accuracy after the Fourier transform.

The PIRF method is very convenient for calculating the
fields of circular or rectangular apertures with a constant field
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distribution over the aperture [19], [20] and with decreasing
distributions of the form g (ro) =

(
1 − r0/R2

)n
, where R is

the aperture radius and r0 is the distance from the aperture
center to the aperture point [21]. The distribution g (r0) can
be represented as the sum of different distributions.

Finally, the PIRF method can be used for direct measure-
ment of the antenna pattern with an aperture probe [22].
It was shown that the distance between antennas in direct
measurements of the antenna pattern can be reduced by a
factor of two (for the case of a linear, circular, or square
antenna) compared to the generally accepted criterion of the
far zone.

Comparing the PIRF method with GTD and PWS in the
Fresnel zone and in the far field requires further research.
We would be glad if specialists in GTD and PWS methods
could get in touch with us.
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