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This paper studies the impact corpus size has on the robustness of vari-
ous frequency-based measures of corpus distance (or similarity, respec-
tively), such as Euclidean distance, Manhattan distance, Cosine distance,
X2, Spearman’s p, and Simple-Maths Keyword distance. An experiment
performed using the British National Corpus shows that Euclidean distance
is least influenced by corpus size and thus is best suited for the purpose
of comparing corpora.
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B ctatbe paccmaTtpuBaeTcs BOMPOC O TOM, Kakoe BIUSIHUE pa3Mep Kop-
nyca okasblBaeT Ha YCTOWYMBOCTb Pa3/INYHbIX MEP CPaBHEHUS KOPMyCOB
Ha OCHOBE YaCTOTHbIX CMUCKOB. [na aHann3a 6epyTcs WwecTb Mep: EBknu-
[,0BO PACCTOSIHNE, MAaHX3TTEHCKOE PacCTOsiHNE, KOCMHYCHOE paccTosiHMe,
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X2, p CnupmeHa 1 cxoACTBO MO KJOYEBLIM CMOBAM. OKCNEPUMEHT Ha Ma-
Tepuane bpMTaHCKOro HauMOHabHOIO KOPNyca NPOAEMOHCTPUPOBAI, YTO
EBKNINAOBO paccTosiHMe HaMeHee NOABEPXKEHO BIIMSIHUIO pa3mMepa Kop-
nyca v no3TOMy yyLle BCEro noaxoasaT ANsi CPaBHEHMS KOPMYCOB.

KniouyeBble cnoBa: cx04CTBO KOPMyCOB, PAaCCTOAHME MeXAy Koprnycamu,
3Basaumd, BputaHCcKnii HaLMoHaNbHbIM KOPNYC

1. Introduction

The problem of text and corpus similarity is extremely important for Natural Lan-
guage Processing as well as for corpus linguistics?. Measuring similarity (or distance,
respectively) is used for information retrieval, text classification, document cluster-
ing, machine translation evaluation, and many other applications. A survey of text
similarity measures by [Gomaa & Fahmy 2013] includes two types of measures: char-
acter-based and term-based measures. Character-based measures treat texts (or text
corpora) as sequences of characters which can be transformed into each other by us-
ing allowed edit operations, by finding an optimal alignment of two strings, etc. The
best-known character-based measure of text similarity is the Levenshtein distance.
However, character-based similarity measures imply that similar texts are obtained
from each other by some simple operations, which is true in case of shorter texts like
misspelled words deriving from the intended correct ones, but it does not conform
to our intuition as to how longer texts are produced. For this reason, term-based mea-
sures, which can also be called frequency-based measures, are more widely used for
measuring similarity between longer texts. To apply these measures, texts are repre-
sented as frequency lists, which are then being compared using various ways of mea-
suring distances between vectors, the best-known of them being geometric measures
such as Manhattan distance, Euclidean distance, and Cosine simlarity (or distance,
respectively), and set-theoretic measures such as Jackard distance.

In corpus linguistics, the problem of text and corpus similarity has gained at-
tention starting with [Kilgarriff 1997] and [Kilgarriff and Rose 1998]. Since then,
many measures of corpus similarity have been proposed (see [Kilgarriff 2001, 2009];
[Fothergill et al. 2016]). However, no definitive measure for corpus similarity has yet
been found. Specific approaches to computing similarity have been adopted in ma-
chine translation evalution, such as BLEU [Papineni 2002], NIST [Doddington 2002],
and METEOR |[Lavie and Agarwal 2007]. In most other applications that make use
of measuring distances between texts, there is no measure that has become a de facto
standard, though geometrical measures are generally preferred.

2 In this paper, I refrain from pursuing the question whether we should using different mea-
sures of similarity for individual texts and for collections of texts, i.e., corpora.
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2. Measures of corpus distance

In this paper, I will discuss six measures of distance between corpora. Three
of them are based on geometrical notions, namely Euclidean distance, Manhattan
distance, and Cosine distance. Two further measures are closely linked to the estab-
lished statistical procedures; these two measures are x2 and Spearman’s p, which were
especially popularized by [Kilgarriff 2001], who showed that they are by far superior
to perplexity-based measures. A further measure is Simple-Maths Keyword distance,
introduced by [Kilgarriff 2009] and implemented in the Sketch Engine corpus man-
agement system ([Kilgarriff et al. 2014]; ). In this pa-
per, all measures are computed based on the frequencies of 200 most common words
in the aggregated frequency distribution of the two corpora being compared (for the
first five measures), or on the keyness score of the top 200 keywords in the aggregated
keyword list for Simple-Maths Keyword distance.

3. Corpus size and corpus distance

The measures of corpus distance are typically evaluated ussing the Known-Sim-
ilarity Corpora (KSC) approach [Kilgarriff 1997, 2001]; [Kilgarriff and Rose 1998]3.
A KSC-set is built starting with two corpora X and Y that are deemed to be sufficiently
distinct. These original corpora are split into equal-sized chunks that are randomly al-
located to new corpora Z,, Z,, ..., Z,,, each of them consisting of M chunks. Z includes
0 chunks from X and M chunks from Y, Z includes 1 chunk from X and M—1 chunks
from Y, Z, includes 2 chunks from X and M—2 chunks from Y, etc. The similarity
of these corpora is known: for instance, one can assume that Z, is closer to Z_ than
Z,isto Z. Thus, forany k <[ <m < n (k # l orm # n) a good distance measure must
satisfy the inequality d(Z,, Z ) < d(Z,, Z). One can test whether such an inequality
is satisfied for all possible values of k, [, m, and n, and the proportion of inequalities
captured correctly indicates how well a distance measure performs. In case of M = 10,
a total of 660 KSC judgments of the kind need to be tested.

More recent studies have continued this approach, using a wider range of mea-
sures and larger amounts of test data [Piperski 2017a, 2017b]. However, no investi-
gations have yet adressed the question of how corpus size influences the robustness
of distance measures.

This is a question that plays a significant role in many areas of corpus linguis-
tics. Namely, we can trust a measure of distance only if it yields comparable results
when comparing samples from the same populations regardless of sample size or,
at least, starting from a certain corpus size. Otherwise, the results might turn out
to be untrustworthy6 especially when different-sized corpora are being compared. For
this reason, the aim of the present study is to test the robustness of the six measures
listed in Section 2 with respect to corpus size. Even though it was shown by [Piperski
2017a] that levels of analysis and segmentation other than individual words, first and
foremost character ngrams, are better suited for assessing distance between corpora,

3 Another approach to this problem is [Forsyth ad Sharoff’s 2014] anchor-text method.
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in the present study I stick to the word level, since a word is the largest unit that seems
to be more or less easily identifiable in a text as well as linguistically significant.

4. Experiment design

For the purpose of the experiment, 200,000-token subcorpora from 11 sources
from the British National Corpus (BNC) were taken. The sources are listed in Table 1:

Table 1. List of sources

ID Source

BNC file IDs

art | The Art Newspaper CKT-CKY, EBS-EBX
bel | The Belfast Telegraph HJ3-HJ4, K29-K35
bio | The Dictionary of National Biography: Missing GSX-GTH
persons
han | Hansard Extracts HHV-HHX
ind | The Independent A1D-A5X
kee | Keesings Contemporary Archives HKP-HLT
law | The Weekly Law Reports FBS-FE3
mir | The Daily Mirror CH1-CH3, CH5-CH7
nsc | New Scientist ANX, B71-B7N
sco | The Scotsman K56-K5M
uni | Unigram X CMW-CNO, CS8-CTV

Obviously, if one is to trust the results of ths study, one must assume that these
sources are homogeneous. There is no way of measuring this unless we have a good
measure of similarity at our disposal, since homogeneity is closely related to similar-
ity; for this reason, we are forced to take the suitability of the sources for granted.

For each of the sources, 50 random parts having the length of 20,000 tokens*
(1/10 of the total), 40,000 tokens (2/10), 60,000 tokens (3/10), ..., and 180,000 tokens
(9/10) were taken, which mimics the approach of Tweedie and Baayen (1998) to mea-
suring lexical diversity. For each pair of sources and for each part size, 50 distances be-
tween corresponding random parts were computed, their mean was calculted, and then
the 95% confidence interval for the “true” mean of the distance value was estimated
using 10,000-sample bootstrapping. For instance, for parts from The Daily Mirror and
Unigrams comprising 100,000 tokens, the 50 Manhattan distances are as follows:

0.562; 0.564; 0.567; 0.567; 0.569; 0.569; 0.57; 0.57; 0.571; 0.572; 0.573;
0.573;0.573; 0.574; 0.576; 0.576; 0.577; 0.578; 0.58; 0.58; 0.58; 0.582;
0.584; 0.585; 0.585; 0.587; 0.592; 0.592; 0.593; 0.598; 0.599; 0.6; 0.606;
0.607; 0.613; 0.614; 0.617; 0.624; 0.625; 0.626; 0.627; 0.628; 0.63; 0.631;
0.632; 0.637; 0.638; 0.64; 0.642; 0.642,

4 All manipulations with the BNC were performed using Python 3.6, and, more specifically,
the BNCCorpusReader class from NLTK [Bird et al. 2009]. Punctuation marks were treated
as separate tokens, and word processing was case-sensitive.
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the mean is 0.596, and the 95% confidence interval for the “true” mean is [0.5892;
0.6033]. This confidence interval can be further compared to the best estimate of the
distance between the two sources, namely the distance between the two 200,000-to-
ken corpora—in this case, 0.5895. This distance falls withing the estimated confi-
dence interval, which is an indicator of the fact that this measure is robust with respect
to corpus size, because it yields a good estimate of corpus distance even with a rela-
tively small corpus size. If the best estimate (i.e., the estimate based on 200,000-token
portions) falls within the confidence interval for a certain pair of sources and for a cer-
tain corpus size, the measure gets 1 point; otherwise, it gets O points. Because we have
11 sources, the number of pairsis 11 x 10 / 2 = 55; for each pair, we work with 9 cor-
pus sizes, which makes a total of 55 X 9 = 495 test cases for each of the six measures.
The winning measure is the one that gets the most out of 495 possible points.

Obviously, when we measure a distance between two corpora, we never now
whether the resulting distance falls close to the “true” dustance based on the whole
populations. However, if we know in advance that a measure often comes close the
best estimate we have, this might speak in favor of this measure.

5. Results

As an illustration, the result for one pair of corpora is shown in Figures 1 to 6 be-
low. They visualize the comparison of The Daily Mirror with Unigram X. One can see
from Figure 1 that the best estimate for the two sources as a whole falls within the
bounds of the confidence interval in 5 cases out of 9 for Euclidean distance, because
the orange line lies between the grey and the blue line for x = 2, 3, 4, 5, 6 (correspo-
ding to 40,000-token, 60,000-token, 80,000-token, 100,000-token, and 120,000-to-
ken corpora). It also falls within the bounds of the confidence interval in 2 cases out
of 9 for Manhattan distance, in 5 cases out of 9 for Cosine distance, in 2 cases out
of 9 for x2, in O cases out of 9 for Spearman’s p, and in 1 case out of 9 for Simple-Maths
Keyword distance. Thus, in this case the two most robust measures are Euclidean dis-
tance and Cosine distance, whereas Spearman’s p is the least robust one.

Interestingly, in all cases the distances obtained for smaller corpora are larger
than the best estimate, which also holds true for other pairs of sources. The amount
of variation in estimates for smaller corpora is not surprising, because larger parts
must overlap with each other, whereas smaller parts do not necessarily do so. The
form of the graphs is similar in all six cases (a fall, then a rise at 4/10 of the corpus,
then a further fall followed by a rise), but this is an artifact of random sampling from
The Daily Mirror and Unigram X; for another pair of sources, the graphs need not look
the same.

The total counts of the best estimates falling within the counfidence intervals
for smaller parts of corpora based on all 55 pairs of sources are presented in Table 2:
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Figures 1-3. Robustness of the six distance measures as
comapred using The Daily Mirror and Unigram X
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Figures 4-6. Robustness of the six distance measures as
comapred using The Daily Mirror and Unigram X
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Table 2. Overall robustness of the six distance measures

Distance measure Score Percentage
Euclidean 91 18%
Manhattan 55 11%
Cosine 84 17%
X2 50 10%
Spearman’s p 43 9%
Simple-Maths Keywords 42 8%

This table shows that Euclidean distance and Cosine distance are the most robust
measures with respect to corpus size, whereas other measures, including both statisti-
cal measures and the keyword-based measure, are less trustworthy. This also conforms
to the findings by [Piperski 2017b], who showed that geometrical measures of corpus
distance perform best when assessed with the Know-Similarity Corpora approach.

6. Stability of the confidence interval

A further question arises from the fact that the evaluation technique presented
above can be easily tricked. Namely, if a measure provides a wide confidence interval
for some smaller corpus size, it is likely that the “true” estimate will fall within this
interval. This suggests an additional requirement on the winning measure: it must not
inflate the confidence interval for smaller sample sizes, i.e. its estimates for the same
corpus size must not be too different from each other. The problem is that the width
of the confidence interval is hard to compare across different measures. We cannot
just express it as a percentage of the absolute value of the best estimate, because add-
ing a constant to the distance would not change the measure as such, but it would
change this percentage; for instance, the Simple-Maths Keyword distance as imple-
mented in SketchEngine has a minimum value of 1, and if we were to subtract 1 from
it, we would assess the relative width of the confidence interval differently.

To counter these difficulties, I propose two measures of stability of the confi-
dence interval. First, as already mentioned in Section 5, it is evident that the varia-
tion of distance estimates between smaller corpora must be larger that the variation
of distance estimates between larger corpora, simply because larger corpora drawn
from the same 200,000-word population must necessarily overlap. We expect the con-
fidence interval for 180,000-word corpora to be smaller than the confidence interval
for 20,000-word corpora, and we can calculate how many times larger is the confi-
dence interval for the mean for the smallest corpus size (20,000 tokens) as compared
to the largest corpus size (180,000 tokens, since we do not have a confidence interval
for 200,000-token corpus, but only a single estimate).

For example, if we apply Manhattan distance to the corpora sampled from The Daily
Mirror and Unigram X, the confidence interval is [0.6097, 0.6347] for 20,000-token cor-
pora and [0.5839, 0.5849] for 180,000-token corpora. This means that making the cor-
pus 9 times smaller increases the confidence interval by 25 times. This value can be com-
puted for each measure for all 55 pairs of sources. The results are summarized in Table 3.
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Table 3. The increase of the width of the confidence interval
from 180,000-token to 20,000-token corpora

Distance measure Mean Median

Euclidean 17.8 16.8
Manhattan 19.4 18.3
Cosine 21.7 19.4
X2 25.1 21.5
Spearman’s p 17.0 15.4
Simple-Maths Keywords 22.7 20.8

Table 3 shows that the two best measures in this respect are Euclidean distance
and Spearman’s p. Cosine distance has performed well during the first test, but it might
be due to the fact that it is likely to inflate the confidence interval.

Second, we also must check whether a distance measure is biased in some direc-
tion with respect to corpus size. Even if a measure has a relatively stable confidence
interval, it may be the case that this interval is gradually drifting away from the best es-
timate the smaller our corpus becomes. This means that if we take one step further to-
wards a smaller corpus, we must accept it that the confidence interval becomes larger,
but we cannot tolerate if it steadily shifts in one direction. In the graphs above, there
is a somewhat unsatisfying general upwards trend when looking from right to left.
In order to quantify this trend, I propose the following way of computing an instability
score: for 1 < n < 8, if a distance measured for a pair of corpora containing n X 20,000
tokens is larger than the upper bound of the confidence interval for the mean distance
for (n + 1) x 20,000 tokens, the measure is givenn / (n + 1) points®; if, on the contrary,
a distance is smaller than the lower bound of the confidence interval, the measure
losesn / (n + 1) points. A good measure will behave symmetrically, i.e., it will receive
approximately the same amount of points as it will lose, making the result close to 0.

In the worst-case scenario, a measure may receive a score whose absolute value is
(8/9+7/8+6/7+5/6+4/5+3/4+2/3+1/2) X 50 X 55 = 16,970 (the value would be neg-
ative the distances are decreasing with decreasing corpus size, and positive otherwise).

Table 4. Instability scores

Distance measure Instability score

Euclidean 2,072.5
Manhattan 4,365.9
Cosine 2,345.4
X2 5,462.2
Spearman’s p 4,990.3
Simple-Maths Keywords 6,453.3

5 Since corpora of n X 20,000 tokens are in generally more similar to (n + 1) x 20,000-token
corpora, falling outside the confidence interval must cost more for larger values of n. However,
the proposed cost of n / (n + 1) was selected ad hoc and has no external justification.
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Table 4 shows that all measures have a positive instability score, i.e. they tend
to yield larger distances when corpus size decreases. The two measures with the
smallest value of instability score are Euclidean distance and Cosine distance.

7. Conclusion

This paper presents the results of testing the frequency-based measures of cor-
pus distance the for robustness with respect to corpus size. In all three experiments
(Tables 2 to 4), Euclidean distance was among the two best measures, which leads
us to a conclusion that it is actually the measure that is most robust to corpus size
among the six measures evaluated. Further possible directions of study include evalu-
ating robustness of distance measures when measured for corpora of different sizes
as well as taking into consideration languages other than British English only.
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