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Abstract
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In this paper, we analyze several experiments that address this effetectron-
electron interactions in 2D electron (hole) systems in the regime of low carrie
density. The interaction effects result in renormalization of the effecpie
susceptibility, effective mass, agd-factor. We found a good agreement among
the data obtained for different 2D electron systems by several expetatieams
using different measuring techniques. We conclude that the renoatiatias
not strongly affected by the material or sample-dependent paranseten as the
potential well width, disorder (the carrier mobility), and the bare (band$sn
We demonstrated that the apparent disagreement between the rapstiltd
on various 2D electron systems originates mainly from different inteapoas

of similar "raw" data. Several important issues should be taken intouatco
in the data processing, among them the dependences of the effectiseanh
spin susceptibility on the in-plane field, and the temperature dependetioe of
Dingle temperature. The remaining disagreement between the dataifmrs/a
2D electron systems, on one hand, and the 2D hole system in GaAs, dhé¢he o
hand, may indicate more complex character of electron-electron ititaradn
the latter system.

low-dimensional electron systems, electron-electron interactions,iffigrna
effects

1. Introduction

Understanding the properties of strongly interacting and disordered two-
dimensional (2D) electron systems represents an outstanding problendof mo
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ern condensed matter physics. The apparent "2D metal-insulator trahsition
(2D MIT) is one of the puzzling phenomena that are still waiting for an ad-
equate theoretical description [1, 2]. Figure 1 shows that the transitiom fr
the "metallic” to "insulating" behavior occurs as the density of electroiss
decreased below a certain critical value The strength of electron-electron
(e — ) interactions is characterized by the ratio of the Coulomb interaction
energy to the Fermi energy. This ratiq, increasesc 1/n'/2 [3] and reaches

~ 10atn =~ n.; this suggests that tlee- e interactions might be one of the major
driving forces in the phenomenon. Thus, better understanding of tipepies

of 2D systems at low densities, and, in particular, in the critical regime [4] in
the vicinity of the apparent 2D MIT, requires quantitative characterizaifon
electron-electron interactions.
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Figure19.1. Temperature dependences of the resistivity for Si-MOS device ovieteed@nsity
range, 0.8 t@5 x 10'tcm2.

Within the framework of Fermi-liquid theory, the interactions lead to renor-
malization of the effective quasiparticle parameters, such as the spirptsce
bility x*, effective mass*, Lance factorg*, and compressibility*. Measure-
ments of these renormalized parameters are the main source of experimental
information on interactions. The renormalizations are described by harmon-
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ics of the Fermi-liquid interaction in the singlet (symmetric, (s)) and triplet
(antisymmetric, (a)) channels, the first of them being:
F;;:%-L Ff:Q(m —1>. (19.1)
g myp

Hereg, andm,, are the band values of thefactor and mass, respectively.

Recently, as a result of extensive experimental efforts, rich informaition
the renormalized quasiparticle parameters has become available for 2D sys-
tems. The corresponding results were obtained by different techraaquiefer
different material systems. At first sight, the data sets in different puldica
seem to differ from each other a great deal. Our goal is to review biiedly
available data and to analyze the sources of their diversity. We find thattin f
the apparent diversity between various results originates mainly froereliff
interpretation ofsimilar "raw" data. Being treated on the same footing, most
experimental data do agree with each other. The remaining disagreement be
tween the data fop-type GaAs, on one hand, and the other systems, on the
other hand, may indicate more complex character of interactions in the former
2D hole system.

2. Renormalized spin susceptibility

Several experimental techniques have been used for measuring the ren
malized spin susceptibility*, such as
(i) analysis of the beating pattern of Shubnikov-de Haas (SdH) oscillaitions
weak tilted or crossed magnetic fields [5-8];
(ii) fitting the temperature- and magnetic field dependences of the resistivity
[9-12] with the quantum corrections theory [13, 14];
(iii) the magnetoresistance scaling in strong fields [15-17];
(iv) measuring the “saturation” or hump in magnetoresistance in strongirepla
fields [17-22];
(v) measuring the thermodynamic magnetization [23].
We compare below the available experimental results.

(1) SdH oscillationsn-Si andn-GaAs.
Figure 19.2 shows the*(r) data obtained by Okamoto et al. [5] fer(100)Si-
MOS system by observing how the first harmonic of SdH oscillations vasiishe
in tilted magnetic fields (the so called “spin-zero” condition, which corredpon

to the equalityg* g Biot = hwe/2, WhereBio, = /B2 + Bﬁ andup is the

Bohr magneton). More recent results [6]@{100)SiIMOS samples have been
obtained from the SdH interference pattern in weak crossed magnetic fields
[7]; they extend the earlier data to both higher and loweralues. It is worth
noting that the data presented in Fig. 19.2 have been obtained for many Si-
MOS samples fabricated by different manufacturers [6, 5]; the peallitrexb
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for these samples range by a factor-of2. Nevertheless, there is a good
agreement between the data for different samples. We conclude tecttediv
the effect of disorder on the renormalization of x* at n > n. isnegligible or, at
|east, weak.

As seen from Fig. 19.2, the data eachannel Si-MOS samples are in a
reasonable agreement with the data obtained by Zhu et al. [8}-tgpe
GaAs/AlGaAs samples using a similar technique (measuring SdH effect in
tilted magnetic fields). Because of a smaller (by a factor of 3) electrontiefiec
mass in GaAs, similar, values have been realized for the electron density 10
times lower than in Si-MOS samples. The width of the confining potential well
in such GaAs/AlGaAs heterojunctions is greater by a factor of 6 than in) (100
Si-MOS, due to a smaller mass,, lower electron density, and higher dielec-
tric constant. This significant difference in the thickness of 2D layers reay b
one of the reasons for the 20% difference betweenythdata inn-GaAs and
n-SIMOS samples seen in Fig. 19.2; at the same time, the minor difference
indicates thathe effect of the width of the potential well on renormalization of
x* isnot strong; recently, this effect has been studied in Ref. [20].
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Figure19.2. Renormalized spin susceptibility measured by SdH effectin tilted or aldsdds

on n-SiMOS by Okamoto et al. [5], Pudalov et al [6], and on n-GaAs&d&by Zhu et al. [8].
Horizontal bars depict the upper and lower limits on #ffevalues, determined from the sign
of SdH oscillations, measured &t= 0.027mK for sample Si5 [24]. Dashed and dotted lines
show two examples of interpolation of the data [5, 6].

The SdH experiments provide the direct measurement*ah weak per-
pendicular and in-plane magnetic fieltls, < Er, g*upBiot < EF [6, 7].
Under such conditions, the quantum oscillations of the Fermi energy magtbe n
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glected, and the magnetization remains a linear functids, ok ™ (Biot) =~ X{-
Also, under such experimental conditions, the filling factor is lange=
(nh)/(eB1) > 1 and the amplitude of oscillations is sm@ip,..|/pz: < 1.
Figure 19.3 shows, onthe- B plane, the domain of the weak magnetic fields,
v > 6, where the SdH oscillations have been measured in Refs. [6, 24]. As
the perpendicular magnetic field increases further ¢addcreases), the SdH
oscillations at high density, > n. transform into the quantum Hall effect;
for low densities,n ~ n., the SdH oscillations transform into the so called
“reentrant QHE-insulator’(QHE-I) transitions [25, 26]. The uppestnturve
(open circles) presents thgB) variations in the regime of QHE-I transitions
[25, 26]), measured for a density slightly larger (by 4%) than the critiakles
ne.. This diagram is only qualitative, because thesalue is sample-dependent.

Regime of low densitiedn the vicinity of the critical density: =~ n., the
number of observed oscillations decreases, their period increasktheaim-
terpretation of the interference pattern becomes more difficult, thus limiting the
range of direct measurementsgf(r;).

The horizontal bars in Fig. 19.2 are obtained from consideration of tine sig
and period of SdH oscillations [24] as explained below. They show therupp
limit for y*, calculated from the data reported in Refs. [6, 26, 24]. Figure 19.3b
demonstrates that in the density rafge < n < 1 x 10*'cm~2, the oscillatory
oz (Deyond the magnetic field enhancee: 1 valley gap) has minima atfilling
factors

v=(4i—2), i=1,23.., (19.2)

rather than atr = 4i (in (100) Si-MOSFETS, the valley degeneragy= 2).
The latter situation is typical for high densities and corresponds to inequality
g upB < hw} /2.

In other words, the sign of oscillations at low densities is reversed. Tttis fa
is fully consistent with other observations (see, e.g., Fig. 2 of Ref. [24],1
of Ref. [27], and Figs. 1-3 of Ref. [28]). As figure 19.2 shows, @ x* /x5
exceedd /2my, = 2.6 atr, ~ 6; the first harmonic of oscillations disappears at
this density (so called “spin-zero”), and the oscillations change sign ferlo
densities. Since the sign of the SdH oscillations is determined by the ratio of
the Zeeman to cyclotron splitting [29, 30]

k B *k
cos (7Tg 'uB* > = cos <7TX—m5> , (19.3)
h/“‘)c Xb

it was concluded in Ref. [24] that, in order to have negative sign in thgeran
10 > r, > 6, the spin susceptibility* must obey the following inequality:

*

|
26— <X o3 _qg (19.4)

S 2my, xp 2my
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Figure19.3. (a) Overall view of the SdH oscillations in low fields at different densitiesply
circles show thep,, oscillations for sample Si9 in high fields, corresponding to the reentrant
QHE-insulator transitions [26]. (b) Expanded view of one of the(B) curves ¢ = 1.04 x

10 em™2 (right axis) and its oscillatory component normalized by the amplitude ofitse
harmonicA; (B) (left axis) [6]. Dashed line confines the region of the SdH measurenien

Refs. [6, 24].

Thus, Eq. (19.2) and Eqg. (19.4) enable us to set the upper and lower limits
for x* [24], which are shown by horizontal bars in Fig. 19.2at& 7.9 — 9.5.
As density decreases (ang increases), due to finite perpendicular fields, in
which the SdH oscillations were measured, the condition Eg. (19.4) becomes
a bit more restrictive, which leads to narrowing the interval between therupp

and lower bars [24].
(2) Magnetoresistance in the in-plane field.
Monotonic magnetoresistance (MR) in the in-plane field exhibits a well-defined

saturation for thex-type Si MOSFETSs [31-36, 15] or a hump for theor p-
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type 2D GaAs systems [18, 21, 19, 20, 9, 8]. With increasing mobility (and
corresponding decreasing critical density), the latter hump becomes more
pronounced; itresembles the sharp transition tdtf¥g, ) saturationin Si-MOS
[37].

The hump or saturation of the in-plane magnetoresistance have been inter-
preted in Refs. [19, 17] as a signature of complete spin polarizétjgn This
treatment is also supported by the experiments by Vitkalov et al. [36, 38)], wh
found that the frequency doubling of SdH oscillations coincides with thetons
of saturation of the in-plane magnetoresistance. Another approach tgthe h
field measurements of* is based on the scaling @t(5) data [16, 15]: by
scaling, theR(B)|) data for different densities are forced to collapse onto each
other. This procedure is essentially the high-field gfie,B ~ 0.6, as the
chosen scaling field,. ~ 0.3B1.

The features irp(BH) are observed at a fiel®,,;, which is close to the
estimated field of the complete spin polarization [34]:

Bgat = Bpol = 2EF /9" 1. (19.5)

By assuming thaB,,,; = Bsa: and using the standard expression for the 2D
density of state)OS = m*g, /7h?, one can estimatg* from measurements
of the characteristic field;,;:
2
gm* = M (19.6)
BsatgvMB

Evaluation ofy* from the aforementioned experiments in strong fields and
from Egs. (19.6) and (19.5) is based on the following assumptiong;* (ix
g*m* is B)-independent; (ii)jn* and 2D DOS are energy-independent. In gen-
eral, both assumptions are dubious. Nevertheless, for some sampldd d)s
and (19.5) may give plausible results over a limited range of densities. For
example, the low-field SdH data and the high field magnetoresistance data
were found to differ only by< 12% over the density rangél — 10) x
10''em~2. More detailed critical analysis of the in-plane MR data may be
found in Refs. [20, 22, 23, 39, 40, 8].

An interesting interpretation of the MR data has been suggested in Ref. [16]
where thel /x*(n) dependence determined downsto= 1.08 x 10*cm=2,
was linearly extrapolated to zeroat~ 0.85 x 10''cm~2 and interpreted as
an indication of the ferromagnetic instability at this density. Our data, obtained
from the analysis of the period and sign of SdH oscillations at lower densities
[24], do not support this interpretation:
() in the whole domain of densities and fields depicted in Fig. 19.3, no doubling
of the frequency of SdH oscillations is observed, which proves that Ehe 2
system remains spin-unpolarized (see e.g., Fig. 19.3;
(i) the sign of the SdH oscillations [see Eq. (19.2) and the discussion hbove
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enables us to estimate the upper limitgn(see bars in Fig. 19.2) in the interval
ofry =8-9.5,i.e.n = (1.08—0.77) x 10''cm~2. Note that the latter interval
includes criticaln. values for most of the high mobility Si-MOS samples, in
particular, those used in Ref. [16].

(3) Temperature dependencexdf
In order to test whether or not the enhanced spin susceptikititdepend
strongly on temperature, we measured the interference pattern of Silld-osc
tions for various temperatures (see Fig. 19.4) and for different dessitie thus
determined the temperature dependencg*ofThe results shown in Fig. 19.4
reveal only weak temperature variationsydf{7"), within 2% in the studied”
range. We therefore can safely neglect the effect of temperatureniparison
of different sets of data.

There are several possible reasons for the disagreement betwdggtthe
field and low-field data; they are considered below.

(4) Effect of disorder on the high-field MR data.
Firstly, it has been shown in Refs. [22, 39] that the saturation figld and the
high-field MR for SI-MOSFETSs [40] are strongly sample- (disorder{eate
dent. In particular, for a given density (and, hence, gi¥g1), Bg,; can vary
by as much as a factor of two for the samples with different mobilities. It was
suggested in Refs. [22, 41, 17] that these variations are caused logatized
states, so that Eq. (19.6) might be thought to hold only for a “disoreer™fr
sample [17]. However, by extrapolating the measuBgd fields [22, 39] for
samples with different peak mobilities ig/uP°*** — 0, one obtains a “dis-
order free” B> value, which overshoots the spin polarizing field [39], i.e.

sat

Bl™ > Bpo. This suggests that the structure of the localized states below
the Fermi level is non-trivial [42]. SincB.,; crossess,,1, the two quantities
become equal at some mobility value. For this nontrivial reason, the estimate
Eq. (19.6) provides correct results [43] for some samples with intermediate
mobilities; nevertheless, for lower densities< n., deviations from the SdH
data are observed, as discussed in Ref. [44].

(5) Magnetic field dependence f.
Secondly, both parameters” andg* (andx* « ¢*m*) that enter Egs. (19.5),
(19.6) depend on the in-plane field. The (B)) dependence is mainly an
orbital effect [45]; itis very strong fot-GaAs samples with wider potential well
[8, 20]. In contrast, thg™(B)|) dependence is apparently a spin-related effect
[8, 46]. The dependence of* andg* on B is another reason for the deviation
of the high-fieldx* values from the low field results of SHH measurements.
In GaAs, the difference between the Ioﬂﬂ- and highB” data is dramatic
[8, 20]: the density dependencegf derived for 2D electrons in GaAs on the
basis of thel?( B ) measurements in high fields is non-monotonic, whereas the
same samples demonstrated a monotgfiie:) dependence in low fields (see
Fig. 19.2) [8, 20]. Itis plausible, therefore, that ignoring the(B) orbital
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Figure19.4. Typical evolution of the interference pattern in SdH oscillations with tempezatu
The oscillations are normalized by the amplitude of the first harmonic [6].

dependence causes the non-monotonic density dependeAge abtained in

Ref. [37] for 2D holes in GaAs in the dilute regime~ 10'%cm~2, in which the
potential well is very wide. Thex*(B)) dependence is also presentin Si-MOS
samples [46], though it is weaker than in GaAs owing to a narrower potential
well; as the density decreases and potential well gets wider, this orbiat eff
should have a stronger influence on the results of high-field MR measntgme
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Figure 19.5. Typical dependence of the spin susceptibility on the in-plane magnetic field,

measured for-Si-MOS sample al” ~ 0.15K. Density is given in units of0''cm=2.

(6) Magnetization measurements.
Another important source of experimental information on the spin suscep-
tibility are the thermodynamic magnetization measurements, performed re-
cently by Reznikov et al. [23] on Si-MOS samples. Over the density range
(3—9) x 10'tcm~2, the measuredM /dB is in agreement with the SdH data
on x*. The contribution of the localized states to the measured magnetiza-
tion impedes the detailed quantitative comparison with the SdH data at lower
densities. Nevertheless, two important results at low densities are in a good
agreement with the SdH data: (i) the spin susceptibility remains finite down
to the lowest density (thus confirming the absence of the spontaneous-magne
tization transition), and (ii) the magnetization is nonlineaBipfield with x*
varying with field qualitatively similar to that shown in Fig. 19.5.

3. Effective mass and g-factor

Historically, experimental data on the effective mass in 2D systems have
always been controversial (for a review of the earlier data, see T3¢ data
onm* have been obtained mainly from the temperature dependence of SdH
oscillations. Even within the same approach, the data from different -exper
iments disagreed with each other at low densities. With the advent of high
mobility samples, much lower densities became accessible. However, the gen-
eral trend remained the same: disagreement between different sets gfela
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as the density was decreased; this disagreement becomes noticeablg:ivhen
becomes smaller than 5.

Figure 19.6 shows that the data for Si-MOS samples determined in Refs. [6,
47, 48] are close to each other onlyrat> 2.5 - 10!t cm™2 (r, < 5). At
lower densities, at first sight, there is a factor-ofl.5 disagreement between
the data of Refs. [6] and [48] (closed and open symbols, respeqtivdtich is
discouraging. However, we show below that the apparent disagrésheems
from different interpretations of raw data. When treated on the same dpotin
the data agree reasonably well with each other down to the lowest explored
densityn ~ 1 x 10" cm™2 (i.e. r, ~ 8).

One might suspect that the difference in the extraetédvalues is due to
the different temperature ranges in different experimefits-(0.15 — 1 K and
0.3 —3Kin Ref. [6] andT = 0.05 — 0.25 K in Ref. [48]). However, the data in
Fig. 19.4 do not reveal a strorigrdependence of*. Sincex™ is proportional
to g*m*, one has to assume that the temperature dependenees afid g*
must compensate each other; such compensation is highly unlikely.

In order to determine the effective mass from the temperature deperafence
the amplitude of SdH oscillations, one needs a model; below we consider the
models which are used in calculationsmef. The open squares [48] and open
circles [6] in Fig. 19.6 are obtained by using the same model of non-integactin
Fermi gas, for which the amplitude of SdH oscillations is given by the Lifshitz-
Kosevich (LK) formula [29]. The effective mass in this model is derivexnhf
the T-dependence of the amplitude, which in the limitkd > hw. can be
expressed as:

_%m\apm//}m ~ m*(T + Tp). (19.7)

If one assumes that the Dingle temperatilyg is temperature independent,

the calculated mass appears to depend on the temperature interval ofeneasur
ments [6]: the higher the temperature, the larger the mass. Note that the direct
measurements @fm™*(7") do not reveal any substantialdependence of this
quantity. Moreover, the mass value calculated in this way was found to be
somewhat different for samples with different mobilities (irevalues).

We believe that the aforementioned inconsistencies are caused by assuming
thatT istemperatureindependent. This assumption is not justified, evenif the
resistance is temperature-independent over the stddiadge (see, e.g. [49]).
However, in a typical experimental situation, determinatiomdf requires
measurements of the oscillation amplitude over awide temperature range, where
p is stronglyT-dependent [12] owing to the interaction corrections [13].

In Ref. [6], in order to determinex* in a strongly-interacting 2D electron
system in SiMOSFETS, another approach has been suggested, irfigi{iEh
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Figure 19.6. Renormalized effective mass of electrons (a)

and renormalizeg-factor (b) determined with Si-MOS samples

in different experiments as denoted in the legend. Data shown by
open boxes and circles are from Refs. [48], and [6], correspond
ingly, calculated using the LK formula Eq. (19.7). Closed circles
are the data from Ref. [6] obtained using Eq. (19.8).

was assumed to reflect the temperature dependence of the resistivity +
B(n)T'T:

TH(T) =~ Tp(1+ B(n)TT). (19.8)

This empirical approach eliminates largely the disagreement between the re-
sults onm* for the same sample, obtained in different temperature intervals, and
between the results obtained for different samples. This conjectureckeas b
supported recently by the theoretical study [49]. The data shown in %ig by
closed circles are obtained within this approach [6]; we believe, thegsept
more reliablem* data, which are consistent with the other types of measure-
ments (e.g., with the analysis [12] pfT") in terms of the theory of interaction
corrections in the ballistic regime).

We will verify now whether or not the approach of Eq. (19.8) leads te con
vergence of the results from Ref. [48] (open boxes) and Refc[6$€d points).
In order to do this, we use thgT") dependences reported in Ref. [10] for the
same samples. We show below how the resultsnérfrom Ref. [48] could
be "corrected" in order to take into account a finite/dT’). The open-box
data point with the highest; value in Fig. 19.6 corresponds to the density
n = 1.03 x 10'cm=2. Theo(T) curves are reported in Fig. 1 of Ref. [10]
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for two nearest density values, = 1.01 and1.08 x 10''cm=2. For sim-
plicity, over the range of the SdH measureméhits- 0.05 — 0.25K [48], the
o(T) dependence may be approximated by a lirBatependence with the
slopedno/dT ~ —1/K. According to Eq. (19.8), we now use théT") slope
together withTp ~ 0.2K for the rangeT’ = 0.05 — 0.25K as reported in
Ref. [48]. As aresult, we obtaifip, = Tpo(1+7') and, to the first approxima-
tion, m*0.833[1 + Tpo(1 + T')] = m*0.833[1.2T + 0.24] for the temperature
dependence of the logarithm of the oscillation amplitude. The exact prazedu
of the non-linear data fitting based on Eq. (19.8) requires more thoraugh ¢
sideration; we describe here a simplified step-by step procedure of fiing.
the 2nd step one obtailissm*[71.24 + 0.248], etc. All the above functions
fit equally well the same raw data (i.e. tHedependence of the amplitude
of oscillations), but with different masses. Finally, the procedure acgese
with the mass that is by 20% smaller and the Dingle temperature that is by
25% larger than the initial values, respectively. As a result, the disagregeme
between the data at thisin Fig. 19.6 is reduced from 50% to about 25%.

We have repeated the same procedure at every density, for whietihe
curve is known for samples used in Ref. [48]. For the lower densities, sityila
between the results of Refs. [6] and [48] is even more striking. For ebeamp
for the second data point(= 1.08 x 10''ecm=2, ry = 7.9), the initial dis-
agreement between the masses is 43%;/m; = 2.75 (open boxes) versus
1.92 (closed dots). After applying the same procedure of the non-lirtgag fi
with dlno/dT = —0.72K, and initial T, = 0.25K, we obtain the corrected
valuesT'py = 0.333K andm*/m; = 2.06; the latter value differs only by 7%
from our data (closed circles). At the highest density= 2.4 x 10''cm2
(rs = 5.37, for which theo (T") dependences are shown in Fig. 1 of Ref. [10],
the mass correction is also 6%.

Reduction of then* values from Ref. [48] (by taking into account tfie
dependence dfp) leads to re-evaluation agf*: sincex*(n) is known with
higher accuracy, the decreaseritt leads to the corresponding increase in
g «x x*/m*. Theg*(rs) dependence becomes monotonic, and comes into
agreement with the earlier data shown in Fig. 19.6,b as closed dots.

31  Fgvalues

The Fj values are determined from the renormaligédactor. Firstly, as
expected, we find that all*(r,) data for (100)-Si [6] and vicinal to (100)
Si-MOS samples [50] are rather close to each other. Secondly, aftefotiee a
mentioned correction has been madertd, the data from Ref. [48] become
consistent with the data from Ref. [6]. Note that thé(r,) and £§ data for
n-GaAs samples, determined on the basis of approach Eq. (19.8), exatbur
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unavailable. We focus below on comparison witlsaAs, for which the dis-
agreement is dramatic, as Fig. 19.7 shows.
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Figure 19.7. Comparison of theF§ values determined for n-SiMOS [6] and fgr-
GaAs/AlGaAs [9]; the latter data are also shown versusvithout and with scaling down
by a factor of 3.5.

Comparison withp-GaAs.
With increasing quality op-GaAs/AlGaAs samples, the critical valuesqf
that corresponds to the apparent 2D metal-insulator crossover guawlf7
[9] to 37 [37], and finally to 57 [51]. Observation of a non-insulatingdngar
at such unprecedently high values represents a puzzle by itself; two other
puzzles are the observed non-monotonic behavior of the renormalizetor
(and F) with r¢ [37] andrs-independentn* [9]. Even if the nonmonotonic
g*(rs) dependence might be explained by the orbital effects (i.enthe))
dependence) [8], the difference between 2D holesin GaAs and d@sys?ems
remains dramatic.

Clearly, the dependences*(r,) andg*(rs) for p-GaAs cannot be obtained
by extrapolating the Si MOS data to higher values (see Fig. 19.6). Not
surprisingly, therefore, that thejy data, deduced in Refs. [9, 52] from the
temperature dependence of the conductivity, differ substantially fronalbhes
determined fon-Si- andn-GaAs-based structures (see Fig. 19.7). Itis highly
unlikely that the values off§' (r,) “jump up” aroundrs ~ 10 (where the data are
currently missing); such possibility is also at odds with the numerical results.
Rather, this non-monotonic dependence might signal either the lack of the
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universal dependencg§(rs) or an incorrect quantification of the effective
interaction strength in different systems.

To choose between the aforementioned options, let us compare the charge
transport inn-type andp-GaAs systems in the low-density regime. It is well-
known that the experimental data for various 2D electron and hole systems
studied so far exhibit a number of empirical similarities (quantitative within the
same host material and qualitative - for different systems). The two of them
are: (i) the relationship between the “critical, andr, values, and (ii) the
magnitude of the resistivity drop\p(T")/pp at a given resistivitypp value.

Both dependences imply a similar mechanism: the higher the quality of the
sample, the larger the critical (i.e. the lowem,), F§, p. and the magnitude

of the resistance drop. These qualitative features have been explgiribd
theory [13], where the only sample- (or disorder-) dependent pdeatisethe
mean free time (the higherr, the stronger the “metallicd(7") dependence).

The low densityp-GaAs [9, 37, 51] samples demonstrate different features:
on the one hand, the-values are extremely high (thus indicating a high sample
guality and strong interactions), on the other hand, the signatures of thiéeneta
behaviour are rather weak. For the highestlata [37, 51] the renormalized
Fermi energy is so smal 0.1K) that the 2D systems becomes non-degenerate
very quickly asT’ grows. This might explain the weak magnitude of the resis-
tance drop in the measurements of Ref. [37, 51]. However, this line sdnézg
is irrelevant to the higher-density (314:-GaAs samples [9], in which the Fermi
energy is larger. In order to bring the above datagf@éaAs into agreement
with other data, one has to scale thevalues down by a factor of 6 [9] and
factor of 8 [37].

It might be, therefore, that the effective— e interactions are weaker in
p-GaAs samples than in the other systems for the samvalue, owing to a
more complicated physics of the multivalley band structure and strong spin-
orbit effects. If this is the case, the interactiong#GaAs samples cannot be
adequately quantified with a single parametenWe illustrate this in Fig. 19.7
by a simple rescaling of the effectivg values for the data op-GaAs [9].
Despite the raw data differ substantially, they come into areasonable agiteeme
whenr, for p-GaAs is scaled down by an empirical fact. Of course,
from this rescaling, it is impossible to conclude whether the effectiwalues
should be increased for-Si- andn-GaAs- based structures, or decreased for
p-GaAs; however, the multitude of the material systems which show reasonably
consistent data, points at a somewhat more complex behavieGmAs. The
same empirical scaling procedure applied torttigr,) data forp-GaAs helps
to resolve another puzzle. The data for the effective mass that wemd fou
Ref. [9] to ber, independent over the range= 10 — 17, after such rescaling
will fall into the ranger;, = 2.8 — 4.8, where the mass variations with are
small (see Fig. 19.6).
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4, Summary

To summarize, we compared various experimental data on the renormaliza-
tion of the effective spin susceptibility, effective mass, atidactor. If the
data are considered on the same footing, one finds a good agreemesgeietw
different sets of data, measured by different experimental teams Lffigrg it
experimental techniques, and for different 2D electron systems. Timgsso
tency of the data provides one more evidence that the renormalization islindee
caused by the Fermi-liquid effects. The renormalization is not stronglgtafie
by material- and sample-dependent parameters such as the width of the poten
tial well, disorder (sample mobility) and the band mass value. The apparent
disagreement between the reported results is caused mainly by diffaent in
pretation of similar raw data. Among the most important issues to be taken into
account in the data processing, there are the dependences of tiwefigass
and spin susceptibility on the in-plane field, and the temperature dependence
of the “Dingle temperature” (the latter is intrinsic for strongly-interacting sys-
tems). The remaining disagreement with the data for 2D hole system in GaAs
suggests that the character of the effective electron-electron inter&ctitore
complex in this system; this important issue deserves thorough theoretical at-
tention.
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